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resident on the OE media

+ Comprehensive offering of Network, Mass Storage, and I/O Dr ers available d ‘ing
install process

» Online Diagnostics loaded during cold install

simple to purchase license
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J
* Testing results of application products in the OEs will be publi¢ 2d on docs.hp.com da/'/
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simple to purchase software support

+ Simplification in Software Support ordering and contract admii  ration has be¢ |
achieved in parallel with the introduction of HP-UX 11i Operati  Environments
« For more information, please visit: http://nternet.fc.hp.com/cat. re/communic.htm
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Preface

The HP System Partitions Guide describes nPartition system
administration procedures, concepts, and ~~inciples for HP
rp7405/rp7410 servers, HP rp8400 servers, and HP Superdome servers
running the HP-UX 11i operating system.

This preface has the following sections:
e About This Book: Overview of Chapters on page 4
e  How to Buy This Book on page 6
e  Related Information on page 7
Public i story 10
e Notational Conventions on page 11

Hewlett-Packard welcomes your teedback on this publication. Please
address your comments to edit@nre~skit.rsn.hp.com and note that
you will not receive an immedia.. rc,.ly. All comments are appreciated.
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About This Book: ~ ervie\;/ of Chapters

9. Processor Instant Capacity on Demand (iCOD) on page 397

This ¢l ) us 1 Hewlett-Packard’s processor 1COD
(I a . _ , wcityon D¢ ind) product on nPartitions.

iCOD is an optional software product that enables you to instantly
increase or adjust »roce~~*ng power within nPartitions. As you need
more or fewer processors, you use iCOD tools to adjust the number of
activated processors in the nPartition.

10. Processor Sets (Psets) on nPartitions on p: 419

This chapter describes how to use and manage processor sets (Psets)
on nPartition systems.

Using Psets, you can create multiple independent processor groups
in an nPartition. Each Pset has its own processors, schedules, and
attributes. Because Psets are dynamic, you can create, modify, and
destroy Psets instantly as your system needs d L.

11. Virtual Partitions (vPars) Management on nPartitions on page 441

This chapter describes how to create, configure, and manage HP’s
virtual partitions within an HP Superdome nPartition (hard
partition) system environment. Each virtual partition can boot a
single instance of the HP-UX B.11.11 operating system.

The HP virtual partitions (vPars) software is an optional feature that
you can use to further subdivide a server’s resources into multiple,
¢ ller virtual machines throu; ' softv  :; "1 °

By configuring multiple virtual partitions within an nPartition, you
can boot multiple instances of HP-UX B.11.11 in a single nPartition.

HP System Partitions Guide: Administration for nPartitions, rev 6.0 5 }AO/



How to Buy This Book

How to Buy This ™1k

You can purchase a printed copy of the HP & item Partitior Fuide from
Hewlett-Packard’s http://software.hp.c.  Web site. Wl | at this
Web site, click the Documentation link for a: : of current publications.

The http://www.software.hp.com/BOOKS roducts list.html Web
site lists technical books currently available tor sale, includ g this book.

You also can find this book by searchir _ for “Partitions Guide” using the
HP software depot search facility.

6 HP System Partitions Guide:  'ministration for rtitions, rev 6.0
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Inforr  ion

Related Information

For the most current HP-UX 11i nPartition administration details refer
to this publication, the HP System Partitions Guide.

You also can find other information on general HP-UX 11i
administration, HP nPartition server hardware management, and
diagnostic support tools in the following publications.

Web Site for HP Technical Documentation:

http://docs.hp.com

The main Web site for Hewlett-Packard technical documentation is the
http://docs.hp.com site, which has complete information available for

free.

HP-UX 11i Information

The following Web site and publication~ re available for info about the
HP-UX 11i operating system.

¢ http://docs.hp.com/hpux/os/11i/ — This is the portion of the
docs.hp.com Web site that has complete HP-UX 11i information.

* ( figuring HP-UX for Peripherals

e HP-UX 11i June 2003 Release Notes

e HP-UX 11i Installation and Update Guide

e  HP-UX Workload Manager User’s Guide

o HP Process Resource Manager User’s Guide

e Installing and Managing HP-UX Virtual P.  itions (vi” 3)

e Instant Canncitv on Demand (iCOD) and Pay Per Use (PPU) User’s

B I
e Instant Capacity on Demand (iC"™") User’s Guide for Version B.05.00

® Managing Systems and Workgroups: A Guide for HP-UX System
Administrators

HP System Partitions Guide: Administration for nPartitions, rev 6.0 7
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Related Information (7(7\

~rver Hardware Information

\

The following Web sites and publications describe HP nPart on server
hardware management, including site prep, installation, and other
details.

http://docs.hp.com/hpux/hw/ — This is the systems rdware
portion of the docs.hp.com Web site. The following Superdome,
rp8400, and rp7405/rp7410 server Web sites are availab  from this
systems hardware page.

HP Superdome —
http://docs.hp.com/hpux/hw/index.html#Superdome%20Server

This is the Web site for hardware info about the HP Superdome
server.

HP rp8400 —
http://docs.hp.com/hpux/hw/index.html#rp8400%20Server

This is the Web site for hardware info about the HP rp8: ) server.

HP rp7405/rp7410 —
http://docs.hp.com/hpux/hw/index.html#rp7405/rp7410%20Se
rver

This is the Web site for hardware info about the HP rp7- 5/7410
server.

Diagnostics and Event Monitoring: Hardware Support Tool

Complete information about HP’s hardware support tools, it  uding
online and offline diagnostics and event monitoring tools, is at the
http://docs.hp.com/hpux/diag/ Web site. This site has n auals,
tutorials, FAQs, and other reference material.

Web Site for HP Technical Support:
http://us-support2.external.hp.com

Hewlett-Packard’s IT resource center Web site at
http://us-support2.external.hp.com/ provides comprel 1sive
support information for IT professionals on a ide variety of 1pics,
including software, hardware, and networking.

it

HP System Partitions Guide: Administration for nf  ‘itions, rev 6.0
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—voks aboutt UX. ublished by Prentice 1ll

Relatea Inf ition

The http://www.hp.cam/hpbooks/ Web site lists the HP books that
Prentice Hall currently publishes, such as HP-UX books including:

o L. -UX 11:i System Administration Handbook
http://www.hp.com/hpbooks/prentice/ptr 0130600814 .html

o HP-UX Virtual Pnrtitions
http://www.hp.cum/hpbooks/prentice/pt:- 17130352128 .html

HP Books are available worldwide through bookstores, online
booksellers, and office and computer stores.

HP System Partitions Guide: Administration for nPartitions, rev 6.0 9



Publication History

Publication History

The publication history for the HP System Partitions Guide includes the

follov = g editions.

Sixth Edition April 2003, 5187-3603. CD OM, Web
(http://docs.hp.cc ), 1p ™ " 7 live
You can order this book in print from the
http://software.hp.com eb site.
Updates include HP rp7405 server details, vPars
A.02.02 information, and o 2r changes throughout.

Fifth Edition August 2002, B2355-90762. CD-ROM, EP: |, Web
(http://docs.hp.com/), a | print delive:

Fourth Edition June 2002, B2355-90752. ¢ -ROM, EPSS, and Web
(http://docs.hp.com/) d¢ very.

T' * d Edition =~ March 2002, B2355-90746. D-ROM, EPSS, and Web
(http://docs.hp.com/) di  very.

Second Edition December 2001, B2355-90744. CD-ROM, EPSS, and
Web (http://docs.hp.com/) delivery.

First Edition September 2001, B2355-90736. CD-ROM, 2SS, and
Web (http://docs.hp.com/) delivery.
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WARNING

CAUTION

NOTE

LR SN

Notationa'

~

nventions

N-tat »1al Conventions

» e following notational conventions are used in this publication.

A warning lists requirements that you must meet to avoid
personal injury.

A caution provides information required to avoid losing data or avoid
losing system functionality.

A note highlights useful information such as restrictions,
recommendations, or important details about HP product features.

¢ Commands and options are represented using this font.

® Text that you type exactly as shown is represented using this
1o )

® Text to be replaced with text that you supplyis represented
using this font.

Example:
“Enter the 1s -1 filenameco iand” me: you must replace

filename with your own text.

* Keyboard keys and graphical interface items (such as buttons, tabs, and
menu items) are represented using this font.

wxamples:
The C« key, the OK button, the General tab, the Optioi m«

* Menu —> Submenu represents a menu selection you can perform.

Example:
“Select the Partition —> Create Partition action” means you must select

the Create Partition menu item from the Partition menu.

¢ Example screen output is represented using this font.

HP System Partitions Guide: Administration for nPartitions, rev 6.0 11
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This chapter introduces Hewlett-Packard’s nPar*+:on system features,
server models, nPartition concepts, administration tools, and HP-UX 11i
support for nPartitions.

e The first sections of this chapter introduce the nPartition system
environment and the HP servers that support nPartitions.

e Details about nPartition concepts are given starting with the section
Ov lewof nPc 'tionson _ \ge 60.

e Descriptions of tools and HP-UX features for using 1.. artitions are
given starting with the section Tools for Managing nPartitions on

. o 10
For nPartition configuration requi its and related HP
recommendat.u.s, refer to the cha,_ .. ’lanning nPartition

Configurations on page 109.

For procedures to manage nPartitions, refer to the chapter Managing
nPartitions on page 243.
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nPartition System Overviews
Introduction

Introduction

Hewlett-Packard’s nPartition system capabilities enable you to configure
a single server complex as one large system or as multiple ¢ aller
syst

nl "
resources that are used as an independent system enviro
nPartition includes: one or more cells (containing processors and
memory) that are assigned to the nPartition as well as allI 'chassis
connected to those cells.

All processors, memory, and I/O in an nPartition are used exclusively by
software running in the nPartition. Thus, each nPartition n 3 its own
instance of the Boot Console Handler (BCH) erface andir pendently
boots and reboots instances of HP-UX 11i.

By defining multiple nPartitions within an nPartition server, you
establish hardware partitioning that enables a single server complex to
run multiple instances of the HP-UX 11i operating system.

You also can establish virtual partitions witt | an nPartitic n HP
Superdome servers. The HP virtual partitions software ena s you to
further subdivide an nPartition’s active harc are resources by using
software partitioning to create one or more virtual partitions (vPars).
Each virtual partition can load/boot HP-UX B.11.11 independently. Refer
to the chapter Virtual Partitions (vPars) Management on nPartitions on
page 441 for details.

The HP-UX 11i June 2003 release supports nPartitions on the following
servers:

e  HP rp7405/rp7410 server (model string: 9000/800/rp741

e HP rp8400 server (model string: 9000/80 S16K-A)

e HP Superdome 16-way (model string: 9000/800/SD16000)

¢ HP Superdome 32-way (model string: 9000/800/SD32000)

¢ HP Superdome 64-way (model string: 9000/800/SD64000)

For server hardware details see Supported HP Server Models on page 34.

w/
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Supported HP Server Model

The HP servers that support nPartitions include the following models:

e HP rp7405/rp7410 server—See rp7405/rp7410 Server b el on
page 36.

e . rp8400 server—See rp8400 crver Model on page 38.

¢ Three models of HP Superdome servers—See Superdome Server
Models on page 40.

These nPartition servers have different hardware configurations and
limits, as described in the following sections, and all include 1pport for
nPartitions.

Within each HP nPartition server cabinet are multiple ce , each of
which contains processors and memory. The ‘artition cabi ts are
shown in Figure 1-1 on page 35; cells are dis ssed in Cells  page 47.

Each nPartition server cabinet also may have multiple I/O « assis that
provide PCI slots for I/O cards. Each I/O chassis connects to one of the
cells in the server. See nPartition I/0O Chassi and PCI Card Slots on
page 48.

HP Superdome servers also support optional 'O expansion cabinets
to provide additional I/O chassis. See I/O Chassis in HP Sup  dome 10X
Cabinets on page 51.

ncludix 1 s, L ,
cabinet hardware, and power and utilities cc  )onents—is consiaered to
be a server complex.

An HP Superdome complex can consist of one cabinet or twc¢ 2rver
cabinets, and can also include one or two I/O expansion cabi ts (to
provide additional I/O chassis).

Each HP rp7405/rp7410 or HP rp8400 server complex consis of a single
server cabinet only.

v
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Superdome Server Models

" Superdome servers scale up to 16 cells and include cor  :te support
for hard partitions (nPartitions). You can co igure a single Partition

1 ng some or all cells, or can configure multiple nPartitior within the
same Superdome server complex (up to one nPartition for« h cell that
has core I/O attached).

You can add up to two Superdome I/O expansion cabinets to the
Superdome 32-way and 64-way models. Eac [/O expansion cabinet has
up to six additional 12-slot I/O chassis.

The three Superdome models include: HP Superdome 16-Way (SD16000)
Server, HP Superdome 32-Way (SD32000) Server, and HP { verdome
64-Way (SD64000) Server.

Details on these models are given in the following sections.

Also see nPartition System Hardware Details on page 47 for more
information about HP Superdome hardware features.

HP Superdome 16-Way (SD16000) Server

The HP Superdome 16-way server is a single-cabinet server that has
from two to four cells, each with four HP PA-RISC processo and up to
32 DIMMs. '

Figure 1-4 on page 41 shows an overview of the Superdome 16-way
server hardware architecture.

The Superdome 16-way server can have up to 16 processors, 128 DIMMs,
and up to four 12-slot PCI I/O chassis.

The model string for Superdome 16-way servers is 9000/8C 'SD16000.

%
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HP Superdome 32-Way (SD32000) Server

The Superdome 32-way server is a single-cabinet server that has from
two to eight cells, each with four HP PA-RISC processors and up to 32

DIMMSs.

Figure 1-5 on page 43 shows an overview of the Superdome -way
server hardware architecture.

The Superdome 32-way server can have up to 32 processors, 6 DIMMs,
up to four internal 12-slot PCI I/O chassis, plus optional I/C  ¢pansion
cabinet hardware.

The model string for Superdome 32-way servers is 9000/800/SD32000.

j\;\L
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HP Superdome 64-Way (SD64000) Server

The Superdome 64-way server is a tightly in -‘connected dnal-cabinet
server that has from 4 to 16 cells, each with four HP PA-RIS _ processors
and up to 32 DIMM:s.

Figure 1-6 on page 45 shows an overview of the Superdome 64-way
server hardware architecture.

The Superdome 64-way server can have up tc 1 processors, 2 DIMMs,
and up to eight internal 12-slot PCI I/O chassis. (Each of the o cabinets
in a Superdome 64-way server provides up t¢ 2 processors, 256 DIMMs,
and up to four 12-slot PCI I/O chassis.) HP S jerdome 64-w ' servers
also can have optional I/O expansion cabinet hardware.

The model string for Superdome 64-way servers is 9000/80( 3D64000.

e
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HP Superdome I/O Expansion Cabinet

HP Superdome 32-way and Superdome 64-way servers can clude /O
expansion cabinets in addition to the server cabinet(s) in the complex.

Bach I/O expansion cabinet has a cabinet number of either 8 or 9.

A Superdome I/O expansion cabinet includes up to 3 /O ba;  with two
12-slot I/O chassis in each bay. This provides for up to 6 chassis with a
total of 72 PCI card slots in each I/O expansion cabinet.

The Superdome I/O expansion cabinet is a standard-size cabinet that,
space permitting, you can mount peripherals in as well as I/O chassis.

See the section I/0 Chassis in HP Superdome IOX Cabinets on page 51
for more details.

Also refer to the book I/ 0O Expansion Cabinet Guide for Sur dome
Servers.

P& /
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In HP rp7405/rp7410 and rp8400 servers, e. n cell can support up to 16
memory DIMMs and 1-4 processors.

Each HP Superdome cell can be connected to an I/O chassis that resides
either in the same cabinet as the cell or in an I/O expansion cabinet.

In HP rp7405/rp7410 and rp8400 servers, cell O connects to] 'chassis 0,
and cell 1 connects to I/O chassis 1.

Processors:
HP PA-RISC CPUs

This section describes the supported processor (CPU) types for HP
nPartition servers.

Within each cell in an nPartition server, all processors must operate at
the same speed. If multiple cells reside in a server, each cell arun a set
of processor whose operating speed is differe; from the processors in the
other cell(s) in the server.

In HP Superdome cells, the following processors types are supported:
PA8600 (552 MHz) or PA8700 (650, 750, or & 1+ MHz).

In HP rp7405/rp7410 and rp8400 servers, the supported prc ssor types
are: PA8700 (650, 750, or 875 MHz).

To list the operating speed of processors in a cell, you can us the
parstatus HP-UX command or the PR command from an nl rtition’s
BCH Information menu.

For example, parstatus -V -c 2 lists hardware details ab  t cell 2,
including the operating speed and processor type for the cell.

Refer to the chapter Listing and Managing Server Hardware on
page 305 for details on listing cell processor info, including a reference
chart of cell processor frequencies.

nPartition I/O Chassis and PCI C -d Slots

This section has details about the I/O chassis and PCI card slot locations
in various models of HP nPartition servers a . 1/O expansion cabinets,
and details about slot frequencies and power capabilities.

The following I/O chassis and slots are discu  :d here:

e /0 Chassis in HP Superdome Compute Cabinets on page 49
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The Superdome I/O chassis and slot locatior are shown in Figure 1-7.

HP Superdome I/O Chassis and PCI Cai1  Slet Tiocatic s
P

Bay 1, Chassis 1
Bay 1. Chassis 3

f0

Slot3-1
Slot 7- 4
Slot 11-8
Bay 0. Chassis 3
PCI Card
Bay 0, Chassis 1 e
As Figure 1-7 shows, I/O chassis in HP Superdome compute ibinets

Step 1.

reside both in the cabinet’s front (I/O bay 0) and its rear (I/O bay 1).

When you face each I/O bay, the left I/O chassis is chassis 1 1 the right
chassis is I/O chassis 3. In I/O chassis in a Superdome comj e cabinet,
PCI slot 11 is to the left and slot 0 is to the r ht.

In HP Superdome I/O expansion cabinets, the I/0 chassis a1 identical

but are positioned sideways, with either slot 0 or slot 11 at the bottom.

Accessing Superdome Compute Cabinet /0O Chassis
and PCI Slots

To access the I/O chassis in an HP Superdon compute cabi i, you
must open either the cabinet’s front door (to  cess I/O bay 0) or its rear
door (to access I/0 bay 1). In each I/O bay—when facing the bay—I/O
chassis 1 is on the left and chassis 3 is on the right.
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Step 2. To access the PCI card slots in an I0X I/O chassis, remove the I/0 chassis
cover.

To access slots in chassis 1 of the bay remove the cover from the left side
of the I/0 bay, or remove the cover from the right side of the bay to access
I/0 chassis 3’s . CI card slots. See F*  re 1-9 for details.
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I/0 Chassis for HP rp7405/rp7410 and rp8400 Servers

HP rp7405/rp7410 and rp8400 servers have o I/O chassis. ich with 8
T ’ 11 ™ to right from 1 to 8.

Both HP rp7405/rp7410 and rp8400 server cabinets have a single I/O bay
on the cabinet’s rear that houses the two I/O chassis or “I/O mains”.
When you face the I/O bay, viewing the rear of the cabinet, t] chassis on
the left is I/O chassis 0, and right is I/O chassis 1.

Cell 0 connects to chassis 0 and cell 1 connects to chassis 1.

In HP rp7405/rp7410 servers, two PCI card slots are reserved for use by a
SCSI/LAN card: chassis 0, slot 1 and chassis  slot 8. This is a 64-bit
card that operates at 66 MHz and 3.3-volt signaling.

HP rp7405/rp7410 and rp8400 I/O chassis card slot details are listed in
Table 1-2.

Table 1-2 HP rp7405/rp7410 and rp8400 I/0 Chassis:
Card Slot Details

Slot Number 1 2 3 4 5 6 7 8
Signaling 3.3 3.3 3.3 3.3 3.3 3.3 5.0/ 5.0/
(Volts) 3.3 3.3
Hardware dual rope single
Fabric rope
Cards Accepted | PCI cards keyed as 3.3-volt or universal. PCI cards

keye 1as 5-volt
oru rersal.

All slots in HP rp7405/rp7410 and rp8400 I/O chassis can oy ate as
64-bit slots and can accept 66 MHz PCI cards.

HP rp7405/rp7410 and rp8400 I/O chassis sl 3 1-6 accept cards
physically keyed as 3.3-volt cards or keyed as nniversal carc These
slots can operate at 66 MHz or 33 MHz with 3-volt signali  only.

Slots 7 and 8 in rp7405/rp7410 and rp8400 I/O chassis accept cards
keyed as 5-volt cards or keyed as universal cards. These slots normally
operate at 33 MHz with 5-volt signaling, but when a 66 MHz capable
card is detected they are switched by software to operate at 66 MHz with
3.3-volt signaling.
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Overview of nPartitions

On HP’s nPartition servers, each nPartition is a “logical system” that
has its own dedicated portion of the server hardware that¢; runa
single instance of the HP-UX 11i operating system. Each nPartition can
boot, reboot, and operate independently of any other nPartitions and
hardware within the same server complex.

Each nPartition has one or more cells (containing processo; and
memory) that are assigned to the nPartition for its exclusive use. Any
I/O chassis that is attached to a cell belonging to an nPartition also is
assigned to the nPartition. (Each chassis has PCI card slots  us any I/O
cards and attached devices, and may also have core I/O.)

The server complex includes all hardware within an nPartition server:
all cabinets, cells, I/O chassis, I/O devices and racks, management and
interconnecting hardware, power supplies, and fans.

You can configure one or more nPartitions within a server ¢ iplex,
allowing the hardware to function as a single HP-UX 11i sy 'm or as
many systems.

The following concepts and issues related to 2artitions are itroduced
in the rest of this section:

o Cell Properties on page 61

¢  (Genesis Partition on page 63

e  Partition Numbers on page 64

e nPartition Local and Remote Access on page 64

e nPartition Active and Inactive States on page 66

v
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nPartition System Overviews e
Cell Properties

One cell in each nPartition must serve as the active core cell. The core
cell is a cell that is connected to an I/O chas: i that has cor F/O. The
core cell controls the nPartition until HP-UX has booted, and it provides
console access for the nPartition.

The core cell’s core I/O provides console access for the nPartition through
the service processor (GSP or MP).

The monarch processor on the core cell runs 1e Boot Console Handler
(BC.., code while all other processors are idle until HP-UX  booted.

Although an nPartition can have multiple core-capable c¢ s (any
assigned cell that has an I/O chassis with core I/O), only one core I/O is
actively used in an nPartition (the one belon ng to the active core cell).

To be eligible as a core cell, a cell must be assigned to the nPartition, it
must be active, and it must be attached to an I/O chassis co aining
functional core I/O.

The core cell is selected by system firmware in the early sta s of the
nPartition boot process.

By default—on HP Superdome and HP rp84 servers—the lowest
numbered eligible cell in an nPartition is selected as the cor  zell.

By default on HP rp7405/rp7410 servers only, cell 1is selec 1 as the
core cell if it is eligible.

You can define up to four core cell choices (or “alternate ) for an
nPartition (two core-capable cells are currently supported on HP
rp7405/rp7410 and HP rp8400 servers). The core cell choices are cells
that you prefer to be selected as the nPartition’s core cell. If ur first
core cell alternate cannot be used, then the second choice is ecked; if
the second choice fails, then any other choices are tried,in1  order you
specified.

When none of the core cell choices can serve ;the active core cell, the
nPartition then attempts to select an eligible cell using the default
process.

Cells that are assigned to an nPartition and have booted to :m an
nPartition are active cells whose resources (processors, memory, and
any attached I/O) can be actively used by software running the
nPartition.

W
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After you boot HP-UX on the Genesis partition, you can mc¢ fy the
nPartition to include additional cells. You also can create ot r, new
nPartitions and can modify them from the Genesis partition or from any
other nPartition running HP-UX.

Note tha ince you create additional nPartitions—you do not
necessarily have to use the Genesis partition to perform yoi nPartition
management and configuration tasks.

Partition Numbers

Each nPartition has its own unique partitic number that the
nPartition commands and utilities use for identifying the n  rtition.

When you create an nPartition, the utility you use assignst  nPartition
the lowest available partition number. For example, the Ge: sis
partition always is partition number 0 because it is the first and only
nPartition in the server complex when it is created, and the :cond
nPartition to be created is partition number

After you remove an nPartition, no cells are signed to the Partition.
As a result, the nPartition tools can assign cells to the partition number
when creating a new nPartition.

For example, if you remove partition number 2, then the parcreate
command or Partition Manager tool can assi 1 cells to partition number
2 when creating a new nPartition, if all lower-numbered nPartitions
(partition numbers 0 and 1) already are defined.

nPartition Local and Remote Acc ss

Your access to an nPartition—whether local or remote—det nines your
ability to configure and manage the nPartition. Some capabi ies require
local partition access while other capabilities only require that you login
to any of the nPartitions in the server complex, including re¢ ote
partitions.

Local nPartition

When you login to HP-UX running on an nPartition, or whe you access
an nPartition’s BCH interface or console, the nPartition you are
accessing is considered to be the local nPartition.

o
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Tools for Mana "in ~ nPartitions

You can use several different software tools { :reate, modify, and
monitor a server’s nPartitions and related server complex h lware.

These tools have capabilities that overlap in some cases, but ach tool
I uniqt w 1d ace  requirer

The tools for managing nPartitions are:

e Service Processor (GSP or MP) menus

e Virtual Front Panel (VFP) interfaces

¢ Boot Console Handler (BCH) interfaces

e HP-UX nPartition Configuration Commands

¢ Partition Manager (/opt/parmgr/bin/parmgr)

e System Administration Manager (SAM, /usr/sbin/sam)

NOTE The service processor in HP servers is sometimes called the Management
Processor (MP) and sometimes the Guardian ervice Proces r (GSP).

Regardless of the name, the service processor in these servers provides
approximately the same features and performs essentially t| same role.

Throughout this document, the term “service processor” refers to both
the MP and GSP service processors.

Table 1-3 lists the nPartition management tools and describe 2ach tool’s
features and capabilities.

]fQ/
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HP-UX 111 Release Features

The HP-UX 11i June 2003 Release Notes lists the latest feature additions
and changes to HP-UX operating system and the various “c rating
environment” bundles.

" ach of the HP-UX operating environment bundles includes its own
collection of applications. You can install any one of the ope ing
environments at a time.

Use the swlist -1 bundle command to list Il installed sc ware
bundles, including operating environments.

The Read Before Installing or Updating HP-UX 111, June 2 3 booklet,
which is distributed with HP-UX media, also has current details on
release and operating environment features.

The release notes and “Read Before” booklet also are available on the
http://docs.hp.com/ Web site.

The HP-UX 11i operating environments are :scribed in the following
list.

e HP-UX 11i Operating Environment

This is an integrated and tested software solution for servers. It
contains the base HP-UX 11i operating system and sele :d drivers
and applications.

¢ HP-UX 11i Enterprise Operating Envirc nent

This is an operating environment marketed and suppor 1 only for
commercial servers. It contains everything in the basic >-UX 11i
Operating Environment plus additional applications.

e HP-UX 11i Mission Critical Operating E rironment

This is an operating environment marke 1and suppor 1 only for
commercial servers. It contains everything in the HP-UX 11i
Enterprise Operating Environment plus additional applications.

e HP-UX 11i Technical Computing Environment

This is an operating environment marke 1and suppor 1 for
technical computing servers and workst: ins. It contains the base
HP-UX 11i operating system and selected drivers and applications.
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e 7T 77T """ Minimal Te © " al Operati:

This is an operating environment defined for HP workstations. It
contains all the bas: unctionality. However, compared to the
Technical Computing Operating Environment, the set of additional
applications is gr...tly reduced.
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HP-UX Hardware Paths for nPartitions

The HP-UX hardware path for nPartition s; ems is provic 1in the
format described here.

The /usr/sbin/ioscan HP-UX command reports the hardware path for
active components within the nPartition in which the comr nd is
issued.

You also can use the /usr/bin/rad -gcommand to list der 1s about
active I/O slots and cards in the local nPartition.

The ioscan and rad commands only report formation ab: : the
currently active hardware components in the local partition.

These commands do not report details for hardware that is not assigned
to the local nPartition or hardware that is i1 ctive in the nPartition.

Hardware Paths in nPartitions
The components of nPartition hardware paths are:
a/b/c/d/e.f.g
where these components are as described in 1e following list.
L a

Is the global cell number.
* b

Is a processor (10-13), memory (5), or a¢« stem bus ada] :r(0). Each
I/0 chassis has a single system bus ada] r.
e ¢

Is a local bus adapter (the LBA, one for ch PClcards ;in the
chassis). The LBA connects its corresponding PCI card 1t with the
system bus adapter.

The LBA number is not necessarily the same as the PCI ot number.
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PCI Card Slot and Hardware Path Numbering

The order in which ioscan reports the PCI slots (in LBA number order)
does not correspond to the order in which the slots physically are
arranged (PCI card slot order, left-to-right or right-to-left).

6\
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Licensing Information:
Getting Product Details

When you license a software product to run on an HP system, you may

need to provide machine or system details to the software vi  lor as
of the softwa: istration process.

This section describes how to obtain information you may n d when
licensing non-HP software to run on an HP nPartition servi

For complete information about software product licensing, fer to the
company that manufactures or sells the software you plan- ase.

To license software for use on HP-UX running on an nPartif a, you may
need to provide the following details about the nPartition or its server
complex:

¢ Unique Machine (Complex) Identifi(
/usr/bin/getconf CS MACHINE IDEN

e Unique nPartition Identifier
/usr/bin/getconf CS PARTITION IDENT

¢ Unique Virtual Partition Identifier
/usr/bin/getconf CS PARTITION IDENT

e Machine (Complex) Serial Number
/usr/bin/getconf CS MACHINE SERIAL
/usr/sbin/parstatus -X

e Server (Complex) Product Number
/usr/sbin/parstatus -X

¢ Hardware (Complex) Model String
/usr/bin/model

e HP-UX Version and Installed Bundle¢
For the HP-UX version: /usr/bin/uname’ -r

For all bundles installed: /usr/sbin/swlist -1 bundle
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nPartition and Virtual Partition Unique Identifiers

# /usr/bin/getconf CS MACHINE_IDENT
Z3e02955673£9£7c9

# /usr/bin/getconf CS MACHINE SERIAL
USR2024FP1

#

Unique IDs for Virtual Partitions (vPars)

The following example shows the virtual partition-unique I returned by
the getconf command, as well as the local nPartition number and the
current virtual partition’s name.

# parstatus -w

The local partition number is 0.

# vparstatus -w

The current virtual partition is Shad.
# getconf CS PARTITION IDENT
Z3el0ec8e078cd3c7b_PO_VO0O

#

For details on virtual partitions, refer to the hapter Virtual Partitions
(vPars) Management on nPartitions on page 441.

e
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Table 1-5 describes the nPartition configiiré >n commands ad lists
sections where you can find each command’s syntax and de ils.
Table 1-5 HP-UX nPartition Configuration Commands
Command Description

parcreate Create a new nPartition; root permission : required.
See parcreate Command on page 93.

parmodify Modify an existing nPartition; root permis 1n is required.
See parmodify Command on page 95.

parremove Remove an existing nPartition; root permission is require
See parremove Command on page 98.

parstatus Display nPartition information and hardware details fora rver
complex.
See parstatus Command on page 99.

parunlock Unlock Complex Profile data (use this com1 nd with caution); root
permission is required.
See parunlock Command on page 101.

fruled Blink the attention indicators (LEDs) or tu  them off. This command
can control these indicators for cells, I/O chassis, and cabir numbers.
See fruled Command on page 102.

frupower Display status or turn power on or off for cells and I/0 chassis; root

permission is required.

See frupower Command on page 104.

\&/
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e Cell Hardware Location Format

In cell hardware location format, each cell is identified
numbers that specify the cabinet and the cell slot with the cabinet
where the cell resides: cabinet/slot.

ing two

Table 1-7 Cell IDs in Hardware Location Format
Cell ._.ot 0 1 2 o 4 - 6 7
rp7405/rp7410 0/0 0/1 — — — — — —
HW Loc Format
rp8400 0/0 0/1 0/2 0/3 — — — —
HW Loc Format
Superdome 0/0 0/1 0/2 0/3 0/4 0/5 0/6 0/7
Cabinet 0
HW Loc Format
Superdome 1/0 11 1/2 1/3 1/4 1/5 1/6 v7
Cabinet 1
HW Loc Format

Both of these cell ID formats specify each ce s precise physical location
in a server complex. For example, parstatus -c¢9 and parstatus -¢1/1
specify the same cell.

# parstatus -c9

[Cell]
Hardware Actual
Location Usage

Core
Cell

Capable

cabl,celll active base
# parstatus -cl/1
[Cell]

Actual
Usage

Hardware
Location

cabl,celll active base

#

CPU Memory
OK/ (GB)
Deconf/ OK/
Max Decont Connected To
4/0/4 8.2/ 0.0 -
CPU Memory
OK/ (GB)
Deconf/ OK/
Max Deconf Connected To
4/0/4 8.2/ 0.0 -
NQ/

Use

Oon

Next Par
Boot Num
yes 1
Use

Oon

Next Par
Boot Num
ves 1
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— 1 — Chassis 1, which connects to cell 1 and is the ri; tchassis as
viewed from the cabinet rear: the right eight PCI card slots.

On HP Superdome servers, the chassis number is:

— 1 — Chassis 1, the left chassis in the bay, as viewed when facing
the bay/chassis.

— 3 — Chassis 3, the right chassisint :bay, as view. when
facing the bay/chassis.

In HP Superdome servers all chassis are 12-slot I/O chassis, both in
Compute cabinets and in I/O Expansion cabinets.

The example below shows the parstatus co mand listing details about
two different I/O chassis (cabinet O/bay 0/chassis 1, and cal =t O/bay
1/chassis 3).

# parstatus -i0/0/1
[Chassis]
Core Connected Par

Hardware Location Usage I0 > Num

cab0,bay0,chassisl absent - - -

# parstatus -i0/1/3

[Chassis]

Core Connected Par
Hardware Location Usage I0 ) Num
cab0,bayl,chassis3 active yes cab0,cell0 0
#

Use the parstatus -T command to list all /O chassis within a server
complex, regardless of the chassis cell connections and nPartition
assignments.

Use the rad -g command to list the currently available PCI 1/O slots in
the local nPartition and their status.

In the following example, both the parstatus and rad comi nds show
details for various chassis and slots, including chassis 0/1/3.

W/

'
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nPartition System Overviews (7
nPartition Commands—Details and Syntax /",

n artition Commands—Details ¢ d Syntax

This section has details and command-line syntax for the following
HP-UX nPartition configuration commands:

e parcreate Command on page 93

e parmodify Command on page 95

e parremove Command on page 98

e parstatus Command on page 99

e parunlock Command on page 101
¢ fruled Command on page 102

*  frupower Command on page 104

NOTE The sections that follow provide useful reference information for using
the HP-UX nPartition commands.

For the most current information for these commands, see their online
manpages: parcreate (1M), parmodify (1M), parremove (1M), parstatus
(1), parunlock (1M), fruled (1M), and frupower (1M).

)%
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Options
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parcreate Command

parcreate vommand
The /usr/sbin/parcreate c( ind creates a new __ 2artition.

This command assigns the specified cells (and any attached I/O chassis)
to an nPartition after removing the cells from the free cell list. This
command assigns a number to the new nPartition and returns the
partition number of the newly created nPartition.

Root permission is required to use parcreate.

See the parcreate (1M) manpage for complete details. Also refer to the
sect ( ating a New nPartition on page °50 for p: edures d
examples.

parcreate [-P PartitionName] [-I IPaddress]
-c cell:[cell_type]:[use on next boot] :[failure usagel

[-c...]
[-b path] [-t path] [-s path] [-r cell]l [-r...] [-B] [-k
s_lock]
-P PartitionName
Specifies the name of the new nPartition.
-1 IPac " =ss

Specifies the IP address that should be used by
management tools (like SAM) to address this
nPartition.

-c cell: [cell type] : [use on next boot] : [failure usage]
Specifies the cell(s) to be assigned to the nPartition.
* The only valid cell type value is:
base Base cell (the default).

¢ The valid use on next boot values for cells are:

vy Participate in reboot.
(The default.)
n Do not participate in reboot.

* The only valid failure usage value is:

ri Reactivate with interleave
(the default).
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parcreate Command ;

-b path Specifies the primary (PRI) boot path.

-t path Specifies the alternate (ALT) boot path.

-s path Specifies the secondary (HAA) boot path.

-r cell Specifies the core cell choic . One to four cells can be
specified.

-B Specifies to boot the nPartition. The defau is not to

boot the nPartition and lec it in the
ready for reconfig state.

N
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parmodify Command ‘

n Don participate in reboot.
e The only valid failure usage value is:

ri Reactivate with interleave
(the « fault).

cell: [cell typel : [use_on next boot]:[failure i ge]

Modify attributes of a cell already assigne the
nPartition.

For details on cell type, e on next boot, and
failure usage see the -a option’s descri] ons

(above).

-I IPaddress
Specifies the IP address th should be us by
management tools (like SA ) to addressi s
nPartition.

-r cell
Specifies the core cell and core alternate cells. One to
four core cell choices can be specified.

-d cell
Remove the specified cell from the nPartit 1.

-b path
Specifies the primary (PRI) boot path.

-t path
Specifies the alternate (ALT) boot path.

-s path
Specifies the secondary (HAA) boot path.

-P PartitionName
Specifies the name of the nPartition.

-B Specifies whether to boot the nPartition. The default is
not to boot.
When you modify an inacti nPartition and specify the
-B option, the nPartition is booted (and becomes active)
immediately after it is modified.
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pa dify Ci d

When you modifirine an antine nPartition and ennnifr
e Ty

the modified nP .

reboot for reconfig before any other cell assignments

can take place in the server complex.
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System Overviews e
parremove Command

parremove Command

The /usr/sbin/parremove command removes an existing n  rtition.
This removes all cells from the nPartition and destroys the r artition
definition.

To remove the local nPartition (the nPartition from which you issue this
command), you must specify the -F option.

To remove a remote nPartition, the remote nPartition must be inactive: it
must be shut down to the ready for reconfig state or the par. nove
command will not be able to remove the nPartition.

Root permission is required to run this comm 1d.

See the parremove (1M) manpage for complet IJetails. Also: er to the
section Removing (Deleting) an nPartition on page 278 for p1  edures
and examples.

parremove -p PartitionNumber [-F]

-p PartitionNumber
Specifies the nPartition number to be remc¢ d.

-F Forcibly remove the nPartit a. If the nPar ionis
inactive, the nPartition is r« oved. If ther artition is
active and if it is the local nPartition, the nPartition is
removed.

If the nPartition is active but is not the loc
nPartition, then the nPartition will not be  moved.

W
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parstatus Command

-B Show information for all cabinets in the co: lex.
-P Show information for all nF titions in the complex.
-c cell

Show information about the specified cell.
-1 IOchassis

Show information about the specified I/O chassis.
-b cabinet

Show information about the specified cabir
-p partition

Show information about the specified nPar ion.

X
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Options

- I rtitig views

parunlock Command

The /usr/sbin/parunlock command unlocks the Stable Complex
Configuration Data or Partition Configuration Data.

Use this command with caution.

Root permission is required to run this command.

See the parunlock (1M) manpage for *~tails. Also refer to the section
Unlocking Complex Profiles on page ou3.

parunlock [-p PartitionNumber] [-s]

parunlock -A

-p PartitionNumber

Unlock the Partition Configuration Data of the
specified nPartition.

-s Unlock the Stable Complex Configuration Data.
-A " Unlock the Stable Comple.. Configuration Data and the
Partition Manfiguration Data of all the nPartitions in

the counplia.
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nPartition System Overviews ia
fruled Command

fruled Command

The /usr/sbin/fruled command blinks har vare attention indicators
(LEDs) or turns them off.

This command can control the cell attention LEDs in all HP nPartition
servers, as well as the I/O chassis LEDs on S erdome servi . The
fruled command also can start and stop blinking the cabine 1umber
LCDs on HP Superdome compute cabinets a1 I/O expansion cabinets.

See the fruled (1) manpage for details. Also refer to the section Turning
Attention Indicators (LEDs) On and Off on p: 32 323 for procedures and
examples.

fruled [-f|-o] [-B] -c cell [-c...]

fruled [-f£|-o] [-B] -i IOchassis [-i...]

fruled [-f|-o] -b cabinet [-b...]

fruled [-f] -C [-1 cabinet] [-1...]

fruled [-f] -I [-1 cabinet] [-1...]

-f Turn off specified attention ED(s). Thisis 1e default.
The -f and -o options are mutually exclus :.

-o Start blinking the specified attention LED . The -o
option is unavailable with -Cor -T.

-B Start, or stop blinking the cabinet number ’D of the
cabinet that contains the cell or I/O chassis.

The -B option is only available with -c and -1i.
-c cell
Blink or turn off the specified cell attenti LED.

cell can be specified either in the local
(cabinet/slot) or global (cell 1D)format.

-1 IOchassis

Blink or turn off the specified T0chassis attention
LED.

-b cabinet
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fruled Command
:he cabinet number LCD of the
-C Turn off all cel' ~ttention LEDs.

-1 cabinet

Limit the scope of the -C or -I option to a given
cabinet.
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-1 ' v l
) citied.

-1 cabinet

Limit the scope of the -C or -I option to the specified
cabinet.
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This chapter describe~ ™~ yor ~an plan nPartition configurations for
HP rp7405/rp7410, rpo4avvu. anu wuperdome servers. Details include the
configuration requirement: or nPartitions and HP recommendations.

For related procedures to mz=~7e nPartitions, refer to the chapter
Managing nPartitions on page z43.

Also, for an introduction to nPartition features, refer to the chapter
nPartition System Quverviews on p¢ :31.
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Planning nPartition Configurations v as
nPartition Requirements and Recommendations

The PRI and HAA paths should be configured to reference disks that
are connected to different cells, if possible, with HAA be 7 a mirror
of the root volume and PRI being the root volume. ALT ¢ uld be the
path of a recovery or install device.

Under this configuration, if the cell to which the PRI dit is
connected fails or is otherwise inactive a .the HAA dis  ;cell is
available, the nPartition still can boot H UX.

Even if the PRI and HAA devices connect to the same cell (such as on
a multiple-partition HP rp8400 server), the HAA device can be used
to boot the nPartition to HP-UX should t : PRI device fail.

112
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Step 5.

Step 6.

Planning nPartition Configurations e
Configuration Process: Selecting Cells for an nPartition

e The cells should be present (installed) in the server and powered on.
You can assign cells that are not present or on when using
parcreate or parmodify. However, you should install and power on
cells before assigning them to nPartitions in order to allc
commands to automatically check the cells’ compatibility with any
other cells in the nPartition. Also note that assigning a cell that is
not present or on will cause the nPartition to wait 10 mi1 tes for the

cell during the nPartition boot process, if the cell has a “y
use-on-next-boot setting.

If any of the cells does not adhere to these requirements, go ck to
Step 3 and select a different set of cells for the nPartition.

Assign the cells to the nPartition.

You can either create a new nPartition that i1 udes the sele :d cells, or
you can modify an existing nPartition so that it conforms to =
nPartition configuration recommended by the configuration art.

For specific procedures for assigning cells, refer to the chapter Managing
nPartitions on page 243.

If you still have additional nPartitions for which to select an assign
cells, continue with Step 2.

Select the largest remaining undefined nPartition, and go back to Step 2
to choose and assign cells for it.

"
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Planning nPartition Configurations v
nPartition Example Configurations for an HP Superdome Server Complex

—P--tition “v~--nple Configurations
for nH up 'dom v -Compl <

This section shows example cell assignments to demonstrate the
procedure for selecting cells for two sample server complex
configurations.

For reference in the following examples, Figi : 2-3 on page 120 and
Figure 2-4 on page 121 list a unique number r each nPartition
configuration set. (For example, config set 6 shows the fourt )-cell
nPartition configurations that HP recommends for Superdo: :32-way
servers.)

The following two examples are given here:

e Example nPartition Configuration for a Superdome 32-u. ' Server on
page 123

e Example nPartition Configuration for a Superdome 64-u * Server on
page 124
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Using Console and Service Processor Interfaces —

. ‘—A Service Processor Features
o}

e Virtual Front Panel (VFP) for an nPartition

( Each nPartition’s Virtual Front Panel (V ?2) displays real-time
status of the nPartition boot status and activity, and details about all
cells assigned to the nPartition. The VFP display auton ically
updates as cell and nPartition status changes. A systen  ide VFP
also is provided.

Enter VFP at the Main menu to access the View Front Panel menu.
To exit a Virtual Front Panel, type “b (Control-b).

See Using Virtual Front Panels on page 159 for details.

v/
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Using Console and Service Processor Interfaces e
Accessing Service Processor Interfaces

Accessing Service Processor Interface

This section describes how to login to the service processor (C 2 or MP)
for an nPartition server complex.

You can connect to a server complex’s service processor usin he
following methods:

e Connecting through the customer LAN ort by using telnet, if
login access through the customer LAN is enabled for the service
processor.

On HP Superdome servers, the customer LAN hardware is labeled
“Customer LAN”. On HP rp8400 servers it is “GSP LAN”. On HP
rp7405/rp7410 servers it is the only LAN port on the co1  [/O.

Use telnet to open a connection with the service proces r, then
login by entering the account name and corresponding ; sword.

e Connecting through the local RS-232 port using a direct serial
cable connection.

On HP Superdome server hardware, the local RS-232 p«  is labeled
“Local RS-232”. On HP rp8400 servers it .the “Local C sole” port.
On HP rp7405/rp7410 servers it is the 9-pin D-shaped ¢ nector
(DB9) labeled “Console”.

¢ Connecting through the remote RS-232 ort using external model
(dial-up) access, if remote modem access configured.

On HP Superdome server hardware, the remote RS-232 port is
labeled “Remote RS-232”. On HP rp8400 servers it is the “Remote
Console” port. On HP rp7405/rp7410 ser s it is the DI connector
labeled “Remote”.

he/
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Using Cons

Examp. 3-1 ;rvice  ‘ocessor Login sion

The following out~* shows a sample login session for a server whose

service processor.. ...stname is “hpsys-s”.

> telnet hpsys-s

Trying. ..

Connected to hpsys-s.rsn.hp.com.

Escape character is

:A]/

Local flow control off

MP login: Accountname

MP password:

(c) Copyright- 1995-2001 Hewlett-rack-—d Co., All Rights

Reserved.

Welcome to the
S Class 16K-A

Management Processor

Version 0.23

MP MAIN MENU:

CO:
VFP:
CM:
CL:
SL:
HE:
X:

MP>

Consoles

Virtual Front Panel
Command Menu
Console Logs

Show chassis Logs
Help

Exit Connection
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Step 1.

Step 2.

Step 3.

NOTE

Using Console and Service Processor Interfaces e
Accessing Service Processor Interfaces

Logging in to a Service Processor

This procedure connects to and logs in to a server complex’s service
processor (GSP or MP) using telnet to access the customer LAN.

If connecting through the local or remote RS-232 port, skip ep I
(instead establish a direct-cable or dial-up connection) and begin with

~. ~

Use the HP-UX telnet command on a remote system to connect to the
service processor for the server complex.

You can connect directly from the command line, for example:
telnet sdome-g

or run telnet first, and then issue the open )mmand (for imple,
open sdome-g) at the telnet> prompt.

All telnet commands and escape options are supported while you are
connected to the service processor. See the # iet(1) manpag for details.

(On non-HP-UX platforms such as various PC environments you can
instead use an alternate telnet program.)

Login using your service processor user account name and | 3ssword.

GSP login: Accountname
GSP password: Password

Use the service processor menus and commands as needed and log out
when done.

To log out, select the Exit Connection menu :m from the Main menu
(enter X at the GSP> prompt or MP> prompt).

You also can terminate a login session by issuing the telnet escape key
sequence *] (type: Control-right bracket) and entering close . the
telnet> prompt.

If possible, you should log out of any consoles and menus be re
terminating your telnet session.

Y\U
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) Acc___. . Service Proces:  nterfaces
) AYRY
| out o, ) A
¢ itherwise an open HP-UX 1-~n

Session will remain avallaple to any otner service processor users.)
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Using Service Processor Menus

NOTE

Using Service Processor Menus

The service processor (GSP or MP) has a set of menus that give you
access to various commands, consoles, log files, and other f¢ ures.

See Navigating through Service Processor Menus on page 138 for details
on using tl  : menus.

The following menus are available from the rvice processor Main menu
(which is the menu you first access when logging in):

e Console Menu—Provides access to consoles for the server’s
nPartitions.

e Virtual Front Panel Menu—Provides a Virtual Front Panel for
each nPartition (or for the entire server complex).

¢ Command Menu—Includes service, status, system ac s, and
manufacturing commands.

¢ Console Log Viewer Menu—Allows access to the ser s console
logs.

¢ Chassis Log Viewer Menu—Allows access to the serv s chassis
code logs.

e Help Menu—Provides online help on a riety of servi  processor
topics and on all service processor Command menu con  ands.

These menus provide a central point for managing an nPar ion server
complex outside of HP-UX.

The service processor menus provide many tools and details not
available elsewhere. More administration fe ures also are ailable
from the nPartition BCH interfaces, or from P-UX commands and
utilities running on one of the server complex’s nPartitions.

Some specific service processor menu options and features « ‘er slightly
on different hardware platforms and firmware revisions. H  ever, most
features are identical and behave as described here.

i
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Using Console and Service Processor Interfaces N .
Using Service Processor Commands

Using Servic Processor Cor mands

You can issue commands at the service processor Command menu.

To access the service processor Command menu, enter CMat 1e service
processor’s Main menu. To exit the Command menu, enter the MA
command to return to the Main menu.

All service processor users accessing the Command menu share access to
the menu.

Only one command can be issued at a time. For each commsz | issued,
the command and its output are displayed to 1l users currently
accessing the Command menu.

Some commands are restricted and are available only to users who have
Administrator or Operator privileges. You can issue any command that is
valid at your access level by entering the con 1and at the C mand
menu prompt (GSP:CM> or MP: CM>).

When you list commands using the HE command, the commands are
shown in the following categories:

e Service commands—Support boot, reset, JC, and other common
service activities.

* Status commands—Give command help and system stai |
information.

¢ System and access configuration commands—Provide ways to
configure system security and console an Iliagnostic settings.

The following sections give more details about the available mmands.

W
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Using Console and Service Processor Interfaces e
Network Configuration for a Service Processor

Network Configuration for a

Service Processor

This section describes how to list and configure the network 2ttings for
service processor (GSP or MP) hardware. These settings are used for

connections to the service processor and are not used for HI JX
networking.

Details on configuring service processor networking are givi in the
procedure Configuring Service Processor Network Settings ¢ page 148.

The service processor utility hardware on HP Superdome s¢ ers has
two network connections: the customer LAN nd private L/ . The
service processor on HP rp8400 and HP rp7405/rp7410 servers do not
have a private LAN but have only customer LAN connectios

Features of service processor LANs are given in the followir list.

e Customer LAN for Service Processor

The customer LAN is the connection for login access to the service
processor menus, consoles, commands, and other featur

All HP nPartition servers have a customer LLAN.

On HP Superdome servers, the customer LAN port is labeled
“Customer LAN”. On HP rp8400 servers it is “GSP LAN”. On HP
rp7405/rp7410 servers it is the only LAN connection on each core I/O
board.

¢ Private LAN for Service Processor (Superdome Only)

The private LAN is the connection to the Superdome s rice
support processor (SSP) workstation.

Only Superdome servers have a private LAN.

To configure service processor network settings, you can use e the
Command menu’s LC command.

To list the current service processor network configuration1 the LS
command.

The following examples show service processor LAN status: ' various
HP nPartition servers.
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Console Access to nPartitions

Console Access to nPartitions

The service processor Console menu provides access to all 1 rtition
consoles within the server complex.

Enter o from the service processor Main m: 1 to access an nPartition’s
conso To exit the nPartition console, type © Control-b)to v  {o the
Main menu.

Each nPartition in a complex has a single co ole. However, ultiple
connections to the console are supported, allowing multiple ers to
simultaneously view the console output. Only one connection per console
permits write-access.

To force (gain) console write access for an nF tition’s conso type “ecf
(Control-e c f).

Each nPartition console can display a variety of informatior bout the
nPartition, including:
e Partition startup, shutdown, and reset output.

¢ Boot Console Handler (BCH) menus, if the nPartition h: not yet
booted the HP-UX operating system and has completed wer-On
Self Tests (POST).

¢ The HP-UX login prompt and “console shell access”.

nPartition Console Access versus Direct HP-UX Login

You may need to consider the following factor when deciding whether to
interact with an nPartition through the service processor console
interface or a direct HP-UX login:

e Whether you want to log your activity to the nPartition’s console log
(all console activity is stored at least temporarily).

¢  Whether HP-UX is installed, booted, and properly configured on the
nPartition.

If HP-UX is not installed on an nPartitio you should a :ss the
nPartition’s console (through the service processor) in ori - to install
and configure HP-UX.

i
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t  fition wunsole Ac versus Directt X Login

Yousl 1dlc_ 1to HP-UX nP: t who youdonot
need to use service process do ..o want torecord all  of
your activity.

Bef  HP-UX has booted, the service processor nPartition cor les are
the primary method of interacting with an nPartition.

After an nPartition has booted HP-UX, you should be able to ¢ 1ect to
and login to the nPartition by using telnet or rlogin to remotely login.

If the HP-UX kernel booted on the nPartition does not have networking
fully configured, you may need to login using a service processor
nPartition console connection to set up the nPartition’s networking
configuration (using /sbin/set parms).

To view the /dev/console messages for HP-UX running on an1  rtition,
you can access the nPartition’s console, view its console log, or use the
xconsole command or xterm -~C command and option. See the xconsole
(1) or xterm (1) manpages for details.
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I 1g Consol te

Main Menu: Enter command or menu > HELP MA
---- Main Menu Help --------------mmomm oo o

The following submenus are available from the main menu:

COonfiguration-------—----—~---~ - BootID
INformation--------------—~-------- ALL BootTimer
SERvice------------- BAttery BootINfo CEllConfig
CLEARPIM CAche COreCell
MemRead ChipRevisions CPUConfig
PDT ComplexID DataPrefetch
PIM FabricInfo DEfault
SCST FRU FastBoot
FwrVersion KGMemory
. \& 10 PathFlag
éiQé LanAddress PD
MEmory ReaTart
¢ Y PRocessor TTu.c
N\

HP System Partitions Guide: Administration for nPartitions, rev 6.0 153



Using Console and Service Processor Interfaces RS
Boot Console Handler (BCH) Access

Figure 3-3 Accessing an nPartition’s BCH Interface

telnet sdome-g
(login to service processor)

L o

GSP or MP
Main Menu %

(select Console menu)

’ Console Menu

L.

(select partition 1 console)

Command

PAth [PRI ALT] [<path>]
SEArch [ALL|<path>]
ScRoll [ON|OFF]

BOot [PRI|HAA|ALT|<path>]
HAA

COnfiguration menu

TNformation menu
vice menu

DeBug menu

MFG menu

DIsplay

HElp [<menu>|<command>]
REBOQOT

RECONFIGRESET

Main Menu: Enter command or menu >

---- Main Menu ---------------------

Boot from specified path

Display or modify a path

Search for boot devices

Display or change scrolling capability

Displays or sets boot values
Displays hardware information
Displays service commands
Displays debug commands
Displays manufacturing commands

Redisplay the current menu

Display help for menu or command
Restart Partition

Reset to allow Reconfig Complex Profil

*ecf — Force console write

access.

*b — Exit and turn to servi
proces r Main menu.

N/
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Using Console and Service Processor Interfaces R
Chassis Code Log Viewing

You also can filter the live codes by cell (¢) or nPartition (P).

Cell filter: only display chassis codes emitted by a speci  cell in the
server complex. Partition filter: only display chassis cod emitted by
hardware assigned to a specific nPartition.

When viewing chassis code logs, type Vto chi ge the display format. The
viewers can show chassis codes in text format (T), keyword format (), or
v hex format (R).

W
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Using Console and Service Processor Interfaces —an
Using Virtual Front Panels

W/
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NOTE

An Overview of nPartition Boot and Reset . *O
Types of Booting and Resetting for nPartitions %

Types of Booting and Resett ag
for nPartitions

All standard boot and reboot methods are supported for HF Partition
servers, though some boot and reset procedures differ slightly or use
different tools than on other HP servers.

HP’s nPartition servers also provide two spe: u types of reboot and reset
for managing nPartitions: performing a reboot for reconf and
resetting an nPartition to the ready for reconfig state.

The following list summarizes all types of booting, rebootin; nd
resetting that are supported for HP nPartition systems. See e

Reboot for Reconfig and Ready for Reconfig State items fora  scussion of
these nPartition-specific boot processes.

When rebooting HP-UX on an nPartition under normal
circumstances—such as when not reconfiguring or halting it—use the
shutdown -r command.

¢ Reboot
A reboot shuts down HP-UX and rebooi the nPartition.
Only the nPartition’s active cells are reb: ted.
To perform a standard reboot of an nPar ion use the shutdown -r
command.
e Halt

A halt shuts down HP-UX, halts all processing on the nPartition,
and does not reboot.

To perform this task use the shutdown -hcommand.

To reboot a halted nPartition use the service processor Command
menu’s RS command.
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After you assign a cell to an nPartition, or remove an active cell from
an nPartition, you can perform a reboot{ 'reconfig oft!l nPartition
to complete the cell addition or removal.

If an nPartition is configured to boot HP-UX automatically, it can do
so immediately following a reboot for reconfig.

* Ready for Reconfig State

A reboot to the res..y for reco1...2 state shuts down _resets
all cells assigned to the nPartition, performs any nParti n
reconfigurations, and keeps all cells at a boot-is-blocked (BIB) state,
thus making the nPartition and all of its cells inactive.

When an nPartition is at the ready for reconfig state you can add or
remove cells from the nPartition from a remote nPartitic within the
server complex.

To put an nPartition into the ready for reconfig state use the
shutdown -R -Hcommand, the BCH interface’s RECONFIGRESET
command, or the service processor Comn 2ad menu’s RR command.

To make an nPartition boot past ready for reconfig, use the service
processor Command menu’s BO command. The BO command makes
the nPartition active by allowing its cells ) boot past BIB,
rendezvous, and boot to the BCH interface (and, if configured,
automatically boot HP-UX).

e TOC: Transfer-of-Control Reset

When you initiate a transfer-of-control reset, the ser e
processor immediately performs a TOC reset of the spec  d
nPartition, which resets the nPartition and allows a cra  dump to
be saved.

If crash dump is configured for HP-UX on an nPartition 1en when
you TOC the nPartition while it is runnit HP-UX, the nPartition
performs a crash dump and lets you select the type of dump.

To perform a TOC reset, use the service} icessor Comn 1d menu’s
TC command.

HP nPartition systems do not have TOC buttons on the -ver
cabinet hardware.

i
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Boot Process for nPartitions, Cells, and HP-UX

Each nPartition goes through the boot process shown in Figure 4-1, from
power on to booting HP-UX:

1.

Power On or Reset

The boot process starts when any of the following events occurs:
e An nPartition is reset or rebooted.

e The entire server complex is powered on.

* Power is turned on for components in the nPartition (such as
cells).

. Processor Dependent Code (PDC)

The monarch processor on each cell runs s own copyol 1e PDC
firmware.

a. The boot-is-blocked (BIB) flag is set for the cell.

The BIB flag remains set until the se ce processor SP or MP)
clears it, allowing the cell to boot as part of an nPartition.

b. Another flag is set for the cell, indicating that the service
processor can post a new copy of the complex profile  the cell.

The cell’s complex profile is updated later in the boot process,
after it completes self-tests.

. Power-On Self-Test (POST)

Each cell performs self-tests that check the processors, memory, and
firmware on the cell.

If a component fails self-tests, it is decon ured and if possible the
cell continues booting.

Following this step, all components in the cell are known and are
tested and the cell reports its hardware configuration to the service
processor.

. I/O Discovery

Each cell performs I/O discovery and con ures I/O buss 3,
including: any system bus adapter (the SBA for an I/O card cage) and
its local bus adapters (LBAs, one per PCI card slot in the card cage).
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6.

— If any cells with a “y” use-on-next-boot setti: do not
report to rendezvous, then ten minutes after rendezvous
began the cells that have not :ported becor inactive
cells, and all other reporting cells complete  1dezvous
and are active.

The inactive cells’ resources are not availab. to be used
by the nPartition, although t :cells still are assigned to
the nPartition.

Boot Console Handler (BCH)

The BCH interface provides the main method for interacting with an
nPartition during its boot process.

BCH runs on top of PDC, and it provides menus for gett g
nPartition status, for configuring nPartition boot settiny and for
booting HP-UX and rebooting the nPartition.

One processor on the nPartition’s core cell runs BCH an  all other
processors in the nPartition are idle while the BCH intertace is
available.

An nPartition can immediately proceed ;] st BCH to boot HP-UX
when the nPartition’s boot paths are set 1d boot actions for the
paths are configured to automatically boot.

. Initial System Loader (ISL) and Secondary System

Loader (hpux)

In most situations you do not need to use the ISL and hpux
interfaces.

However, when using the BCH interface’s BOOT command you can
select to stop at the ISL prompt to perform more detaile booting
tasks.

For example, you can use the ISL interface to boot HP-U__ in
single-user or LVM-maintenance mode, « to boot an HP-UX kernel
other than /stand/vmunix.

. HP-UX Operating System

The HP-UX operating system boots on an nPartition after ISL and
the Secondary System Loader (hpux) specify which kernel is to be
booted.

By default, on HP-UX boot disks, the AU O file specifies that the
/stand/vmunix kernel is booted.
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For example, when you config~ =~ bt nethe and hoot getions to
automatically boot HP-UX, tl ers specify that the
/stand/vmunix kernel is booted.
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Before powerino nffa. 1l thece”™ =~ 77 = 7 g
assigne " ic 1 ' “ion that e down and " lted
or has been reset to the ready fc. . ceuiing svau.

Powering on or pow« g off: [/O chassis resets the cell to which it
is connected (if any). Follow the same guidelines for power cycling
I/O chassis that you follow for power cycling cells.
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Configurable Boot Settings

Each nPartition has its own collection of boot-related settings that
specify which hardware manages the boot process (the core cell), how the
boot process proceeds (automatically boot HP-UX, or wait for BCH
commands), and whether cells are configured as active cells hen the
nPartition boots.

nPartition boot settings are stored as part of 1eserver Cor lex Profile
data.

You can configure each nPartition’s boot sett gs by using tl
nPartition’s BCH interface or by running HP-UX utilities on the
nPartition.

By using the parmodify HP-UX command or artition Man: r, you also
can configure some boot settings for remote (non-local) nPar ions in the
same server complex.

You can reconfigure boot settings at any time to change the ’artition’s
boot behavior, specify different boot devices, or adjust settings based on
nPartition configuration changes. Some boot setting changes require
rebooting to take effect.

Also see Checklist and Guidelines for Booting nPartitions on page 184 for
details on ensuring a bootable nPartition configuration.

You can configure the following boot settings i each nPartition: boot
device paths, boot actions, core cell choices, cell use-on-next-boot value.

e Boot Device Paths

You can set boot device paths to reference the hardware ths where
bootable devices reside within the local r artition.

The boot device paths include the prima:; boot device I Iboot
path), the high-availability alternate dev 2 (HAA boot| 'h, such as
a mirror of the root volume), and the alte ate device (ALT boot path,
such as an install or recovery device).

The PRI path is the default device booted by the BCH interface’s
BOOT command.

You can set boot paths using the BCH in rface, the par dify
command, and Partition Manager. The setboot comma: can set
the PRI and ALT paths only.
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Configurable Boot Settings

For details on configure these boot-related settii : for an nPartition
refer to the chapter Booting and Resetting nPartrions on page 197.
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Listing nPartition Boot Settings

The following example shows using the PATH command tc st the

nPartition’s boot paths, then accessing the BCH Configuration menu and

issuing the PATHFLAGS command to list the nPartition’sb . action
settings for the PRI, HAA, and ALT boot p hs.

Main Menu: Enter command or menu > PATH

Primary Boot Path: 4/0/2/0/0.10
4/0/2/0/0.a (hex)

HA Alternate I t Path: 4/0/1/0/0.6
4/0/1/0/0.6 (hex)

Alternate Boot Path: 4/0/1/0/0.5
4/0/1/0/0.5 (hex)

Main Menu: Enter command or menu > CO

---- Configuration Menu -----~--------=--~~-~—~~—~——- -

Configuration Menu: Enter command > PATHFLAGS

Primary Boot Path Action
Boot Actions: Boot from this path.
If unsuccessful, go to n ¢t path.

HA Alternate Boot Path Action
Boot Actions: Boot from this path.
If unsuccess 11, go to B

Alternate Boot Path Action
Boot Actions: Skip this pi 1.
Go to BCH.

Configuration Menu: Enter command >
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Table 4-

An Overview of nPartition Boot and Reset
Boot States and Activities for nPartitions and Cells

HP nPartition and Cell Boot States and Activities (Continued)

Partition State

Partition Activity

Cell States

tivities

HPUX Launch Processor system Cell has joined
initialization partition
HPUX Launch Partition IPL Cell has joined
launch partition
ion
HPUX Launch Processor Cell has joined
display_activity partition
update
HPUX init process Cell has joined
start partition
HPUX heartbeat Cell has joined

partition

‘Q/
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This chapter presents procedures for booting and ~~setting ... _rtitions
and procedures for configuring an “artition’s boo.-related options.

For an introduction to nPartition boot issues, refer to the chapter An
Overview of nPartition Boot and Reset on page 161.

For details on booting and rebooting virtual partitions within an
nPartition, refer to the ~*apter Virtual Partitions (vPars) Management

on nPartitions on page 4«1.
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Booting and Resetting nPartitions / e
Accessing an nPartition Console and BCH Interface

Accessing an nPartition Console and
BCH Interface

Each nPartition has its own Boot Console Handler (BCH) interface the
provides you a method for interacting with the nPartition before HP-U
has booted on it.

| th
server complex’s service processor (GSP or MP). See Accessing nPartitic
Console and BCH Interfaces [Service Processor] below for a detailed
procedure.

On nPartition servers, each nPartition’s BCH interface i vailable
through the nPartition’s console before HP-UX has booted. The BCH
interface enables you to manage the nPartition’s HP-UX ot process
and to configure various boot-related settings.

Always login to a server complex’s service processor from ity (not
console) login session. You can check your current login t¢ ainal using
the who -m command.

Do not login to a service processor from an nPartition con: 2 connectio
Any use of the “b (Control-b) console exit sequence would ¢  the origin
console login—not the subsequent console-based login to the service
processor—thus potentially stranding the console-based 1 in (for
example, if it too were accessing a console).

Accessing nPartition Console
and BCH Interfaces [Service Processor]

The following procedure (login to service processor, select ~ nsole mem
select an nPartition) accesses an nPartition’s console and BCH interfac
using the server complex’s service processi

Login to the service processor (the GSP or MP) for the nPartition’s serve
complex.

You can connect to the service processor using a direct physical
connection, or using telnet for a remote connection.
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Accessing an nPartition Console and BCH Interface

GSP> CO
Partitions available:

# Name

0) Jjules00
1) julesoOl
Q) Quit

Please select partition number: 1
Connecting to Console: jules01l
(Use "B to return to main menu.)

[A few lines of context from the console log:]

SERvice menu Displays servic commands

DIsplay Redisplay the current menu

HElp [<menus>|<commands] Display help for menu or command

REBOOT Restart Partition

RECONFIGRESET Reset to allow Reconfig Complex Profile

Main Menu: Enter command or menu >

The console displays the last 10 lines of console output when you connect
to it. This provides you a view of the most recent console activity.

Step 4. Gain interactive access to the nPartition console.

Press Enter to access the nPartition console’s currently av: able prompt,
if any. You will have either interactive or non-interactive :ess, as
described in the sections Interactive Consc Access and N  -Interactive
Console Access in this step.

To exit the nPartition console and return to the service processor Main
menu, type “b (Control-b) at any time.
Interactive Console Access

Typically the BCH interface, ISL interface, or the HP-UX 3in or
command prompt is available from the nP: :ition console.
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HP-UX Booting on an nPartition 47% \\

After you issue the BOOT command, the BCH/interface prompts you to
specify whether you want to stop at the If  prompt.

To boot the /stand/vmunix HP-UX kernel m the device ithout
stopping at the ISL prompt, enter n to aul 1atically proc d past ISL
and execute the contents of the AUTO file 1the selectec zvice. (By
default the AUTO file is configured to load /stand/vmunix.)

Main Menu: Enter command or menu > BOOT PRI

Primary Boot Path: 0/0/1/0/0.15

Do you wish to stop at the ISL prompt prior to booting? (y/n)
>> It

ISL booting hpux

Boot
: disk(0/0/1/0/0.15.0.0.0.0.0;0) /stand/vmunix

To boot an HP-UX kernel other than /stand/vmunix, or - 300t HP-UX
in single-user or LVM-maintenance mode, op at the ISI rompt and
specify the appropriate arguments to the . ux loader.

W/
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Booting and Resetting nPartitions
Booting an nPartition to the ISL Prompt

The EXIT command exits ISL and returns to the nPartiti BCH
interface, and the HELP command lists all available ISL interface
commands.

Main Menu: Enter command or menu > BOOT 0/0/2/0/( .3
BCH Directed Boot Path: 0/0/2/0/0.13
Do you wish to stop at the ISL prompt prior to booting? (y/n)

>> Y

Initializing boot Device.

ISL Revision A.00.42 JUN 19, 1999

ISL>

208 HP System Partitions Guide: Administration fo  “artitions, rev 6.C










































Booting and Resetting nPartitions e
Holding an nPartition at the Ready for Reconfig State

The shutdown -R -Hcommand shuts down HP-UX, reset all cells in the
nPartition, perform any nPartition reconfigurations, and t all cells at
a boot-is-blocked state, thus making the nPartition and a its cells
inactive.

O
(§7f>\
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Performing a Transfer-of-Control (TOC) Reset of an nPartition

WARNING: Execution of this command irrecoverably halts all system
processing and I/O activity and restarts the selected
partition.

# Name

0) Jjules00
1) julesOl

Select a partition number: 0
Do you want to TOC partition number 02 (Y/I[N]) y

-> The selected partition will be TOCed.
GSP:CM>

Step 3. After you initiate the TOC, you can obser its progress ¢ 1 select the
type of crash dump through the nPartitio; . console.

Once the nPartition completes the dump, or once you can |it, the
nPartition reboots.

*kkxkk* Unexpected TOC. Processor HPA FFFFFFFF’'FCO7C000 ***: ¢&x*
GENERAL REGISTERS:
r00/03 00000000°00000000 00000000/0099CA2C 00000000°00000000 00000000°010BB790
r04/07 00000000°00000002 00000000°010BC140 00000000’ 0080F000 00000000'00AA2490
r08/11 00000000’00000001 00000000’0099A800 00000000'0099A800 00000000°0099C800

Processor 8 TOC: pcsg.pcog = 0°0.0'12675c¢
isr.ior 0/10340004.0'2£8bfd30

Boot device reset done.

*x* The dump will be a SELECTIVE dump: 457 of 4080 megabytes.
*** To change this dump type, press any key within 10 seconds.
*** Proceeding with selective dump.

*** The dump may be aborted at any time by pressing ESC.
*** Dumping: 7% complete (32 of 457 MB) (device 64:0x2)

)W/

224 HP System Partitions Guide: Administration fo.  ’artitions, rev 6.(






NG
7y

)

Step 2.

Booting and Resetting nPartitions e
Booting an Inactive nPartition past Boot-Is-Blocked (BIB)

From the Command menu, enter the BO command and sp fy which
nI” ‘ition is to be booted (released fr: -is-blo °

As a result of the BO command, the comple 3 service processor releases
the selected nPartition’s cells from boot-is-blocked: the cel proceed to
rendezvous to form an active nPartition, v’ ‘chnol rerisin the
ready for reconfig state.

GSP:CM> BO

This command boots the selected partition.

# Name

0) Jjules00
1) julesO1l

Select a partition number: 0
Do you want to boot partition number 0? (Y/[N]) y

-> The selected partition will be booted.
GSP:CM>

Any of the nPartition’s cells that are not configured (those ith a “n”
use-on-next-boot value) remain inactive at boot-is-blocked.

When the nPartition becomes active it proceeds through tI normal boot
process and performs, as necessary, the boc action set for ich of the
boot paths (PRI, HAA, ALT).
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Configuring Boot Paths and Boot Actions” ¢

4

-b on to automatically boot the PRI pat
-b off to not boot PRI.
-s Autosearch setting for the local nPartition:

-s on to attempt to perfi n the "™ * A path’s boot
action when PRI isnot b :ed (either wl 1 -bis off,
or when PRI fails to boot when -b is on).

-s off to never attempt to perform the HAA action.

For example, to always stop the local nPar ion at BCH when booting,
issue the setboot -b off -s off command.

See Setting Autoboot through Boot Paths and Boot Actions . page 228 or
the setboot (1M) manpage for details.

bo_~
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Step 2.

Booting and Resetting nPartitions
Boot Timer Configuration for an nPartition

Boot Timer Configuration for an nPartition

The boot timer setting establishes the number of seconds n nPartition
will wait for a boot device before timing out.

When a boot device does not respond to a boot request umber
unsuccessIul.

Configuring an nPartition Boot Timer [BCH]

Use the Configuration menu’s BOOTTIMER rnmmand to configure an
nPartition’s boot timer setting from its B( interface.

Login to the server complex’s service proc sor (GSP or M ), access the
nPartition’s console, and access the BCH Configuration n  1u.

From the nPartition console, you access the nPartition’s] H interface.
If the nPartition is not at the BCH interface, you must ei  2r boot the
nPartition or shut down HP-UX to return to the BCH int ace.

From the BCH Main menu, enter COto ac ss the Configi ition menu.

From the BCH Configuration menu, use the BOOTTIMER command to list
or set the boot timer setting.

Enter BOOTTIMER with no arguments to list the current setting.

Enter BOOTTIMER seconds to set the boot timer setting to the specified
(seconds) number of seconds.

W
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Step 4.

Step 5.
Step 6.

Managing nPartitions
Creating a Genesis Partition

If an nPartition is running HP-UX, you ca shut down the nPartition to
the ready for reconfig state by using the shutdown -R -F )mmand.

Or, you can put an nPartition into the ready for reconfig state by using
the BCH interface’s RECONFIGRESET command or using the service
processor Command menu’s RR command.

Login to the server complex’s service processor (GSP or MP).

Login as a user with administrator privileges, which are juired for
creating a Genesis Partition.

Enter ¢M to access the service processor Cc mand menu.

Issue the cC command, select G for Genesis Complex Profi  and specify
the cabinet and cell slot for the cell that will comprise the enesis
Partition.

GSP:CM> CC

This command allows you to change the complex profile.

WARNING: You must shut down all Protection Domains before
executing
this command.

G - Genesis Complex Profile
L - Last Complex Profile
Select Profile: g

Enter Cabinet number: 0
© Slot number: 0
Do you want to modify the complex profile? (Y/I[N]) y

-> The complex profile will be modified.
GSP:CM>

You can confirm that the Genesis Partition -as successful created if
the CC command reports that the “complex profile will be1 dified”.

If the CC command reports “Sorry, comman ‘ailed”, then the Genesis
Partition was not created, possibly becaus¢ 21e or more nl -titions are
not at the ready for reconfig state. If this is 1e case, go back to Step 3
and ensure all nPartitions are inactive att ready for rec fig state.
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Unassigning (Removing) Cells from an nPartition

Unassigning (Removing) Cells
from an nPartition

T

olvi
the nrartition to whnich 1t 1s assignea and, u uecessary, periorming a
reboot for reconfig of the nPartition.

You can remove any cell from the local nPartition and can re ove
inactive cells from remote nPartitions in the me server complex.
However, at least one core-capable cell must main in each ’artition.

You can remove (unassign) cells from nPartit as by using tl e
procedures:

®  Removing Cells from an nPartition [HP-UX] on page 271
®  Removing Cells from an nPartition [Partition Manager] page 274

When removing cells from an nPartition, you 10uld ensure at the
modified nPartition still adheres to the hardware requirements and
performance guidelines for nPartitions. Refer to the chapter Planning
nPartition Configurations on page 109 for details.

After you remove a cell from an nPartition, the cell’s /O cha s alsois
removed from the nPartition. As a result, any O devices associated with
the cell are made unavailable to the nPartitii  after the cell is removed.

If you want to remove the last cell in an nPartition, you must instead
remove the nPartition using the parremove ¢ nmand or Partition
Manager.

Once a cell is unassigned, the cell (and any I/O resources cor :cted to
the cell) is considered to be an available resource thatison1  “free cell
list” and can be assigned to any nPartition in the server com 2x.

W
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Unassigning (Removing) Cells from an nPartition

Removing Cells from an nPartition [Partition Manager]

Use the Partition —> Modify Partition action, Add/Remove Cells tab to
remove cells from an nPartition using Partition Manager.

. Determine which cell(s) you want to remove from the nPartiti

The cells must all be assigned to the same nPa tion in order remove
them using a single procedure. Otherwise, if th ells are assi;y d to
different nPartitions, you must perform this procedure separa y for
each nPartition.

. Run Partition Manager (/opt /parmgr/bin/parmgr) or access from

SAM or a Web browser.

. In the Partition Manager primary window, select the nPartitic from

which you want to remove cells, then select the artition —> M¢  fy
Partition action.

. In the Modify Partition window, click the Add/F nove Cells tab.

. From the “Cells in the Partition” list, select the cells that you want to

remove from the nPartition. Then click the Rer ve button to move them
to the Available Cells list. If removing multiple cells, you can ¢ ect
multiple cells by pressing the Control key while .icking on the :lls.

Removing the cell(s) from the nPartition should create a configuration
that adheres to the hardware requirements and performan delines.

. After you have removed the cells from the nPa: tion’s cell list, click the

OK button.

The cells are not actually removed from the nPartition until after the
next step.

. Review the information shown in the Notes and 'arnings, the Summary of
. Changes, and the HA Checks tabs.

Partition Manager generates this information when it checks details of
the new nPartition configuration.

If you must perform a reboot for reconfig of the nPartition, such as when
removing an active cell from the nPartition, then the Notes and
V" aings tab provides details and options.

\o/
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Removing (Deleting) an nPartition N

Removing (Deleting) an nPartition

You can delete (remove) any nPartition within a server complex.

T e al 7" inc e restrictions for
security reasons: you can delete only the local nPartition and 1 ctive
remote nPartitions.

You can delete an nPartition using these proce: res:

¢ Deleting an nPartition [HP-UX] on page 278
¢ Deleting an nPartition [Partition Manager] on page 280

When removing the local nPartition, you must complete the procedure by
issuing the shutdown -R -Hcommand as soon as possible afte
initiating the local nPartition’s removal.

Deleting an nPartition causes all of the nPartii n’s cells (and any I/O
resources connected to the cells) to be unassigr . As a result, all of
these cells become available resources that are on the “free cell list” and
can be assigned to any nPartition in the server complex.

Deleting an nPartition [HP-UX]

Use the parremove command to delete an nPartition using HP-UX
commands.

Use the parstatus -P command to list all nPartitions, and ct  k the
status (active or inactive) for the nPartition you plan to remove.

To check the local partition number, use the parstatus -w command.
The local nPartition always is active when it is 1nning HP-UX.

If you are planning to remove a remote nPartition, check to see whether
the remote nPartition is inactive.

If a remote nPartition that you plan to remove currently is aci 2, then
put the nPartition into the ready for reconfig state to make it inactive.

If the remote nPartition is running HP-UX, you can shut down the
nPartition to the ready for reconfig state by 1) lagging in to HP-UX on
the remote nPartition, 2) shutting down all ap: cations and v ming
users, and 3) issuing the shutdown -R -Hcom and.
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Step 1.

Step 2.

\v

Managing nPartitions Scj
Removing (Deleting) an nPartition Q

Note that the local nPartition rer;a&sv active follov " g e
parremove -F -p#command, until you perform a
shutdown for reconfig (shutdown -R -H) to complete the
removal.

As soon as possible you should proceed with the

shutdown for reconfig because the server Complex Profile will
remain locked—and no other changes ¢ 1 occur—until 1e
pending nPartition removal is completed.

3. Perform a shutdown for reconfig (shutdown -R -H)of e local
nPartition.

The shutdown -R -Hcommand shuts down the nPartition and
all cells so that the configuration changes occur and tt
nPartition is deleted.

After you complete the nPartition removal, the nPartition nol ger
exists—its configuration information has been leted.

All cells (and associated I/O chassis) that used be assigned{ he
deleted nPartition now are unassigned and can be assigned for other
uses.

Deleting an nPartition [Partition Manager]

Use the Partition —> Delete Partition action to remove an nParti n using
Partition Manager.

Run Partition Manager (/opt /parmgr/bin/parmgr) or access from
SAM or a Web browser.

In the Partition Manager primary window, select the nPartitic you
want to remove.

Click the nPartition’s name in the list on the left side of the pr 1ary
window to select the nPartition.

If you plan to remove a remote nPartition, then after you select the
nPartition’s name, all of the nPartition’s hardware (listed on the right
side of the primary window) should be listed as having an Actual Usage
of “inactive”. To remove a remote nPartition it  1st be inactive.
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Managing nPartitions
Removing (Deleting) an nPartition

Because the Complex Profile will remain locked until the local
nPartition’s removal is completed, no other changes can occur in the
server complex until you perform the shutdown for reconfig.

After Partition Manager removes an nPartition, the nPartition longer
exists—its configuration information has been deleted.

All cells (and associated I/0 chassis) that used to be assigned to the
deleted nPartition now are unassigned and are railable resou :s that
can be assigned for other uses.

%
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Managing nPartitions | O

"~ tting and Checking Cell Attributes /6

Setting and Checking Cell Attributes

Each cell assigned to an nPartition has use-on-next-boot and fa re
usage attributes that determine how the cell is used within the
nPartition.

You can list and set cell attributes by using these procedures:

e Setting Cell Attributes [BCH] on page 287
* Setting Cell Attributes [HP-UX] on page 289
e Setting Cell Attributes [Partition Manager] | page 292

Each cell’s use-on-next-boot and failure usage attribute setting
establish the following behaviors for the cell:

¢ Use-on-Next-Boot

The use-on-next-boot setting for each cell indicates whether the cell
will be used (active) the next time the cell’s Partitionisb ed.

¢ Failure Usage

The failure usage setting (called the “Failure Mode” in Par ion
Manager) for each cell indicates whether the cell will be u: , if
possible, if any processors or memory fail during the cell’s  f-tests.

Currently, only one failure usage setting is supported: reac  2te with
interleave (ri).

The reactivate-with-interleave setting allov  a cell to actively join its
nPartition following processor or memory failures during ' :cell’s
self tests. The cell joins its nPartition if at least one processor and
any valid amount of memory passes self tests. Any of the cell’s
components that fail (processors or memory) are not available to the
nPartition.

After changing a cell’s attributes, the new attri 1ite settings are used
starting the next time the nPartition and cells are rebooted.

R/
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Step 4.

Managing nPartitions L
Setting and Checking Cell Attributes

For example, CELLCONFIG 6 OFF sets the use-on t-boot setti
6 to C. . This causes the cell to be inactive (not rendezvous ang
be used) the next time the nPartition boots.

Configuration Menu: Enter command > CELLCONFIG 6 OFF
Are you sure you want to DECONFIGURE cell 6 for next
(y/[n]) >>vy

Cell 6 will be disabled during next reboot.

Configuration Menu: Enter command >

Reboot the nPartition to use the cells’ new use-on-next-boot set

for cell
wus not

ot?

1gs.

If you have changed any cell use-on-next-boot settings for the nPartition,

you should reboot the nPartition in either of two ways:

e Use the BCH interface’s REBOOT command to perform a reboot.

If you have only changed cell configurations om ON to OFF, then

perform a reboot using the REBOOT command. Any cells set
used will still be assigned to the nPartition but will not be
not rendezvous) in the nPartition.

¢ Use the BCH interface’s RECONFIGRESET co1 nand to put the

not be
od (will

nPartition in the ready for reconfig state, th . use the service

processor Command menu’s BO command to >ot the nPart

If you have changed any cell from OFF (“n”, >notuseont
to ON (“y”, use the cell on next boot), then you must perfor;

In.

t boot)
these

two tasks; this resets and reconfigures the 1 artition and boots it.

W
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<

“Yes” is equivalent to a BCH cell configurat 1value of ON ad “no”
is equivalent to OFF.
e A failure usage setting of “activate” (equivalent to “ri”) indi tes that
the cell is set to reactivate with interleavei :he event ofa - failure
during the cell’s self test.
Use the parstatus -Ccommand to list the use-on-next-boot s ing for
all cells, which is shown in the “Use On Next Boot” column.
# parstatus -C
[Celll
CPU Memory Use
OK/ (GB) Core On

Hardware Actual Deconf/ OK/ Cell Next Par
Location Usage Max Deconf Connected To Capable Boot Num
cab0,cell0 active core 4/0/4 2.0/ 0.0 cab0,bay0,chassisl vyes yes O
cab0,celll absent - - - - ~ -
cab0,cell2 active base 4/0/4 2.0/ 0.0 cab0,bayl,chassis3 vyes yes O
cab0,cell3 absent - - - - ~ -
cab0,celld active core 4/0/4 2.0/ 0.0 cab0,bay0,chassis3 vyes yves 1
cab0,cell5 absent - - - - -~ -
cab0,cellé active base 4/0/4 2.0/ 0.0 cab0,bayl,chassisl no yes 1
cab0,cell7 absent - - - - ~ -
#

To list a specific cell’s failure-usage and use-on-next boot settis ;, issue

the parstatus -V -c# command and specify the cell number.
# parstatus -V -c2
[Celll]
Hardware Location cab0,cell2
Global Cell Number 2
Actual Usage active base
Normal Usage base
Connected To cab0,bayl,chassis3
Core Cell Capable yes
Firmware Revision 6.0
Failure Usage activate
Use On Next Boot yes
Partition Number 0
Memory OK 2.00 GB
Memory Deconf 0.00 GB
# W
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NOTE

Managing nPartitions .
Setting and Checking nPartition Core Cell Choices

Setting and Checking nPartition
Core Cell Choices

The core cell choice settings for an nPartition -e optional p1 :rences
that establish which cells in the nPartition are preferred tobe s cted as
the core cell for the nPartition.

You can list and set an nPartition’s core cell chc 3s by using tt e
procedures:

e Setting nPartition Core Cell Choices [BCH] on page 295
e Setting nPartition Core Cell Choices [HP-UX] on page 296
* Setting nPartition Core Cell Choices [Partiti + Manager] on page 297

You do not need to specify core cell choices for a 1lid core cellt »e
chosen.

By default on HP Superdome and HP rp8400 server, system fir ware
selects the lowest numbered eligible cell as an1 artition’s active core
cell. By default on HP rp7405/rp7410 servers,c  1is selected  the
core cell.

You should specify only core-capable cells as core cell choices. A cell must
have an I/O chassis with core I/O attached to be eligible to be chosen as

the core cell.

W
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Step 3.

Step 4.

Step 5.

0%
Managing nPartitions
Setting and Checking nPartition Core Cell Choices ~ /__

Select the Partition —> Modify Partition action, and click the Cell 1l
Choices tab.

Modify the core choice setting for each cell whos :zore choice priority you
want to revise.

Highlight the cell whose core cell choice you want to configure, lect the
desired choice priority (1st, 2nd, none, etc.) from the Core Cell oice
pop-up list, and click the Modify button to modil the priority.

Click the OK button when done changing the core choice priorities (or
click Cancel to not revise any priorities).

Review any Notes and Warnings that Partition anager presents, then
click OK to proceed or Cancel to cancel the changes.

If the cell choice priority changes are implemented, Partition M aager
presents a final confirmation that the nPartition was successfu -
modified.

The new core cell choice priorities will be used the next time tt
nPartition is rebooted.
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Restoring a Complex Profile /\a/ .
N

G - Build genesis complex profile
L - Restore last complex profile
Select profile to build or restore: L

Do you want to modify the complex profile? (Y/[N]) y

-> te complex file will be modif
GSP:CM>

Step 4. Confirm that the nPartition cell assignments are what you intended to
establish.

Use the service processor Command menu’s CP command to display the
current complex profile configuration.

GSP:CM> CP

0 | 1 | 2 | 3 | 4 | 5 | 6 | 7
———————— i e s e e Bt bl g
01234567|01234567|01234567|01234567|01234567|01234567|01234567 1234567

If the nPartition cell assignments are not what vou intended—that is, if
you prefer the nPartition configuration you had efore you resi ed the
existing nPartition configuration—you can repeat this procedu to
restore the configuration you had before beginning the procedure.

One level of undo is provided by the service processor Command menu’s
CC command. This allows you to undo your last nPartition cha 2, and
undo your undo.

Step 5. Issue the Bo command to boot any nPartitions you want to ma  active.

After you use the CC command, all nPartitions: Il arein a
boot-is-blocked ready for reconfig state and thus are inactive n rtitions.

You can use the Command menu’s BO command to boot the nP. :itions
past boot-is-blocked to make the nPartitions ac re.
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Unlocking Complex Profiles

s
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Listing and Managing Server Hardware
Listing Cell Processor and Memory Configurations

G M> PS

This command displays detailed power and hardware configuration status.

T — T — ,,—*’”‘\~\\\\\~”’,,/”~‘~\\\_

You may display aetaiied power anu naraware status for the following it

- Cabinet (UGUY}
- Cell
- GSP
- Core IO
Select Device: ¢

HQNow

Enter cabinet number: 0
Enter slot number: 0

HW status for Cell 0 in cabinet 0: NO FAILURE DETECTED

[Power status: on, no fault

Boot is not blocked; PDH memory is shared

Cell Attention LED is off

RIO cable status: connected

RIO cable connection physical location: cabinet 0, IO bay 1, IO chassis 3
Core cell is cabinet 0, cell 0

[PDH status LEDs: | %xwx

CPUs
0123
Populated L S
Over temperature
DIMMs poprum_ed H
o~ —--- A ----- + +----- B ----- + +----- C ----- + - D ----- +

0 123456701234567012345¢670123458¢67
. * *

b *

PDC firmware rev 10.0
PDH controller firmware rev 7.6, time stamp: TUE MAY 08 20:42:26 2001

GSP:CM>

””/—”ﬂ\§\\\\“‘-.
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Listing Cell Processor and Memory Configurations

Cell DIMM Rank 0/1

Size Status

Size

4 2048MB Active -

6 2048MB Active -

Partition Total Memory:
Partition Active Memory:
Partition Deconfigured Memory:

* gtatus is scheduled to change

DIMM Rank 2/3
Status

C

DIMM Rank 4/5
Size Status

DIMM Rank 6/7
Size Status

4096
4096
0

on next boot.

Information Menu: Enter command >

Listing Cell Processors and Memory [HP-UX]

Use the parstatus command with various options to list cell processor
and memory configurations from HP-UX.

You can check these details for any cell in the complex.
Step 1. Login to HP-UX running on any of the system’s nPartitions.

You can list processor and memory details from any nPartition.

Step 2. Issue the parstatus command to view cell hard re detailsinc ding

processor and memory configurations.

Use any of the following parstatus commands to view cell harc are

information:

® parstatus -V -c#
List detailed processor and memory configur: on information for the
specified cell.

® parstatus -C
List brief processor and memory information i all cells in the entire
complex.

® parstatus -V.-p#
List brief processor and memory information for all cells as: med to
the specified nPartition.
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Listing and Managing Server Hardware

Listing Cell Processor and Memory Configura &fqu

./
Step 4. Click the CPUs/Memory tab to list thé .
memory configurations.

I

N
%}*cell’s processor

Y,
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Listing and Managing Server Hardware ' . 5

Deconfiguring Cells, Processors, and Memory " Lo

You cannot deconfigure the last cell, processor, or DIMM rank. ( s
must have at least one configured processor or DIMM rank, and
nPartitions must have at least one configured ce

Cells

From the Configuration menu, use the CELL( FIG con to
configure or deconfigure a cell in the nPartition.

CELLCONFIG # OFF deconfigures the cell (#) by setting its
use-on-next-boot value to “n” (do not use).

CELLCONFIG # ON configures the specified cell (#) by setting s
use-on-next-boot value to “y” (use the cell).

Enter HELP CELLCONFIG for details.
Processors

From the Configuration menu, use the CPUC FIG command to
configure or deconfigure a processor on a cell 1n the nPartition.

CPUCONFIG cell cpu OFF deconfigures the: =zcified proces r(cpu)
on the specified cell (cell).

CPUCONFIG cell cpu ON configures the spe ied processor the
cell

Enter HELP CPUCONFIG for details.
Memory

DIMMs operate in ranks of four. Each rank is numbered (0, 1, 2, and
so on) and the DIMMs in the rank are lettered (A to D). For example,
rank 0 includes DIMMs 0A, 0B, 0C, and 0D.

From the Service menu, use the DIMMDEALLOC command to configure
or deconfigure memory on a cell in the nPartition.

When you deallocate a DIMM, all other DIM s in the rank so will
not be used the next time the nPartition boots.

DIMMDEALLOC cell dimm OFF deconfigures e specified D] M
(dimm) on the cell (cell) indicated.

DIMMDEALLOC cell dimm ON configures the iecified DIMM on the

cell. }lQ/
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Step

Step
Step

Step

Step

SN
Listing and Managing Server Hardware ' (7
Deconfiguring Cells, Processors, and Memory

Deconfiguring Cells, Processors, and Memory irtition Mana r]

Use the Partition —> Modify Partition menu, Chang Cell Attributes tab to
configure and deconfigure (makes inactive) cells ing Partition
Manager.

F - A (/opt/parmgr/bin/pan - :) or access il  om

SAM or a Web browser.

. Select the nPartition whose cell configuration yc want to modi then

select the Partition —> Modify Partition menu item.

. Click the Change Cell Attributes tab.

. Select the cell whose configuration you want to modify, then clic the

Modify Cell(s) button.

. In the Modify Cell Attributes window, set the cell’s use-on-next- ot

value, then click the OK button.
To configure the cell to be used set use-on-next-boot to “yes”.

To configure the cell to not be used set use-on-next-boot to “no”.

. Exit Partition Manager, then reboot the corresponding nPartition using

the shutdown -R command.

You must reboot the nPartition whose use-on-next-boot cell vali 3 you
changed to allow the new use-on-next-boot values to take effect.
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Listing and Managing Server Hardware ens
Checking for Processor Failures

i/

364 HP System Partitions Guide: Administration for nPe ~ fons, rev 6.0









































































Online Add and Replacement (OLAR) of PCI Cards
Online Addition (OLA) for a PCI Card

At this point, the card slot is powered on, the slot attention ind  tor is
turned off, and the driver(s) for the card are started to bring the card
onlir

If the new card is not detected in the slot, SAM or Partition Ma ger
indicates this and presents a window indicating the problem. T ; gives
you an opportunity to check the new card’s installation and ther ick Yes
to re-try the card online addition, or click No to cancel the oper: ' “on.
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CAUTION

Step 9.

Online Add and Replacement (OLAR) of PCI Cards -
Online Replacement (OLR) for a PCI Card .

The first lines of the analysis indicate whether the card replacement can
or cannot proceed. For example:

Critical Resource Analysis for slot 0-1-3-8:
No affected resources are in use.

If the card resource analysis determines that the card cannot be taken
offline, this result is indicated with a “critical” n ssage such as the
following output.

CRITICAL: Affected resources are essential for system
operation.
The operation cannot proceed.

For a multi-function card, SAM and Partition M ager list the analysis
results for all ports on the card.

Review all parts of the critical resource analysis :port to deter ine
whether to continue or cancel an online card replacement proce (re.

Even when the analysis indicates that “no affected resources are in use”,
continuing the card replacement procedure will ke the card o0 ne and
will halt any services the card provides.

For example, replacing a networking card causes any network
connections the card provides to be suspended or terminated.

Click either the Cancel or OK button.

This
.click

To continue the card replacement procedure click the OK button. This

. proceeds to suspend the card’s driver(s), power « the card’s slc and

Step 10.

flash the card’s attention indicator (LED).
Review the information presented in the Replace Cards screen.

This screen lists the actions that SAM or Partition Manager has already
performed to take the selected card offline.
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Step 6.

1747@\ -

Processor Instant Capacity on Demand (iCOD)
Installing and Configuring iCOD on nPartitions

Use iCOD features: list iCOD statistics with icc _stat and, wl 1
required, activate or deactivate processors.

To list iCOD configuration details for the local nPartition, use tl
icod stat command (with no options).

—

""*ion complex that has iCOD Purchase configured for
b
p

complex. (The -

configurations or for non-nPartition configurations.)

See Procedures for Changing Processor iCOD Configurations
on nPartitions on page 409 for details on managi :an nPartition’s iCOD
processors.
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Deconfigured
Processors

Processor Instant Capacity on Demand (iCOD)
Managing iCOD Utility (Pay Per Use} on nPartitions

To put an nPartition in the inactive, ready for re:  ”  state: if
HP-UX is running use the shutdown -R -Hcommand, orif the
Boot Console Handler (BCH) interface use t| RECONFIGRE: [
command.

None of an inactive cell’s resources (processors,1 mory, or any )
connected to the cell) are available for use in an nPartition. For e cell’s
processors and other hardware resources to be used, the cell m  be
assigned and active in an nPartition.

A deconfigured processor is a processor that has been made
unavailable for use by its nPartition through settings enabled by Boot
Console Handler (BCH) menu commands.

You can deconfigure processors using the BCH Configuration menu’s
CPUCONFIG command. Also use this command to configure proci ors
that have been deconfigured.

Using BCH commands to configure and deconfig ‘e processors [uires
rebooting the nPartition in which the processors :side. For this reason
deconfiguring processors is not the recommended method of mal g
processors inactive for iCOD purposes.

Instead, the recommended method is to deactivate processors u 1g the
icod modify -d... HP-UX command, which c¢: instantly make
processors deactivated and activated without rel »sting.
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NOTE

. Example 10-1

# psrset -i
PSET
SPU_LIST
OWNID
« GRPID
PERM
TOINTR
NONEMPTY
EMPTY
LASTSPU

#

o O O

0

755 .
ALLOW

- DFLTPSET
FAIL

Processor Sets (Psets) on nPartitions q
Example Uses of Psets J

Ty

N\

-ample "'s-s of Psets

These examples show the use of processor sets (Psets) on an F
Superdome server that also has HP Instant Capacity on Demand (iCOD)
“pay per use” software installed.

Uses of the optional HP iCOD software commands are noted i the text
accompanying the examples.

For iCOD management information, refer to t1 chapter Proc or
Instant Capacity on Demand (iCOD) on page &

The following Pset examples are given in this: :tion.

e Listing, Creating, and Using Psets on page 30

e Destroying a Pset and Reassigning Processors on page 432

e Example of Running and Binding Progran in Psets on p: 32434
* Managing Pset Permissions and Attributes on page 436

Listing, Creating, and Using Psets
Initially this nPartition has only one Pset: the default Pset, which is Pset

DFLTPSET

”

430 HP System Partitions Guide: Administration for nPa  ons, rev 6.0






Processor Sets (Psets) on nPartitions R »% by
Example Uses of Psets : (7

\ )
NONEMPTY DFLTPSET \v<:)
EMPTY FAIL ‘
LASTSPU DFLTPSET
#
- y T2 ; al

# psrget -i
PSET
SPU_LIST
OWNID
GRPID

PERM
TOINTR
NONEMPTY
EMPTY
LASTSPU

PSET
SPU_LIST
OWNID
GRPID
PERM
TOINTR
NONEMPTY
EMPTY
LASTSPU

PSET
SPU_LIST
OWNID
GRPID
PERM
IOINTR

' NONEMPTY
EMPTY
LASTSPU

#

List the local nPartition’s Pset configuration using the psrset -i
command. There are three Psets: the default Pset 0, Pset 10, and Pset
» 11,

O oo
o
[\
W
>

0

755
ALLOW
DFLTPSET
FAIL
DFLTPSET

10

9 10 11
0

3

755

ALLOW
DFLTPSET
FAIL
DFLTPSET

11

5 6 7 8
0

3

755

ALLOW

DFLTPSET

FAIL

DFLTPSET

Destroy Pset 10 because it is no longer needed. Its processors ), 10, and
11) are assigned back to the default processor set (Pset 0). Tt 1 list the
new Pset configurations using the psrset -i command.
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-tid =

LASTSPU

#

Example Uses of Psets

Processor Sets (Psets) on nPartitions - 62(0(7
' A\

N
DFLTPSET

Example 10-3 Example of Running and Binding Progra s in Psets

# psrset
PSET
SPU_LIST
OWNID
GRPID
PERM
IOINTR
NONEMPTY
EMPTY
LASTSPU

DSET
SPU_LIST
OWNID
GRPID
PERM
TOINTR
NONEMPTY
EMPTY
LASTSPU

#

# mpsche
Pid 1036
Threads

tid = 2

tid =
tid =
tid =

tid =
tid =

P~ U & Ww

List the current Pset configuration for the loca. Partition. Two Psets are
configured: Pset 0 and Pset 2.

Note that processor ID 10 is not active in this nPartition (bec: 3e iCOD
»  software has deactivated it).

-i

o O o
[\
w

0

755
ALLOW
DFLTPSET
FAIL
DFLTPSET

11

o RN
w
S
(83
o
~J
®

3

755
ALLOW
DFLTPSET
FAIL
DFLTPSET

Use the mpsched command to run the “potato’ rogram andt ditto
processor ID 2. Then use the psrset -q... command to list the Pset
binding for “potato” (process ID 10368); “potato” is bound to} ¢ 0.

d -¢c 2 ./potato -n 7

8: bound. to processor 2 using the default process launch policy
=7
cpu =
cpu
cpu =
cpu =
cpu =
cpu =
cpu =

NN NN NN

&

434 HP System Partitions Guide: Ac  nistration for nPz  ‘ons, rev 6.0







9

Processor Sets (Psets) on nPartitions »
Example Uses of Psets

All processors in Pset 2 are being used fairly heavily, while p1  essors in
Pset 0 are 100% idle. This is due to Pset processor resource is 1ition: by
default each program only uses processors in the Pset in which it is run.
(The Pset programming interface can override this default to launch
threads and processes in other Psets, given the r 1t conditions.)

# mpsched -~u -p 10368

Pid 10368: d ing the de: 1t ‘ess 1l¢ ch policy
# sar -u -M -P 1
HP-UX feshd5a B.11.11 U 9000/800 10/23/01
00:24:26 psét cpu $usr ¥sys swio %idle
00:24:27 0 0 0 0 0 100
2 1 101 0 0 0 ,
0 2 1 0 0 100 {
2 3 101 0 0 0
2 4 100 1 0 0
2 5 96 0 0 5
2 6 101 0 0 0
2 7 101 0 0 0
2 8 18 2 0 81
0 9 0 1 0 100
2 11 88 0 0 13
system 64 0 0 36
#
Example 10-4 Managing Pset Permissions and Attributes
This example modifies Pset owner, group, and access permissions; lists
various Pset details; and includes other sampl Pset uses by rious
users on the system.
Use psrset -1i to list the current Pset configuration for the 1 1l g
R
nPartition. Three Psets are configured: Pset 0, Pset 7, and Pset 8.
. # psrset -i
PSET 0
SPU_LIST 0 1 2 3 4 5
OWNID 0
GRPID 0
PERM 755
IOINTR ALLOW
NONEMPTY DFLTPSET
EMPTY FAIL
LASTSPU DFLTPSET
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Example Uses of Psets | S3®]

ann $ id
uid=103 (ann) gid=20(users) groups=102 (prog)
ann $ psrset -i

PSET 0
SPU_LIST 0 1 2 3 4 5
OWNID 0
GRPID 0
PERM 755
IOINTR ALLOW
NONEMI DFL N
EMPTY FAIL
LASTSPU DFLTPSET

H
PSET AN
SPU_LIST 9 10 11
OWNID 103
GRPID 3
PERM 755
IOINTR ALLOW
NONEMPTY DFLTPSET
EMPTY FAIL
LASTSPU DFLTPSET
PSET 8
SPU_LIST 6 7 8
OWNID 0
GRPID 20
PERM 774
JOINTR ALLOW
NONEMPTY DFLTPSET
EMPTY FAIL
LASTSPU DFLTPSET
ann $

Because ann is the owner for Pset 7, she has a hority to modify the
Pset’s user, group, and access permissions attributes.

Using the psrset -t... command, ann sets t

(the group named prog). Another psrset -t... command se

permissions for Pset 7 to 770, which gives the

have no permissions to use or read Pset 7.

ann $ psrset -t 7 GRPID=102
ann S psrset -t 7 PERM=770
ann $

Now ann assigns processor 1D 8 to Pset 7, usix
command. '

- group for Pset 7 to 102

access

vner (ann) and prog
group members access to execute, write, and read the Pset. All others

the psrset
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joe $

uid=102 (joe)
joe $ psrset -i

PSET
SPU_LIST
OWNID
GRPID
PERM
IOINTR
NONEMPTY
EMPTY
LASTSPU

PSET
SPU_LIST

Processor Sets (Psets) on nPartitions
Example Uses of Psets

gic !0({users)

~ OO oo

55
OW
DFLTPSET
FAIL
DFLTPSET
&
7.
8 9 10 11

psrset: no privileges for query operation on this pset

PSET 8
SPU LIST 6 7
OWNID 0
GRPID 20
PERM 774
IOINTR ALLOW
NONEMPTY DFLTPSET
EMPTY FAIL
LASTSPU DFLTPSET
joe 5
When joe uses the psrset -e 7... command to attempt toe cute the
“potato” program in Pset 7, he cannot because he does not hav 2xecute
permission in the Pset.
However, when joe uses the psrset -e 8... command to execute
“potato” in Pset 8 the program is run in that Pset. He c: rograms
in Pset 8 because he is a member of group ID £~ and mu f that
group hay 2xecute, write, and read permission for the Pset.
joe $ psrset -e 7 ./potato
psrset: no privileges to perform operation
joe $ psrset -e 8 ./potato
' Threads = 2
tid = 1 cpu = 6°
tid = 2 cpu = 7
Q\\
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vPars
HP-UX B.11.11
Kernel

nPartition and
vPars Performance

a

Virtual Partitions (vPars) Management on nPartitions
Introduction to Managing Virtual Partitions on nPartitions

The vPars software installation builds a reloc: 1ble, vPars-enabled
HP-UX B.11.11 kernel and installs patches, commands, and- 1on to
support the vPars software environment. See Installing and ( ifiguring
vPars on nPartition Servers on page 472 for details.

You can load and run a vPars-enabled HP-UX 11.11 kernel in both
vPars environments and non-vPars environm: :s. You do not eed to
reconfigure a vPars-enabled kernel for non-vF s use.

In general in HP nPartition virtual partitions environments, HP-UX
B.11.11 and application performance is nearly enuivalent to t.
performance given by a non-vPars nPartition at has the sa
hardware and software resources and configuration.

Also see the document HP-UX Virtual Partitions Ordering ar
Configuration Guide for more virtual partitions performance fo.

The main performance factor for virtual partitions running in
nPartitions is the underlying nPartition’s har. are configur: »n: the
cells and corresponding processors, memory, a .I/O assigned to and
actively used in the nPartition.

As in non-vPars nPartition environments, all memory is interleaved
across all active cells in the nPartition when virtual partitions are
running in an nPartition. Also on all HP nPar ion servers,e h
processor has its own runway bus for commur ition to mem 7 and I/O.

As a result, the locations (hardware paths) of processors assigned to a
virtual partition do not affect performance. In general all pro s3sors
have the same memory latency when accessing any significant amount of
memory in an nPartition.

The rest of this chapter covers requirements, guidelines, procedures, and
tools for using virtual partitions on HP nPartition-capable se. rs.
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Virtual Partitions (vPars) Management on nPartitions
Configuring Virtual Partition Resources and Attributes

The kernel path attribute (-b) specifies - 2 path ofthe
vPars-enabled HP-UX B.11.11 kernel that is to be booted hen the
virtual partition is loaded. By default the /stand/vmunix kernel on
the boot device is used.

. - . A . ,

\

applied when the virtual parti oted.
These boot options are equival ar
options described in the hpux |

You can use the io resources attributes (-a io..., -m io...)to
designate primary (PRI) and alternate (Al ) boot device paths for a
virtual partition, as explained in Virtual Partition Hardu e
Resource Attributes on page 446.
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NOTE

Virt
Tools for Managing Virtual Partitions on nPz

titions (v 's) Management‘o/n? it
pn Servers

The Virtual Partition Manager utility is . installed as -t of the
virtual partitions software product install ion. Instead, you must
install Virtual Partition Manager separately, as described in the the
book Installing and Managing HP-UX Virtual Partitions Pars).

U ngthe Virtual irtition Manager utili requires >t
permission.

Because Virtual Partition Manager is an X window graphieal utility,
you must set and export the virtual partit a system’s DI °’LAY
environment variable before launching v mgr. The DI LAY
variable specifies where (which X server) the system disg ys X
windows. You also must use the xhost command on the X server
(your local system) to grant access for the virtual partition system to
display windows on the X server. See the X (1) and xhost

manpages for details.

The following window is the Virtual Partition Manager u ity’s
status window, which is the first window « played after vy alert
messages. This window lists the status of all virtual partitions
defined in the current vPars database as+v 1l as general « :ails
about available resources.
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Virtual Partitions (vPars) Management on nPartitions
Dynamic and Static Virtual Partitions

[Virtual Partition Resource Summary]

CPU Num Memory (MB)
CPU Bound/ I0 # nges/
Virtual Partition Name Min/Max Unbound devs Total MB Tof MB
Shad 2/ 8 2 0 8 o/ 0 2048
Mesh 2/ 12 2 6 3 o/ 0 2048

# vparmodify -p Mesh -m cpu::4

vparmodify: Error: Virtual partition Mesh is static, cannot modify resc ‘ces.

#

\

%,
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Virtual Partitions (vPars) Management on nPartitions
Virtual Partition Configuration Data on nPartitions

Any booted virtual partition that has multiple boot devices (such as
boot and altboot) can have one current and one outdated copy of
virtual partition data.

> database on the virtual partition’s PRI device is used for configuring
o the nPartition’s virtual partitions.
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Virtual Partitions (vPars) Management on nPartitions
Vii* " Partitior ~ infiguration Planning

Virtual Partition Configuration Plannir ~

Table 11-1 is for planning virtual partition attributes and resource
assignments.

For each virtual partition, you must specify: a ‘tual partition name, at
least one bound CPU, at least one I/O slot, a PRI boot path, ar enough

ytobe " T-UX.The ’ fault virtual partition attributes establish
a dynamic configuration that manually boots the /stand/vmunix kernel
with no boot options.

The “Host Info” column in Table 11-1 includes configuration d 1iils for
HP-UX networking (the hostname, IP, gateway, and so on).

Also see Configuring Virtual rtition  sourc 4 ibu  on
page 445.
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Step 4.

Step 5.

Virtual Partitions (vPars) Management on nPartitions
Installing and Configuring vPars on nPartition Servers

If you want to create multiple virtual partitions within an nPartition you
can do so as part of this step, by issuing a vparcreate command for each
new virtual partition within the local nPartitic

You also can create any additional virtual partitions later, after you have
booted the vPars monitor and loaded/booted HP-UX B.11.11 on the first
virtual partition.

Issue the shutdown -r command to reboot HP-UX on the nPa; :ion and
return to the nPartition’s BCH interface.

As needed, interrupt the autoboot process toin ract with the nPartition
at the BCH interface.

Install the vPars software product on each rerr ning boot dev : that is
to be used to boot HP-UX on one of the nPartition’s virtual pai ions.

For each virtual partition boot device, you can hoot HP-UX fro the
device in non-vPars mode and then install the+ ars software| »ducton
the device.

An alternate install method is to load/boot HP-UX on the first rtual
partition, and then simultaneously install HP- {and vParss ware on
other virtual partitions by using the the vparboot -p vpname -I...
command. See the vparboot (1M) manpage.

You must install both HP-UX and the vPars so vare for every virtual
partition. For example, if you plan to have thre virtual partitions in an
nPartition then you need at least three boot devices with HP-UX and
vPars software installed.

If you intend to have multiple boot disks for a- tual partition—for
example, a PRI device and an ALT device—the you need toi :all
HP-UX and the vPars software product on both the PRI and A 'devices
for the virtual partition.

¢
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Virtual Partitions (vPars) Management on nPartitions
Procedures for Managing Virtual Partitions on HP nPartition Servers

The book Installing and Managing HP-UX Virt: rtitions (1 rs) also
has detailed virtual partitions management information.
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Virtual Partitions (vPars) Management on nPartitions
Creating a New Virtual Partition

2.11
2.12
2.13
6.10
6.11
6.12
6.13
[A~ .7 "le CPUs]: 12
[Available I/O devices (path)]: 0.0.1
0.0.3
R 0.0.8
: 0.0.9
0.0.10
0.0.11
0.0.12
0.0.14
2.0
2.0.0
2.0.1
2.0.2
2.0.3
2.0.4
2.0.6
2.0.8
2.0.9
2.0.10
2.0.11
2.0.12
2.0.14

[Unbound memory (Base /Range)]: 0x0/64

(bytes) (MB) 0x8000000/6080
[Available memory (MB)]: 6144
#

Step 3. Issue the vparcreate -p... command tocrea the new virt:
partition and as needed use vparmodify -p... to further con ure the
new virtual partition.

When using the vparcreate command you must specify the ne¢ 2 for the
" new virtual partition (-p vpname).

You also should specify the resources that are to be assigned for exclusive
use by the virtual partition, including processor (-a cpu. . .) memory

(-a mem...) and input/output (-a io...) resources. D/

N\
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Virtual Partitions (vPars) Management on nPartitions
Creating a New Virtual Partition

1 by User [ T2
pound by Monitor rath]:
Unbound [Path] :

[IO Details]
2.0.14
2.0.0
2.0.14.0.0.6 BOOT

[Memory Details]

Specified [Base /Range]:

(bytes) (MB)
Total Memory (NB): 2048
# o
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Virtual Partitions (vPars) Management on nPartitions
Deleting a Virtual Partition

CPU Bound/ 10 # Ranges/

irtual Partition Name Min/Max Unbound devs Total MB Tot¢ MB
Shad 2/ 8 2 0 7 0/ 0 148
Mesh 2/ 12 2 0 3 0/ 0 0

Step 3. Issue the vparremove -p vpname command to delete the speci d
" ‘ual partition (vpname) and then issue the vt status command to
list the new configuration status.

You can delete only virtual partitions that are in a “Down” state, as
_ ¢ reported by the vparstatus command (see the example in the previous
step).

See the vparremove (1M) manpage for details.

# vparremove -p Mesh

Remove virtual partition Mesh? [n] vy
#

# vparstatus

[Virtual Partition]

Boot
Virtual Partition Name State Attributes Kernel Path Opts
Shad Up Dyn, Auto /stand/vmunix
[Virtual Partition Resource Summary]

CPU Num Memory (MB)
CPU Bound/ I0 # Ranges/

Virtual Partition Name Min/Max Unbound devs To 1 MB Tot: MB
Shad 2/ 8 2 0 7 0/ 0 2048
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Virtual Partitions (vPars) Management on nPartitions
Configuring Virtual Partition Autoboot

Start-up in progress

Configure system crash dumps ............ ...t i, OK
VXVM device node ChecCk .. ... ...t et i e OK
Start CDE l1Ogin SerVeT . .. .ttt ittt ettt ettt ettt e e i e OK

&
The system is:ready.

2/0/1/0/0.5 feshd4b (Mesh) [HP Release B.11.11]
Console Login:

In this example, the nPartition has completed the reboot and autoboot
process and has automatically loaded/booted the virtual partitic iamed
“Mesh”, which has its boot attribute set to auto.

As the following output shows, when the user lo; in to HP-UX running
on the virtual partition, the vparstatus and pa: :atus commands
report that the current virtual partition is “Mesh”, the local nPartition is
partition number 0, and the virtual partition named “Shad” is in a
“Down” state. Shad was not automatically loaded/booted because its boot
attribute is set to manual (listed as “Manl” in the output below).

Console Login: root
Password:

# vparstatus -w
The current virtual partition is Mesh.
# parstatus -w

The local partition number is 0.

# vparstatus
[Virtual Partition]

Boot
Virtual Partition Name State Attributes Kernel Path Opts
Shad . Down Dyn,Manl /stand/vmunix
Mesh Up Dyn, Auto /stand/vmunix
[Virtual Partition Resource Summary]

CPU Num Memory (MB)
CPU Bound/ I0 # Ranges/

Virtual Partition Name Min/Max Unbound devs Tot . MB Total MB
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Virtual Partitions (vPars) Management on nPartitions
Reboot for Reconfig or Shutdown to Ready for Reconfig from  /irtual Partition

Refer to the chapter An Querview of nPartition Boot and Reset ¢
page 161 for boot status details.

o
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) it on nPartitions
a Virtual P ion
Step 2. Use the parstatus command or rtition Manager to list the

nPartition’s current configuration status.

Step 3. Use the parmodify command or Partition Manager to modify the
nPartition’s configuration. (Do not use the setboot command.)

For example, parmodify -p0 -P NewName changes nPartition number 0
to be named “NewName”.

For her details, re to the chapter Managing nPartitions on page 243.

o

HP System Partitions Guide: Adminis. auon for nPartitions, rev 6.0



Virtual Partitions (vPars) Management on nPartitions
Reconfiguring nPartition Attributes from a Virtual Partition
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Booting and Resetting nPartitions 197
Booting from an HP-UX Install Source [BCH] 211
Booting HP-UX in Single-User or LVM-Maintenance >de
[BCH, ISL, and hpux] 209
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Checking for Processor Failures 362
Checking if Virtual Partitions are Running on an nPartition 508
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