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A4902A- HP Rack System/E, 41U, 19" quartz 
A4902D- HP Rack System/E, 41U, 19" graphite • 

Technical Data 

c 

Save valuable tloor space 
with the vertically 
extendible HP Rack 
System/E 

Designed and built to the highest 
HP quality standards, the Rack 
System/E delivers leading edge 
protection in the simplest form. 
Ease ofuse, integration and 
installation characterizes this 41 U 
rack that is comprised of: 

• 63% Perforated, locking rear 
door C ordered as 
A5213AZ/A5213DZ) 

Features 

Ability to move and ship fully 
integrated racks 

• Optimized ventilation with fully 
perforated top, and rear door 

Extendibility can add 8Us ofvertical 
mounting space 

• 
• 

Bolt-on frontlback anti-tip feet • 
Numbered columns 

Easy, bolt-on (front and back) anti-tip 
feet 

• 
• 
• 
• 

Fully perforated top cap 
3-inch urethane casters 
Leveling feet 
Side panels 

Multiple racks may be tied 
together to create continuous data 
center rack space. Individual 
racks may be expanded an 
additional8Us ofvertical space. 

Standards 

Conforms to the Electronic 
Industries Association (ElA) 
standard 310-D. It is a Type A 
cabinet with 41 U of vertical 
mounting space. One 'U' is equal 
to 44.45 mm (1.75 in). 

Customer must order rear door, 
A5213AZ(quartz) 

A5213DZ (graphite) 

• 

• 

Numbered 12-gauge steel columns for 
easy installation and secure racking 
o f up to 907 kg (2000 lbs) o f 
equipment 

Columns include threaded inserts 
(AVKs) at strategic locations for 
quick installation of common 
accessories such as the tie kit, front 
door and PDUs 

Shipping/Setup 

Can fit through most doorways 
around the world 

Packaging designed for integrated 
rack shipment 

Self-tuning pallet adjusts for variable 
integrated rack weights 

• Shipping pallet includes ramp for 
easy set-up 

Product Number 
A4902D 

Tools required for setup: 

• Torx T25 screwdriver 
• Phillips #2 screwdriver 
• 13mm Socket wrench 

Warranty 

One- year replacement 
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Specifications 

ColoT (A4902A- quaTtz) 
Columns and base: Slate gray 
Top: Quartz gray 
Side panels: Quartz gray 
Rear door: Quartz gray 

Colm· (A4902D- gmphite) 
Columns and base: Graphite metallic 
Top: Graphite metallic 
Side panels: Graphite 
Rear door: Graphite metallic 

_...., __ 
.,~ _, ,.. 
~-··-

·~, ..... ! ~t....~r 

--- ~...! ... -

' i 

~ I _.,._~ ~ 

I.' A4902D 
I I A 1961.1 mm jt, I B 1824.7mm 

-·--c 111.2mm 

A4901D ,__., __ I 
r-••-l '' 

' · ~ 1605.5mm ' ·-l A c I I 
B 1469.1 mm u ~ l. c 111.2mm 

1 
hst~l:»:rn . SOidl., k \;....· 

* Dimensions are for reference only 

Related Products 

Other sizes available are: 

• A4901A (quartz) 
• A4901D (graphite) 

33U of vertical mounting space, includes 
side panels, bolt-on (front and back) anti-tip 
feet 

• A4900A (quartz) 
25U o f vertical mounting space,includes 

Material 
Columns: 12-gauge, cold-rolled steel ~, . 

Base: 10-gauge, cold-rolled steel 
Top cap: 18-gauge, cold-rolled steel 

Weight 
Rack (empty): 100.45 kg (221lbs) 
Rack ( empty) on shipping pallet: 
169.3 kg (372.5lbs) 
Rear door (unpacked): 10.68 kg (23.5 

lbs) 
Anti-tip foot: 16.14 kg (35.5lbs) 

Supported weight 
Load capacity: 
On shipping pallet: 816 kg (1800 lbs); 
Off shipping pallet: 907 kg (2000 lbs) 

Casters r ating: 453.6 kg (1000 lbs) 
per caster 

Optional Accessories 

Jl506A/ Side Pane! Kit (1 kit per rack) 
Jl506D included in standard rack 
Jl509A/ Front Doar: Perforated, 
Jl509D lockable 
Jl512A/ Tie Kit 
Jl512D 
Jl514A/ Filler Panels (set of 6) 
J4387A 
Jl518A/ Keyboard Kit, retractable 
Jl518D 
Jl519A/ Monitor Kit 
Jl519D 
Jl520A/ Plain Shelf, static 
Jl520D 
Jl521A Lift Hooks (set of 4) 
Jl522A Mountin_g Hardware 

2 
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hp-ux 11 i operating environments 
enterprise release 
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hp-ux 11 i operating environments 
benefits 

greatly simplified software deployment 
• Only one reboot needed to install the Operating Environment (OE) of your choice 
• No codewords are necessary to access any of the functionality/application products 

resident on the OE media 
• Comprehensive offering of Network, Mass Storage, and 1/0 Drivers available during 

install process 
• Online Diagnostics loaded during cold install 

simple to purchase license 

• Each OE license product contains licensing for the base HP-UX 0/S and ali of the 
included HP applications 

attractive pricing 

• Pricing of the OE licenses reflects a built-in advantage over purchasing individual 
OE components separately 

published testing results 

• Testing results of application products in the OEs will be published on docs.hp.com 
for worldwide access both inside and outside HP 

simple to purchase software support 

• Simplification in Software Support ordering and contract administration has been 
achieved in parallel with the introduction of HP-UX 11 i Operating Environments 

• For more information, please visit: http://nternet.fc.hp.com/catscore/communic.htm 

eCSL be 
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getting to know 
hp-ux operating environments 

• The following series of slides will show how HP-UX 11 i Operating Environments 
are constructed from pieces of the total 11 i Software Solution 

l ' ' 
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design overview 

getting to know 
hp-ux operating environments 

• Each of the Commercial Server Operating Environment license and media 
products are designed to be supersets of one another 

• The TCOE represents a singular solution for Technical Servers and Workstations 
• Base HP-UX and Application content common across ali four OEs is synchronized 

with the same revision levei 

commercial servers technical servers and workstations 

11 i Mission Criticai 
Operating Environment 

11 i Enterprise 
Operating Environment 

11 i Operating Environment 

Functionalityin Base-HP•UX (version 8.11.11) 

11 i Technical 
Computing 
Operating 

Environment 

eCSL be 
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• 1t . ;o PUXBase64 (64-bit) 
(j)- S: PÚXBase32 (32-bit) 

getting to know 
hp-ux operating environments 

• HP-UX version 8.11.11 is at the heart of each HP-UX 11 i Operating Environment 
and provides the sound foundation onto which each OE Solution is built 

• Two global base HP-UX bundles are delivered at 8.11.11 and are differentiated by 
bitness: HPUX8ase64 for 64-bit capable hardware, and HPUX8ase32 for 32-bit 
capable hardware 

eCSL be 
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11 i (8.11.11) operating system features 
major new features of hp-ux 11 i (version 8.11.11 and future) 

• Built-in Unlimited Simultaneous User Levei Lice1se for HP-UX 
• lncludes Linux APis 
• lntroduces online replacement and addition of 1/0 cards for N-Ciass and 

L-Ciass servers . ~ . U' 
• Fully supports the low-end A500 and A400 servers, desrgned for ISP opefãtio~,'~ 

where performance per rack and serviceability are keys ~ 
• Supports L2000 and L 1000, an economical N-Ciass server with an upgrade 

path to IA-64 
• Supports the V2500N2600 platform 
• Offers VERITAS (JFS 3.3) file system support 
• Has improved and expanded file system support from CacheFS 
• Supports NFS over TCP/IP 
• Adds systems management improvements (PRM enhancements) 
• Offers secure defaults and intrusion detection 
• Has extensive performance tuning for one-way to 32-way configurations 

more information on the www 

• HP-UX 11 i Quick Reference Card 
http://esp.cup.hp.com:2000/nav24/ppos/358/hPUX/11 iQRC.pdf 

• 11 i Technical Overview paper on ESP 
http://esp.cup.hp.com:2000/nav24/ppos/358/hPUX/techn0verv/techOV.doc 

eCSL be 
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QuickSpecs HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

Standard F e atures 

The Smart Array Advantage 

.. · 

Key Features for both Smart 
Array 641 and Smart Array 642 
Controllers 

Key Features for 64MB BBWC 
Enabler 

Data Compatibility 

HP's innovative design and integration work of lhe Smart Array family of products creates customer value that is 
unmatched in lhe industry. Use of Smart Array products across multiple applications results in a much lower Total 
Cost of Ownership (TCO) than any other server storage RAIO products . The HP Smart Array family brings an 
unparalleled return on investment through: 

Data Compatibility Data Compatibility among ali models of Smart Array controllers allows simple 
and easy upgrades any time needs for higher performance, capacity, and 
availability increase. Even successive generations of Smart Array controllers 
understand lhe data formal of other Smart Array Controllers. 

Consistent Configuration and Ali Smart Array products utilize a standard set of management and utility 
Management Tools software. These tools minimize Total Cost of Ownership (TCO) by reducing 

training requirements and technical expertise necessary to install and maintain 
lhe HP server storage. 

Universal Hard Drive 

Pre-Failure Warranty 

Form factor is for use across multi pie HP Proliant servers, disk enclosures and 
storage systems. With compatibility across many enterprise platforms, you are 
free to deploy and re-<Jeploy these drives to quickly deliver increased storage 
capacity, migrate data between systems, and easily manage spare drives. 

Pre·Failure Warranty means lnsight Manager not only reports when a drive is 
going to fail but allows replacement of failing drives prior to actual failure. For 
complete details, consult the HP Support Center or reter to your HP Server 
documentation. 

• Compatibility with ali Ultra 320, Ultra3 and Ultra2 LVD family products. In addition, a seamless upgrade to 
next generation HP high perfornnance and high capacity mainstream Ultra320 Smart Array controllers. 

• Recovery ROM protects against a ROM cornuption. 

• Ultra320 SCSI technology delivers high perfornnance and data bandwidth up to 320-MB/s bandwidth per 
channel. 

• Modular, easy-to-upgrade design lets you optimize perfornnance as needed with lhe 64MB BBWC Enabler, 
from 64-MB of memory for RAID and read cache to 128-MB of memory for RAID, read cache, and BBWC. 

• Mix-and-match L.VD SCSI compatibility protects your investments and lets you deploy drives as needed. 

• Software consistency among ali Smart Array family products: Array Configuration Utility XE (ACU-XE), Array 
Configuration Utility (ACU), lnsight Manager (GIM), Array Diagnostic Utility (ADU) and SmartStart. 

• 64-bit, 133-MHz PC I-X interface boosts bandwidth above 1 B/s burst transfer rale over PC I-X bus. 

• 64-bit memory addressing supports servers with greater than 4 GB of memory. 

64-MB memory optimizes performance and data throughput. 

NOTE: 64 MB of DOR memory used for RAIO and read cache. 

Online Management Features Online Capacity E.xpansion, Online RAID Levei Migration, Online Stripe Size 
Migration, Online Spares (Global), User Selectable Expand and Rebuild Priority 

Channels SA 641 : Single Channel provide lhe ability to support up to 6 drives or 
880.8GB 

SA 642 : Dual Channels provide lhe ability to support up to 20 (6 internai, 
14 externai) drives or 2.9TB 

• Battery-backed Cache protects cached data in the event of a power outage, server failure or controller 
failure. 

72 hours of battery charge protects lhe data for an entire weekend. 

• 3 years of battery life. 

• Modular, easy-to-upgrade design lets you optimize performance as needed with lhe 64MB BBWC Enabler, 
from 64-MB of memory for RAIO and read cache to 128-MB of memory for RAIO, read cache, and BBWC. 

Data compatibility among ali models of Smart Array Controllers means customers can instantly upgrade their 
Smart Array products to get to higher performance, capacity and availability. Unlike competitive products, 
successive generations of Smart Array products understand the data formal of other Smart Array controllers, 
providing investment protection for your HP storage solution. 
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QuickSpecs 
Overview 

Smart Array 641 Controller 

Smart Array 642 Controller 

64-MB BBWC (Battery-Backed 
Write Cache) Enabler 

i n v e n t 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 
. , ...... ~J. ·~ 

The new Smart Array 641 Contrai ler (SA-641) is a 64-bit, 133-MHz PCI -X dual SCSI channel PCI array controller 
for entry levei hardware-based fault tolerance. Utilizing a SCSI channel (1 internai) of the SA-641 aliows you to 
configure up to 6 internai hard drives to store up to 880.8 GB of storage. The SA-641 provides high reliability and 
increased performance over the LC2 controlier, thus providing excelient value and lowering the total server 
ownership cost. In addition, the SA-641 is data compatible with ali Ultra 320, Wide Ultra3 and Wide Ultra2 drives, 
offering an unparalieled degree of investment protection. Designed and integrated with HP entry-level and 
workgroup Proliant servers, this product provides worry-free data protection. 

The new Smart Array 642 Controlier (SA-642) is a 64-bit, 133 MHz PCI-X dual SCSI channel PCI array controlier 
for entry levei hardware-based fault tolerance. Utilizing both SCSI channels (1 internai and 1 externai) of lhe SA-
642 allows you to configure up to 20 hard drives (6 internai, 14 externai) to store up to 2.9TB of storage per PCI 
slot. The SA-642 provides high reliability and increased performance over lhe Smart Array 532, thus providing 
excelient value and lowering lhe total server ownership cost. In addition, the SA-642 is data compatible with ali 
Ultra 320, Wide Ultra3 and Wide Ultra2 drives, offering an unparalleled degree of investment protection. 
Designed and integrated with HP entry-level and workgroup Proliant servers, this product provides worry-free 
data protection. 

The Smart Array 641/642 Controller provides Proliant DL and ML servers with an entry-level hardware RAIO 
protection for OS and log files, where hardware RAIO is needed at an entry-level price point. 

The new 64MB BBWC Enabler is a transportable 64MB battery module increasing lhe total memory of lhe 
controlier to 128MB for RAIO, read cache, and BBWC. The transportability of lhe battery memory module 
protects lhe write cache data from unexpected power loss, system board failure, or controlier board failure. Data 
retained in lhe write cache wili be protected for up to 72 hours, allowing time to restare power, or transport lhe 
module to a functioning system board or array controlier. The modular design of lhe battery memory module is 
transportable between lhe Smart Array 641 and Smart Array 642 controliers. 
64MB BBWC (Battery Backed Write Cache) Enabler aliows lhe 641/642 controliers an option to add transportable 
BBWC for improved controller performance and increases lhe total controlier memory to 128MB. 
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QuickSpecs 
Standard F eatures 

Ease of Use 

Compatibility 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 
, • ..,..,~o~ ·c 

Consistency and Upgradeability make the Smart Array family unique in the industry: 

• GUI based configuration, management and diagnostic software tools 

• Common data formatting between generations of products 
• Data migration between servers and externai storage enclosures 

Servers For up to date compatibility, please see the following URL for complete Smart 
Array 641 and Smart Array 642 compatibility and support information. 
http://h 18006. www 1.hp.com/products/servers/proliantstorage/arravcontrollers/ 
index.html 

Operating Systems 

.s~ 
Microsoft® Windows® 2000 (Server/Adv Server) 

Microsoft Windows 2003 (when avai/able) 
Microsoft Windows NT® 4.0 
NetWare 6 
NetWare 5.x 
Linux Red Hat 2.1 Advanced Server 

Linux Red Hat 7.3 

Linux Red Hat 8.0 

Software Suite 

SuSE SLES 7 
IBM OS/2 Warp Server for ebusiness 
SCO Open Server 5.05, 5.0.7 (to be released 1Q, 03) 
SCO UnixWare 7.1 .1 
SCO Open UNI.x® 8 
SCO UnixWare 7.1.3 (to be released 4Q, 02) 

Ali Smart Array products share a common set of configuration, management and 
diaqnostic tools, including Array Configuration Utility XE (ACU-XE), Array 
Configuration Utility (ACU), Array Diagnostic Utility (ADU), and lnsight Manager. 
This software consistency of tools reduces the cost of training for each 
successive generation of product and takes much of lhe guesswork out of 
troubleshooting field problems. These tools lower the total cost of ownership by 
reducing training and technical expertise necessary to install and maintain the 
HP server storage. 

lnsight Manager 
• Powerful server and server options/storage manager tool 

• Monitors over 1200 server parameters 
• Configuration/Diagnostic Utilities 
• HP Array Configuration Utility (ACU) 

• Powerful Web based configuration utility for ali Smart Array 
controllers 

• Provides a graphical view of HP drive array configurations 
• Allows for management of multiple arrays over a secure internet 

connection from anywhere in the world 
• Easy to use Wizards for configuration 
• Runs online on Windows NT v4.0, Windows 2000 and NetWare 

• HP Options ROM Configuration for Arrays (ORCA) 
• Rapid configuration during initial instai I of the OS 

• HP Array Diagnostic Utility (ADU) 
• Powerful diagnostic utility for ali Smart Array controllers 

RQS n' 03/2005 - C'~ 
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QuickSpecs 
Standard F eatures 

Performance 

Capacity 

Availability 

Fault Prevention 

Fault Tolerance 

Fault Recovery 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

HP's High Performance Architecture sets new boundaries of industry performance expectationsl 

• Wide Ultra320 SCSI (320 MB/s bandwidth) per channel 

• High-perfonmance 64-bit architecture 

• 64-bit, 133-MHz PCI-X bus (1033 MB/s bandwidth) 

Smart Array 641 

Smart Array 642 

Given lhe internai server storage need for rapid capacity expansion, lhe SA-641 
offers: 

• Single SCSI channel support up to 6 internai disk drives 
• Up to 880.8GB of storage per PCI slot 

Given lhe internai server storage need for rapid capacity expansion, lhe SA-642 
offers: 

• Dual SCSI channels support up to 20 (6 internai, 14 externai) disk drives 

• Up to 2.9 TB of storage per PCI slot 

Provides increased server uptime by providing advanced storage functionality: 

• Online RAIO Levei Migration (between any RAIO levei) 

• Online Capacity Expansion 
• Logical Drive Capacity Extension 

• Global Online Spare 
• Pre-Failure Warranty 

The following features offer detection of possible failures before they occur, allowing preventive action to be taken: 
• S.M.A.R.T.: Self Monitoring Analysis and Reporting Technology first developed ai HP detects possible hard 

disk failure before i! occurs, allowing replacement of lhe component before failure occurs. 
• Drive Parameter Tracking monitors drive operational parameters, predicting failure and notifying lhe 

administrator. 
• Dynamic Sector Repairing continually performs background surface scans on lhe hard disk drives during 

inactive periods and automatically remaps bad sectors, ensuring data integrity. 

• Smart Array Cache Tracking monitors integrity of controller cache, allowing pre-failure preventative 
maintenance. 

• Environment Tracking for Extemal Storage System: Monitors fan speed and cabine! temperature of 
Proliant Storage System and newer HP storage enclosures. 

Keeps data available and server running while a failed drive is being replaced; several fault tolerance 
configurations are supported including: 

Distributed Data Guarding 
(RAID5) 

Drive Mirroring (RAIO 1, 1+0) 

This allocates parity data across multiple drives and allows simultaneous write 
operations. 11 is recommended for up to 14 hard drives. 

This allocates half of lhe drive array to data and lhe other half to mirrored data, 
providing two copies of every file. I! is a high-performance RAIO. 

Minimizes downtime, reconstructs data, and facilitates a quick recovery from drive failure. 

Recovery ROM Recovery ROM provides a unique redundancy feature that protects from a ROM 
image corruption. A new version of firmware can be flashed to lhe ROM while 
lhe controller maintains lhe las! known working version of firmware. lf lhe 
firmware becomes corrupt, lhe controller will rever! back to lhe previous version 
of firmware and continue operating. This reduces lhe risk of flashing firmware to 
lhe controller. 

On-Line Spares Up to two spare drives can be installed prior to drive failure. I f a failure occurs, 
recovery begins with an On-Line Spare and datais reconstructed automatically. 

NOTE: On-Lme Spares can only be used with RAIO level1 , 1 +0. and 5. 
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QuickSpecs HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

Service & Support, CarePaq and Warranty Information 
. ..... . s. .. .-. 

Software Product Services 

Hardware Product Services 

Warranty Upgrade Options 

CarePaq lnformation 

Sample part numbers: 

• Standalone telephone support 

Rights to new license version 

Media and documentation updates 

lnstallation services 

• On-site maintenance (includes warranty support) 

Response time upgrades during lhe warranty period 

• Post-warranty coverage 

• RAIO setup and performance consulting via statement of work 

For additional hardware installation and maintenance information, please reler to lhe URLs listed below: 
http://www.compaq.com/services/carepaq/us/install/ 
http://www.compaq.com/services/carepaq/us/hardware/ 

• Response- Upgrade on-site response from next business day to same day 4 hours 

Coverage - Extend hours of coverage from 9 hours x 5 days to 24 hours x 7 days 

• Duration - Select duration of coverage for a period of 1, 3, or 5 years 

3 years, uplift to 5 x 9, Next Day Response 

3 years, uplift to 5 x 9, 4-hour Response 

3 years, uplift to 7 x 24, 4-hour Response 

NOTE: .. represents a two digitproduct specific code. 

FM-**XHW-36 

FM-**4HR-36 

FM-.. 724-36 

CarePaq is defined as an upgrade to lhe product warranty attribute, available for a specific duration and 
hours of coverage. 

• CarePaq is not available for less than lhe product's warranty duration. 

• CarePaq is available for sale anytime during the warranty period for mos! products, but lhe commencement 
date will be lhe same as the Warranty Start Date (delivery date to end user customer). Proof of purchase 
may be required. 

CarePaq services are prepaid. 

For additional CarePaq (hardware & software) information, as well as orderable part numbers, please reler to lhe 
URL listed below: 
http://www.compaq.com/services/carepaq/index.html 
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QuickSpecs 
Models 

Models 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 
........ \\..,~ ... 

Smart Array 641 Controller 

Features 

Single SCSI channel (1 internai) 

Proliant lntegration 

Reliabili 

Ultra320 SCSI 

64-MB mernory for code, transfer buffers and read cache 

64-bit Architecture 

64-bit/133-Mhz PCI-X Bus Design 

Online Capacity Expansion 

Online RAIO levei Migration 

Smart Array 642 Controller 

Features 

Dual SCSI channels (1 internal/1 externai) 

Proliant lntegration 

Reliabili 

Ultra320 SCSI 

64-MB memory for code, transfer buffers and read cache 

64-bit Architecture 

64-bit/133-Mhz PCI-X Bus Design 

Online Capacity Expansion 

Online RAIO levei Migration 

64MB BBWC Enabler 

Features 

64MB battery/memory module for a total of 128MB of memory for RAIO, read 
cache and battery backed write cache (BBWC) 

72 hours of battery charge 

3 year battery life 

291966-B21 

291967-B21 

291969-B21 

DA-11563 North America- Version 5- June 12, 2003 5 
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QuickSpecs 
Options 

Storage Enclosures Compaq StorageWorks Enclosure Modei4314T 

Compaq StorageWorks Enclosure Modei4314R 

Compaq StorageWorks Enclosure Model 4354R 

Related Products Compaq RAID LC2 Controller 

Compaq Smart Array 5302/32 Controller 

Compaq Smart Array 5302/64 Controller 

Compaq Smart Array 5304/128 Controller 

Compaq Smart Array 5302/128 Controller 

Compaq Smart Array 5304/256 Controller 

DA-11563 North America- Version 5- June 12, 2003 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

190210-001 

190209-001 

190211-001 

188044-821 

166207-821 

124992-821 

158939-821 

283552-821 

283551-821 
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QuickSpecs 
Options 

Hard Drives Wld• U/ha3 SCSI Uoi"'"' = P/ug 

36.4-GB Wide Ultra3 SCSI15,000 rpm Drive (1 ") 

18.2-GB Wide Ultra3 SCSI15,000 rpm Drive (1 ") 

9.1-GB Wide Ultra3 SCSI15,000 rpm Drive (1 ") 

72.8-GB Wide Ultra3 SCSI10,000 rpm Drive (1") 

36.4-GB Wide Ultra3 SCSI10,000 rpm Drive (1") 

18.2-GB Wide Ultra3 SCSI10,000 rpm Drive (1") 

9.1-GB Wide Ultra3 SCSI10,000 rpm Drive (1 ") 

36-GB Wide Ultra3 SCSI10,000 rpm Drives (1"), 10 pack 

18-GB Wide Ultra3 SCSI10,000 rpm Drives (1 "), 10 pack 

Wide Ultra320 SCSI Drives -Hot Plug 

146.8-GB 10,000 rpm U320 Universal Hard Drive (1") 

72.8-GB 10,000 rpm U320 Universal Hard Drive (1 ") 

36.4-GB 10,000 rpm U320 Universal Hard Drive (1") 

72.8-GB 15,000 rpm U320 Universal Hard Drive (1") 

36.4-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

18.2-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

Wide Ultra3 SCSI Drives- Non-Hot Plug 

36.4-GB Wide Ultra3 SCSI10,000 rpm Drive (1 ") 

18.2-GB Wide Ultra3 SCSI10,000 rpm Drive (1 ") 

9.1-GB Wide Ultra3 SCSI 10,000 rpm Drive (1 " ) 

Wide Ultra320- Universal Non-Hot Plug 

36-GB U320 10,000 rpm Non-Hot Plug Hard Drive (1 ") 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

232916-B22 

188122-B22 

188120-B22 

232432-B22 

176496-B22 

142673-B22 

142671 -B22 

232617-B21 

202352-B21 

286716-B22 

286714-B22 

286713-B22 

286778-B22 

286776-B22 

286775-B22 

176497-B21 

142674-B21 

142672-B21 

271832-B21 
NOTE: This is a list of supported hard disk drives (note that some drives may be 

discontinued). 

) 

Software StorageWorks Virtual Rep/icator 

License & Media (CD-ROM) 

NOTE: For additional Virtual Replicator ordering information reler to 
http://www.compaq.com/products/StorageWorks/swvr/swvrorderinfo.html. 

191802-B21 . ) 

Universal Hot Plug Tape Drives ~AI~T~5~0~G~B,_H~ot~P~~~g~(C_a_rb~o~~~~~~~~~~~~~~~~~~~~~-2_1_~_8_7-_B2~1 
AIT 35GB, LVD Hot Plug (Carbon) 216886-B21 

20/40-GB, DAT Hot Plug (Carbon) 215488-B21 
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QuickSpecs HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

Technical Specifications 

SMART ARRA Y 642 
Protocol 

SCSI Electrical Interface 

Drives Supported 

SCSI Por! Connectors SA-642 

Data Transfer Method 

PCI Bus Speed 

PCI 

Simultaneous Drive Transfer 
Channels 

Channel Transfer Rate 

Software upgradeable Firmware 

Cache Memory 

Logical Drives Supported 

Maximum Capacity 

Memory Addressing 

RAIO Support 

Upgradeable Firmware 

Disk Drive and Enclosure 
Protocol Support 

Dimensions (HxWxD) 

Warranty 

Ultra320 SCSI 

Low Voltage Differential (LVD) 

Up to 20 (6 internai and 14 externai) Ultra 320, Ultra3 and Ultra2 SCSI hard drives 

One externai and one internai SCSI port 

64-Bit PCI bus-master 

64-bit, 133-MHz PC I-X (1 GB/s maximum bandwidth) 

3.3 volt CPI slot compatibility only 

Two 

640-MB/s total; 320-MB/s per channel 

Yes 

64MB of DOR memory used for RAIO and read cache 

32 

2.9 TB (20 X 146.8-GB) 

64-bit, supporting servers memory greater than 4-GB 

RAIO 5 (Distributed Data Guarding) 

RAIO 1+0 (Striping & Mirroring) 

RAIO 1 (Mirroring) 

RAIO O (Striping) 

2-MB Flashable ROM 

Ultra 320, Ultra2 and Ultra3 

12.3 X 4.2 X 0.6 in/31.24 x 10.7 X 1.5 em 

Maximum: The remaining warranty of lhe HP server product in which it is installed (to a maximum three-year 
limited warranty) 

Minimum: One-year, on-site limited warranty 

Pre-Fai/ure Warranty: Drives attached to lhe Smart Array Controller and monitored under lnsight Manager are 
supported by a Pre-Failure (replacement) Warranty. For complete details, consult lhe HP Support Center or reler 
to your HP Server Documentation . 

• 
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QuickSpecs HP Smart Array 641 Contro ller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

Technical Specifications 

S MA R T A RR AY 641 
Protocol 

SCSI Electrical Interface 

Drives Supported 

SCSI Port Con nectors SA-641 

Data Transfer Method 

PCI Bus Speed 

PCI 

Simultaneous Drive Transfer 
Channels 

Ullra320 SCSI 

Low Vollage Differential (L VD) 

Up lo 6 Ullra 320, Ultra3 and Ullra2 SCSI hard drives 

one internai SCSI por! 

64-Bit PCI bus-master 

64-bil, 133-MHz PCI-X (1 GB/s maximum bandwidlh) 

3.3 voll CPI slot compatibility only 

Two 

Channel Transfer Rate 320-MB/s total; 320-MB/s per channel 

Software upgradeable Firmware Yes 

Cache Memory 

Logical Drives Supported 

Maximum Capacity 

Memory Addressing 

RAIO Support 

Upgradeable Firmware 

Disk Drive and Enclosure 
Protocol Support 

Dimensions (HxWxD) 

Warranty 

64MB of DOR memory used for RAIO and read cache 

32 

880.8 GB (6 X 146.8 GB) 

64-bit, supporting servers memory greater than 4 GB 

RAIO 5 (Oistributed Data Guarding) 

RAIO 1+0 (Striping & Mirroring) 

RAIO 1 (Mirroring) 

RAIO O (Striping) 

2-MB Flashable ROM 

Ultra 320, Ultra2 and Ultra3 

12.3 X 4.2 X 0.6 in/31 .24 x 10.7 x 1.5 em 

Maximum: The remaining warranty of the HP server product in which i! is installed (to a maximum three-year 
limited warranty) 

Minimum: One-year, on-site limited warranty 

Pre-Failure Warranty: Drives attached to lhe Smart Array Controller and monitored under lnsight Manager are 
supported by a Pre-Failure (replacement) Warranty. For complete details, consult lhe HP Support Center or refer 
to your HP Server Documentation. 
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QuickSpecs 
Technical Specifications 

64-MB BBWC ENABLER 

HP Smart Array 641 Controller 
HP Smart Array 642 Controller 

HP 64MB BBWC Enabler 

Cache Memory 64MB of DOR memory for RAIO, read cache, and BBWC: ECC protection, battery-backed, and removable 

Cache Batteries Up to 3 days of battery life, removable for easy replacement 

Dimensions (HxWxD) 3.5 X 1.8 X .54 in/8.89 x 4.6 x 1.37 em 

© Copyright 2003 Hewlett-Packard Development Company, L.P. 
The information contained herein is subject to change without notice. 

Microsoft and Windows NT are US registered trademarks of Microsoft Corporation. UNIX is a registered trademark of The Open Group. 

The only warranties for HP products and services are set forth in the express warranty statements accompanying such products and services. Nothing herein 
should be construed as constituting an additional warranty. HP shall not be liable for technical or editorial errors or omissions contained herein. 
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HP-UX Virtual Partitions Page I of2 

UN !' ( C 

))hp home ,, producta & aeMcel )) aolutiona ,, howto 

» contact hp 

» hp-ux home 

» hp software index home 
» operating and 

embedded home 
» software strategy 

» hp-ux press room 

» technical support 
» buy online from hp 
» section map 

search : 

\e HP-UX operaling system \ ali 

HP-UX I manageability 1 partitions 

HP-UX virtual partitions (vPars) 1 

HP-UX Virtual Partitions lvPars\ enables vou to run multiole 
instances lversions\ of the HP-UX 11 i OperatinÇl Environmen1 
(OE) simultaneously on one server with each OE instance 
hosting its own set of applications in a fully isolated environment. 
Created through software, virtual partitions provide application 
and operating systems isolation that run on single server nodes 
or within single-system hard partitions. Each virtual partition runs 
its own image of lhe operating system and can fully host its own 
applications-offering complete software isolation. The capability 
of CPU migration allows users to add and delete dynamically 
(without reboot) CPUs from one virtual partition to another. This 
enables applications to coexist in the same server while assuring 
complete privacy. In addition, functionality is provided to 
dynamically create, modify or even delete the isolated operating 
environments on a running server without interrupting non-
related partitions. 

In comparison to nPartitions, vPars provide greater flexibility and 
granularity while nPartitions provide greater fault isolation . 
Greater flexibility in vPars is achieved with the ability-using 
simple software commands-to add and delete dynamically 
(without reboot) GPUs from one virtual partition to another. In 
addition, multiple vPars can function within an nPartition 
providing greater granularity (1 CPU). 

~ printable v1 

partiti oning inforrr 

» partitioning contin 
» nPartitions 
» virtual partitions 
» information library 

related informatio1 

» hyperplex 
» workload manage 
» process resource 
» processar sets 

HP-UX Virtual Partitions (vPars) is available on the following HP servers running HP-UX 
Superdome, rp8400, rp7410, rp7405, rp7400, rp5470, rp5405. 

benefits 

vPars provides the following benefits : 

• lncreased system utilization by partitioning previously unused portions of the ser 
Typically, a server is only using 50% of its capacity. 

• Greater flexibility of resources through: 1) multi pie but independent operating 
environments per server (with as low as 1 CPU granularity per partition) and 2) th 
movement of CPU power between vPars depending on workload requirements . 

• lncreased isolation of applications, their operating systems, and assigned resou 
memory, and 1/0), with individual reconfiguration and rebooting of the individual p 
without affecting other partitions and their applications. 

• Server consolidation by running multiple workloads with their unique Operating 
configuration needs on the same server at the same time. They are excellent for< 
creating test platforms without investing in more hardware. 

'At this time. vPars is ava ilable only on HP-UX 11i on ce rtain PA-RISC servers. j 

http://www.hp.com/productsl /unix/operating/manageability/partitions/virtual_partitions.ht RO§ztM~o5 . r~ 
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HP-UX Virtual Partitions 

pri vacy statemen t using thi s site mea ns you accept its terms 
· 1 9~-4-20U3 Ht:wle tt -Pack<JH.J Co mpclny 

Page 2 of 2 

feed back to webmast1 
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Legal Notices 
The information in this document is subject to change without notice. 

Hewlett-Packard makes no warranty of any kind with regard to this 
manual, including, but not limited to, the implied warranties of 
merchantability and fitness for a particular purpose. Hewlett-Packard 
shall not be held liable for errors contained herein or direct, indirect, 
special, incidental or consequential damages in connection with the 
furnishing, performance, o r use o f this material. 

Warranty 

A copy ofthe specific warranty terms applicable to your Hewlett-Packard Q 
product and replacement parts can be obtained from your local Sales and 
Service Office. 

Restricted Rights Legend 

Use, duplication or disclosure by the U.S. Government is subject to 
restrictions as set forth in subparagraph (c) (1) (ii) ofthe Rights in 
Technical Data and Computer Software clause at DFARS 252.227-7013 
for DOD agencies; ·and subparagraphs (c) (1) and (c) (2) ofthe 
Commercial Computer Software Restricted Rights clause at FAR 
52.227-19 for other agencies. 

HEWLETT-PACKARDCOMPANY 
3000 Hanover Street 
Pala Alto, California 94304 U.S.A. 

Use ofthis manual and flexible disk(s) or tape cartridge(s) supplied for 
this pack is restricted to this product only. Additional copies of the 
programs may be made for security and back-up purposes only. Resale of 
the programs, in their present form or with alterations, is expressly 
prohibited. 

Copyright Notice 

© Copyright 2003 Hewlett-Packard Development Company, L.P. All 
rights reserved. Reproduction, adaptation, o r translation o f this 
document without prior written permission is prohibited, except as 
allowed under the copyright laws. 
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Preface 
The HP System Partitions Guide describes nPartition system 
administration procedures, concepts, and principies for HP 
rp7405/rp7410 servers, HP rp8400 servers, and HP Superdome servers 
running the HP-UX lli operating system. 

This preface has the following sections: 

• About This Book: Oueruiew of Chapters on page 4 

• How to Buy This Book on page 6 

• Related Information on page 7 

• Publication History on page 10 

• Notational Conuentions on page 11 

Reader Comments and Feedback 

Hewiett-Packard welcomes your feedback on this pubiication. Piease 
address your comments to e di t®presski t . rsn. hp. com and note that 
you will not recei'::~ an immediate repiy. Ali comments are appreciated. 
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About This Book: Overview of Chapters 

About This Book: Overview of Chapters 

4 

1. nPartition System Overviews on page 31 

This chapter introduces Hewlett-Packard's nPartition system 
features, server models, nPartition concepts, administrat ion tools, 
and HP-UX lli support for nPartitions. 

2. Planning nPartition Configurations on page 109 

This chapter describes how you can plan nPartition configurations 
for HP rp7405/rp7410, rp8400, and Superdome servers. Details 
include the configuration requirements for nPartitions an d HP 
recommendations. 

3. Using Console and Service Processar Interfaces on page 125 

This chapter covers the service processors and nPartition console 
interfaces available for HP's nPartition servers. 

4. An Overview of nPartition Boot and Reset on page 161 

This chapter presents an overview ofboot ing and reset concepts and 
issues for HP nPartition servers. 

5. Booting and Resetting nPartitions on page 197 

This chapter presents procedures for booting and resetting 
nPartitions and procedures for configuring an nPartition's 
boot-related options. 

6. Managing nPartitions on page 243 

This chapter presents the procedures for creating, configuring, and 
managing nPartitions on HP servers that support them. 

7. Listing and Managing Serve r Hardware on page 305 

This chapter covers the tools and methods for listing deta ils about 
the hardware assigned to nPartitions. This chapter also covers 
getting information about server hardwar e, and managing the 
hardware resources in nPartitions and their server complexes. 

8. Online Add and Replacement (OLAR) of PC! Cards on page 365 

This chapter presents background information and procedures for 
performing PCI I/0 card online addition and replacement COLAR) on 
HP's nPartition servers. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 
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About This Book: Overview of Chapters 

9. Processar lnstant Capacity on Demand (iCOD) on page 397 

This chapter covers using Hewlett-Packard's processar iCOD 
(lnstant Capacity on Demand) product on nPartitions. 

iCOD is an optional software product that enables you to instantly 
increase or adjust processing power within nPartitions. As you need 
more or fewer processors, you use iCOD tools to adjust the number of 
activated processors in the nPartition. 

10. Processar Sets (Psets) on nPartitions on page 419 

This chapter describes how to use and manage processar sets (Psets) 
on nPartition systems. 

Using Psets, you can create multiple independent processar groups 
in an nPartition. Each Pset has its own processors, schedules, and 
attributes. Because Psets are dynamic, you can create, modizy, and 
destroy Psets instantly as your system needs demand. 

11. Virtual Partitions (vPars) Management on nPartitions on page 441 

This chapter describes how to create, configure, and manage HP's 
virtual partitions within an HP Superdome nPartition (hard 
partition) system environment. Each virtual partition can boot a 
single instance ofthe HP-UX B.11.11 operating system. 

The HP virtual partitions (vPars) software is an optional feature that 
you can use to further subdivide a server's resources into multiple, 
smaller virtual machines through software partitioning. 

By configuring multiple virtual partitions within an nPartition, you 
can boot multiple instances ofHP-UX B.ll.ll in a single nPartition. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 
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How to Buy This Book 

How to Buy This Book 
You can purchase a printed copy of the HP System Partitions Guide from 
Hewlett-Packard's http:/ /software.hp.com Web site. When at this 
Web site, click the Documentation link for a list of current publications. 

The http:/ /www.software.hp .com/BOOKS_products_ list.html Web 
site lists technical books currently available for sale, including this book. 

You also can find this book by searching for "Partitions Guide" using the 
HP software depot search facility. 
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Related lnformation 

Related Information 
For the most current HP-UX lli nPartition administration details refer 
to this publication, the HP System Partitions Guide. 

You also can find other information on general HP-UX lli 
administration, HP nPartition server hardware management, and 
diagnostic support tools in the following publications. 

Web Site for HP Technical Documentation: 
http://docs.hp.com 

The main Web site for Hewlett-Packard technical documentation is the 
http:/ /docs.hp.comsite, which has complete information available for 
free. 

HP-UX 11 i lnformation 

The following Web site and publications are available for info about the 
HP-UX lli operating system. 

• http:/ /does .hp.com/hpux/os/lli/- This is the portion ofthe 
docs.hp.com Web site that has complete HP-UX lli information. 

• Configuring HP-UX for Peripherals 

• HP-UX lli June 2003 Release Notes 

• HP-UX lli Installation and Update Guide 

• HP-UX Workload Manager User's Guide 

• HP Process Resource Manager User's Guide 

• Installing and Managing HP-UX Virtual Partitions (vPars) 

• Instant Capacity on Demand (iCOD) and Pay Per Use (PPU) User's 
Guide for Version B.04.x 

• Instant Capacity on Demand (iCOD) User's Guide for Version B.OS.OO 

• Managing Systems and Workgroups: A Guide for HP-UX System 
Administrators 
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Related lnformation 

Server Hardware lnformation 

The following Web sites and publications describe HP nPartition server 
hardware management, including site prep, installation, and other 
details. 

• http: I /does .hp.com/hpux/hw/- This is the systems hardware 
portion ofthe docs.hp.com Web site. The following Superdome, 
rp8400, and rp7405/rp7410 server Web sites are available from this 
systems hardware page. 

• HP Superdome -
http://docs.hp.com/hpux/hw/index.html#Superdome%20Server 

This is the Web site for hardware info about the HP Superdome 
server. 

• HPrp8400-
http://docs.hp.com/hpux/hw/index.html#rp8400%20Server 

This is the Web site for hardware info about the HP rp8400 server. 

• HP rp7405/rp7410-
http://docs.hp.com/hpux/hw/index.html#rp7405/rp7410%20Se 
rver 

This is the Web site for hardware info about the HP rp7405/7410 
server. 

Diagnostics and Event Monitoring: Hardware Support Tools 

Complete information about HP's hardware support tools, including 
online and offline diagnostics and event monitoring tools, is at the 
http:/ /docs.hp.com/hpux/diag/ Web site. This site has manuais, 
tutoriais, FAQs, and other reference material. 

Web Site for HP Technical Support: 
http://us-support2.external.hp.com 

Hewlett-Packard's IT resource center Web site at 
ht tp: I jus- support2 . external. hp. com/ provides comprehensive 
support information for IT professionals on a wide variety of topics, 
including software, hardware, and networking. 

8 HP System Partitions Guide: Administration for nPartitions, rev 6. O 
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Related lnformation 

Books about HP-UX Published by Prentice Hall 

The http:/ /www.hp.com/hpbooks/ Web site lists the HP books that 
Prentice Hall currently publishes, such as HP-UX books including: 

• HP- UX 11 i System Administration Handbook 
http://www.hp.com/hpbooks/prentice/ptr_0130600814.html 

• HP-UX Virtual Partitions 
http://www.hp.com/hpbooks/prentice/ptr_Ol30352128.html 

HP Books are available worldwide through bookstores, online 
booksellers, and office and computer stores. 
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Publication History 

Publication History 
The publication history for the HP System Partitions Guide includes the 
following editions. 

Sixth Edition April2003, 5187-3603. CD-ROM, Web 
(http: I /does .hp.com/), and print delivery. 

You can order this book in print from the 
http: I /software .hp.com Web site. 

Updates include HP rp7405 server details, vPars 
A.02.02 information, and other changes throughout. 

Fifth Edition August 2002, B2355-90762. CD-ROM, EPSS, Web 
(http: I /does. hp. com/), and print delivery. 

Fourth Edition June 2002, B2355-90752. CD-ROM, EPSS, and Web 
(http:/ /docs.hp.com/) delivery. 

Third Edition March 2002, B2355-90746. CD-ROM, EPSS, and Web 
(ht tp: I I does. hp. com/) delivery. 

Second Edition December 2001, B2355-90744. CD-ROM, EPSS, and 
Web (http:/ /docs.hp.com/) delivery. 

First Edition September 2001, B2355-90736. CD-ROM, EPSS, and 
Web (http:/ /docs.hp.com/) delivery. 

10 HP System Partitions Guide: Administration for nPartitions, rev 6.0 

o 



WARNING 

CAUTION 
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NOTE 
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Notational Conventions 

N otational Conventions 
The following notational conventions are used in this publication. 

A warning lists requirements that you must meet to avoid 
personal injury. 

A caution provides information required to avoid losing data or avoid 
losing system functionality. 

A note highlights useful information such as restrictions, 
recommendations, or important details about HP product features. 

• Cormnands and options are represented using this font. 

• Text that you type exactly as shown is represented using this 
font. 

• Text to be replaced with text that you supplyis represented 
using this font. 

Example: 
"Enter the ls -1 filename command" means you must replace 
filename with your own text. 

• Keyboard keys and graphical interface items (such as buttons, tabs, and 
menu items) are represented using this font. 

Examples: 
The Control key, the OK button, the General tab, the Options menu. 

• Menu-> Submenu represents a menu selection you can perform. 

Example: 
"Select the Partition -> Create Partition action" means you must select 
the Create Partition menu item from the Partition menu. 

• Example screen output is represented using this font. 
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nPartii~ System OverVi'ews 

This chapter introduces Hewlett-Packard's nPartition system features, 
server models, nPartition concepts, administration tools, and HP-UX lli 
support for nPartitions. 

• The first sections of this chapter introduce the nPartition system 
environment and the HP servers that support nPartitions. 

• Details about nPartition concepts are given starting with the section 
Overview of nPartitions on page 60. 

• Descriptions oftools and HP-UX features for using nPartitions are 
given starting with the section Tools for Managing nPartitions on 
page 70. 

For nPartition configuration requirements and related HP 
recommendations, refer to the chapter Planning nPartition 
Configurations on page 109. 

For procedures· to manage nPartitions, refer to the chapter Managing 
nPartitions on page 243. 
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lntroduction 

Introduction 

Hewlett-Packard's nPartition system capabilities enable you to configure 
a single server complex as one large system or as multiple smaller 
systems. 

Each nPartition definition establishes a subset o f the server h ardware 
resources that are used as an independent system environment. An 
nPartition includes: one or more cells (containing processors and 
memory) that are assigned to the nPartition as well as all I I O chassis 
connected to those cells. 

All processors, memory, and I/0 in an nPartition are used exclusively by Q 
software running in the nPartition. Thus, each nPartition runs its own 
instance ofthe Boot Console Handler (BCH) interface and independently 
boots and reboots instances ofHP-UX lli. 

By defining multiple nPartitions within an nPartition server, you 
establish hardware partitioning that enables a single server complex to 
run multiple instances ofthe HP-UX lli operating system. 

You also can establish virtual partitions within an nPartition on HP 
Superdome servers. The HP virtual partitions software enables you to 
further subdivide an nPartition's active hardware resources by using 
software partitioning to create one or more virtual partitions (vPars). 
Each virtual partition can load/boot HP-UX B.11.11 independently. Refer 
to the chapter Virtual Partitions (uPars) Management on nPartitions on 
page 441 for details. 

The HP-UX lli June 2003 release supports nPartitions on the following 
servers: 

• HP rp7405/rp7410 server (model string: 9000/800/rp7410) 

• HP rp8400 server (model string: 9000/800/S16K-A) 

• HP Superdome 16-way (model string: 9000/800/SD16000) 

• HP Superdome 32-way (model string: 9000/800/SD32000) 

• HP Superdome 64-way (model string: 9000/800/SD64000) 

For server hardware details see Supported HP Seruer Models on page 34. 
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lntroduction 

You can reconfigure a server's nPartition definitions without physically 
modifying the server's hardware configuration by using HP's 
software-based nPartition management tools. 

You can reconfigure any nPartition to include more, fewer, and/or 
different hardware resources. Doing this requires shutting down the 
operating system running in the nPartition and resetting the nPartition 
to reconfigure it; this reboot for reconfig operation is performed using the 
shutdown -R HP-UX command (using the -R option, not -r). 

With HP's nPartition servers, you can start with a system that meets 
your needs now and add more components (cells and I/0) as your needs 
increase. 

For example, with a Superdome server you can add cells, 110 chassis, 
and/or upgrade to larger-capacity systems as needed. A Superdome 
16-way server can be upgraded to a Superdome 32-way server, and 
likewise the Superdome 32-way server can be upgraded to Superdome 
64-way server. You also can add I/0 expansion cabinets to a Superdome 
server at any tíme. 

Administration Tools for nPartitions 

You can use several administration tools to manage nPartitions in a 
server complex, including the service processar, consoles, Boot Console 
Handler (BCH) interfaces, HP-UX commands, and Partition Manager. 

• Server complex's service processor (GSP or MP), which includes 
the Command menu, partition consoles, partition Virtual Front 
Panels, partition Console Logs, and the Chassis Log viewer. 

• nPartition console and BCH interface, which provides console 
access (through the service processar) as well as interactive control 
before HP-UX has booted on an nPartition. 

• HP-UX nPartition commands (including parstatus, parcreate, 
parmodify, and others) enable you to list, monitor, configure, and 
manage nPartitions from HP-UX. 

• The Partition Manager utility (/opt/parmgr/bin/parmgr) 
provides a graphical interface for listing and managing nPartitions. 

See Tools for Managing nPartitions on page 70 for more details. 
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Supported HP Server Models 

The HP servers that support nPartitions include the following models: 

• HP rp74051rp7410 server-See rp7405lrp7410 Server Model on 
page 36. 

• HP rp8400 server-See rp8400 Server Model on page 38. 

• Three models of HP Superdome servers-See Superdome Serve r 
Models on page 40. 

These nPartition servers have different hardware configurations and 
limits, as described in the following sections, and all include support for 
nPartitions. 

Within each HP nPartition server cabinet are multiple cells, each of 
which contains processors and memory. The nPartition cabinets are 
shown in Figure 1-1 on page 35; cells are discussed in Cells on page 4 7. 

Each nPartition server cabinet also may have multiple 1/0 ch assis that 
provi de PCI slots for 110 cards. Each 110 chassis connects to one o f the 
cells in the server. See nPartition I I O Chassis and PC! Card Slots on 
page 48. 

HP Superdome servers also support optional 1/0 expansion cabinets 
to provide additional 110 chassis. See I I O Chassis in HP Superdome IOX 
Cabinets on page 51. 

Ali hardware within a server- including ali cells, I/0 chassis, cables, 
cabinet hardware, and power and utilities components-is considered to 
be a server complex. 

An HP Superdome complex can consist of one cabinet or two server 
cabinets, and can also include one or two 110 expansion cabinets (to 
provide additional 110 chassis). 

Each HP rp74051rp7410 or HP rp8400 server complex consists of a single 
server cabinet only. 
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HP Superdome 
Server Cabinet 

nPartition .Systero Overviews 

Supported HP Server Models 

Hardware Models: Superdome, rp8400, and rp7405/rp7410 nPartition 
Servers 

HP Superdome, HP rp8400, and HP rp7405/rp7410 server cabinets are 
shown in Figure 1-1. 

HP nPartition Server Hardware 

HP rp8400 
Server Hardware 

HP rp7405/rp7410 
Server Hardware 
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rp7405/rp7410 Server Model 

HP rp74051rp7410 servers scale from one to two cells and include 
complete support for hard partitions (nPartitions). 

Figure 1-2 on page 37 shows an overview ofthe HP rp74051rp7410 server 
hardware architecture. 

You can configure a single nPartition using one or both cells, or can 
configure up to two separate nPartitions within an HP rp7405lrp7410 
server complex. 

In a two-partition HP rp74051rp7410 complex, you would use cell O and 
its core 110 in one nPartition, and use cell 1 and its core 110 in the other 
nPartition. 

The HP rp7405lrp7410 server model includes these features : 

• A single seruer cabinet that includes all cells, 110 chassis, processors, 
memory, PCI cards, and core 110. 

• Either one or two cells. Each cell has up to four PA-RISC processors 
and up to 16 DIMMs. 

• Two PC! I I O chassis that share the same chassis hardware. 

One 110 chassis is connected to cell O, the other is connected to celll. 

Each 110 chassis has 8 PCI card slots, numbered from 1 to 8. 

On HP rp74051rp7410 servers, two PCI slots by convention are 
dedicated for use by a combination LANISCSI card: PCI domain O 
slot 1 (the first slot on the left) and PCI domain 1 slot 8 (the last slot 
on the right). 

• Up to two core I I O deuices , one connected to cell O, and the other 
connected to cell 1. 

• A total seruer complex capacity of: 2 cells, 8 processors, 32 DIMMs, 
and 16 PCI card slots. 

• The model string for HP rp7405lrp7410 servers is 9000/BOO/rp7410. 

HP rp7405lrp7410 servers currently include a single server cabinet that 
is rack-mounted only. In the future HP also will support a stand-alone 
HP rp7405lrp7410 server configuration. 
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Also see nPartition System Hardware Details on page 4 7 for more 
information about HP rp7405/rp7410 server features. 

Figure 1-2 HP rp7405/rp7410 Server Architecture Overview 
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rp8400 Server Model 

HP rp8400 servers scale from one to four cells and include complete 
support for hard partitions (nPartitions). 

Figure 1-3 on page 39 shows an overview ofthe HP rp8400 server 
hardware architecture. 

You can configure a single nPartition using some or all cells, or can 
configure up to two separate nPartitions within an HP rp8400 server 
complex. 

In a multiple-partition HP rp8400 complex, you would use cell O and its 
core 110 in one nPartition, and use cell1 and its core 110 in the other 
nPartition. Any other cells (cells 2 and 3) could be assigned to either of Q 
the two nPartitions, or could be unassigned. 

The HP rp8400 server model includes these features: 

• A single seruer cabinet that includes all cells, 110 chassis, processors, 
memory, PCI cards, and core 110. 

• From one to four cells. Each cell has up to four PA-RISC processors 
and up to 16 DIMMs. 

• Two PC! I I O chassis that share the same chassis hardware. 

One 110 chassis is connected to cell O, the other is connected to celll. 

Each 110 chassishas 8 PCI card slots, numbered from 1 to 8. 

• Up to two core I I O deu ices, one connected to cell O, and the other 
connected to cell 1. 

• A total seruer complex capacity of: 4 cells, 16 processors, 64 DIMMs, 
and 16 PCI card slots. 

• The model string for HP rp8400 servers is 9000/800/Sl6K-A. 

HP rp8400 servers include a single server cabinet that can be 
rack-mounted or stand-alone. 

Also see nPartition System Hardware Details on page 47 for more 
information about HP rp8400 server features. 
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Figure 1-3 HP rp8400 Server Architecture Overview 
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• Cell 1 directly connects to I/0 domain L 

• Cell 2 and cell 3 do not connect to I/0. 

• Core I/Os for cells O and 1 connect to the I/0 domains. 

• Internai disk devices are supported through core I/Os. 
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Superdome Server Models 

, . ...,.,~,.~· c 

HP Superdome servers scale up to 16 cells and include complete support 
for hard partitions (nPartitions). You can configure a single nPartition 
using some or all cells, or can configure multiple nPartitions within the 
same Superdome server complex (up to one nPartition for each cell that 
has core I/0 attached). 

You can add up to two Superdome I/0 expansion cabinets to the 
Superdome 32-way and 64-way models. Each I/0 expansion cabinet has 
up to six additional 12-slot I/0 chassis. 

The three Superdome models include: HP Superdome 16-Way (SD16000) 
Seruer, HP Superdome 32-Way (SD32000) Serve r, and HP S uperdome 
64-Way (SD64000) Seruer. 

Details on these models are given in the following sections. 

Also see nPartition System Hardware Details on page 4 7 for more 
information about HP Superdome hardware features. 

HP Superdome 16-Way (SD16000) Server 

The HP Superdome 16-way server is a single-cabinet server that has 
from two to four cells, each with four HP PA-RISC processors and up to 
32 DIMMs. 

Figure 1-4 on page 41 shows an overview ofthe Superdome 16-way 
server hardware architecture. 

The Superdome 16-way server can have up to 16 processors, 128 DIMMs, 
and up to four 12-slot PCI I/0 chassis. 

The model string for Superdome 16-way servers is 9000/80 0 /SD16000. 
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HP Superdome 16-Way (SD16000) Server 

Figure 1-4 HP Superdome 16-Way Architecture Overview 
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On HP Superdome 16-Way servers: 

• Each cell (0-3) can connect to any one 
of the available I/0 chassis in the cabinet. 

• PCI card slot O in each I/0 chassis is for use 
by a Superdome core I/0 card. 
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HP Superdome 32-Way (SD32000) Server 

The Superdome 32-way server is a single-cabinet server that has from 
two to eight cells, each with four HP PA-RISC processors and up to 32 
DIMMs. 

Figure 1-5 on page 43 shows an overview ofthe Superdome 32-way 
server hardware architecture. 

The Superdome 32-way server can have up to 32 processors, 256 DIMMs, 
up to four internal12-slot PCI I/0 chassis, plus optional I/0 expansion 
cabinet hardware. 

The model string for Superdome 32-way servers is 9000/800/SD32000. 
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Figure 1-5 HP Superdome 32-Way Architecture Overview 
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On HP Superdome 32-Way servers: 

• Each cell (0-7) can connect to any one 
of the available 110 chassis. 

• Additional 110 chassis can be provided 
in a connected 110 expansion cabinet. 

• PCI card slot O in each I/0 chassis is for use 
by a Superdome core I/0 card. 
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HP Superdome 64-Way (SD64000) Server 

The Superdome 64-way server is a tightly interconnected dual-cabinet 
server that has from 4 to 16 cells, each with four HP PA-RISC processors 
and up to 32 DIMMs. 

Figure 1-6 on page 45 shows an overview ofthe Superdome 64-way 
server hardware architecture. 

The Superdome 64-way server can have up to 64 processors, 512 DIMMs, 
and up to eight internal12-slot PCI 110 chassis. (Each ofthe two cabinets 
in a Superdome 64-way server provides up to 32 processors, 256 DIMMs, 
and up to four 12-slot PCI 110 chassis.) HP Superdome 64-way servers 
also can have optional 110 expansion cabinet hardware. 

The model string for Superdome 64-way servers is 9000/800 / SD64000. Q 
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Figure 1-6 HP Superdome 64-Way Architecture Overview 
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HP Superdome 110 Expansion Cabinet 

HP Superdome 32-way and Superdome 64-way servers can include 110 
expansion cabinets in addition to the server cabinet(s) in the complex. 

Each 110 expansion cabinet has a cabinet number of either 8 or 9. 

A Superdome 110 expansion cabinet includes up to 3 110 bays, with two 
12-slot 110 chassis in each bay. This provides for up to 6 chassis with a 
total of 72 PCI card slots in each 110 expansion cabinet. 

The Superdome 110 expansion cabinet is a standard-size cabinet that, 
space permitting, you can mount peripherals in as well as 110 chassis. 

See the section I I O Chassis in HP Superdome IOX Cabinets on page 51 
for more details. 

Also refer to the book I I O Expansion Cabinet Guide for Superdome 
Servers. 
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nPartition System Hardware Details 

This section gives physical details about the Hewlett-Packard servers 
that support nPartitions, including HP Superdome, rp8400, and 
rp 7 405lrp 7 41 O servers. 

The following nPartition server hardware topics are covered here: 

• Cells on page 4 7 

• Processors: HP PA-RISC CPUs on page 48 

• nPartition I I O Chassis and PC! Card Slots on page 48 

• Interna! Disk Devices for HP rp7405lrp7410 and rp8400 Servers on 
page 55 

• nPartition Service Processar (GSP or MP) Hardware on page 56 

Also see Supported HP Server Models on page 34 for an introduction to 
the HP nPartition-capable server models, including architectural 
overv1ews. 

Cells 

This section briefly describes cell hardware details for HP's nPartition 
servers. 

Each cell in an HP nPartition server contains HP PA-RISC processors, 
memory DIMMs, and provides the connection to any I/0 chassis attached 
to the cell. 

For details about cell ID formats, see Specifying Cells and I I O Chassis to 
Commands on page 87. For details about configurable cell attributes, see 
Cell Properties on page 61. 

Ali cells assigned to an nPartition must have the same firmware 
revisions and the same type/speed o f processors and should have 
identical memory configurations. On HP servers that have multiple 
nPartitions, each nPartition can have different types of cells. 

All processors in a cell must be of the same type and speed. All memory 
DIMMs in a cell should be identical for best performance. 

In HP Superdome servers, each cell can support up to 32 memory 
DIMMs and 1-4 processors. 
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nPartition System Overviews 

Processors: HP PA-RISC CPUs 

InHP rp7405/rp7410 and rp8400 servers, each cell can support up to 16 
memory DIMMs and 1-4 processors. 

Each HP Superdome cell can be connected to an I/0 chassis that resides 
either in the same cabinet as the cell or in an I/0 expansion cabinet. 

In HP rp7405/rp7410 and rp8400 servers, cell O connects to I/0 chassis O, 
and cell 1 connects to I/0 chassis 1. 

Processors: 
HP PA-RISC CPUs 

This section describes the supported processar (CPU) types for HP 
nPartition servers. 

Within each cell in an nPartition server, all processors must operate at 
the same speed. Ifmultiple cells reside in a server, each cell can run a set 
of processar whose operating speed is different from the processors in the 
other cell(s) in the server. 

In HP Superdome cells, the following processors types are supported: 
PA8600 (552 MHz) or PA8700 (650, 750, or 875 MHz). 

In HP rp7405/rp7410 and rp8400 servers, the supported processar types 
are: PA8700 (650, 750, or 875 MHz). 

To list the operating speed of processors in a cell, you can use the 
parstatus HP-UX command or the PR command from an nPartition's 
BCH Information menu. 

For example, parstatus -v -c 2 lists hardware details about cell2, 
including the operating speed and processar type for the cell. 

Refer to the chapter Listing and Managing Seruer Hardware on 

o 

page 305 for details on listing cell processar info, including a reference Ü 
chart of cell processar frequencies. 

nPartition 110 Chassis and PCI Card Slots 

This section has details about the I/0 chassis and PCI card slot locations 
in various models of HP nPartition servers and I/0 expansion cabinets, 
and details about slot frequencies and power capabilities. 

The following I/0 chassis and slots are discussed here: 

• I I O Chassis in HP Superdome Compute Cabinets on page 49 
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nPartition.System Overviews 

1/0 Chassis in HP Superdome Compute Cabinets 

• I I O Chassis in HP Superdome IOX Cabinets on page 51 

• I I O Chassis for HP rp7405 I rp7410 and rp8400 S ervers on page 54 

J/0 Chassis in HP Superdome Compute Cabinets 

Each HP Superdome J/0 chassis can connect to one cell in the same 
compute cabinet. 

A Superdome 110 chassis has 12 slots, numbered from 11 to O. The HP 
Superdome core 110 card fits only in slot O. 

Card slot details for Superdome J/0 chassis are in Table 1-1. 

HP Superdome 110 Chassis: 
Card Slot Details 

10 9 8 7 6 5 4 3 2 1 

5.0 I 3.3 3.3 5.0 I 3.3 

single rope dual rope single rope 

o 

PCI cards keyed as PCI cards keyed as PCI cards keyed as 
5-volt or universal. 3.3-volt or universal. 5-volt or universal. 

In HP Superdome 110 chassis, all slots can operate as 64-bit slots and 
can accept 66 MHz PCI cards. 

HP Superdome 1/0 chassis slots 0-3 and 8-11 can accept cards that are 
physically keyed as 5-volt cards or are keyed as universal cards. These 
slots normally operate at 33 MHz with 5-volt signaling, but when a 
66 MHz capable card is detected they are switched by software to opera te 
at 66 MHz with 3.3-volt signaling. 

Slots 4-7 in a Superdome 110 chassis can accept cards that are physically 
keyed as 3.3-volt cards orare keyed as universal cards. These slots can 
operate at 66 MHz or 33 MHz with 3.3-volt signaling only. 

Slots 4-7 also are dual-rope slots, which have two connections between 
the slot's local bus adapter (LBA) and the J/0 chassis system bus adapter 
(SBA). All other slots are single-rope slots, which have a single 
connection between the slot LBA and the 110 chassis SBA. The dual-rope 
slots can have greater sustained bandwidth than single-rope slots. 
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1/0 Chassis in HP Superdome Compute Cabinets 

The Superdome I/0 chassis and slot locations are shown in Figure 1-7. 

HP Superdome 110 Chassis and PCI Card Slot Locations 

Slot 11 - 8 

Bay O. Chassis 1 

AB Figure 1-7 shows, I/0 chassis in HP Superdome compute cabinets 
reside both in the cabinet's front (I/0 bay O) and its rear (I/0 bay 1). 
When you face each I/0 bay, the left I/0 chassis is chassis 1 and the right 
chassis is I/0 chassis 3. In I/0 chassis in a Superdome compute cabinet, 
PCI slot 11 is to the left and slot O is to the right. 

o 

In HP Superdome I/0 expansion cabinets, the 110 chassis are identical Ü 
but are positioned sideways, with either slot O or slot 11 at the bottom. 

Accessing Superdome Compute Cabinet 1/0 Chassis 
and PCI Slots 

Step 1. To access the 110 chassis in an HP Superdome compute cabinet, you 
must open either the cabinet's front door (to access I/0 bay O) or its rear 
door (to access I/0 bay 1). In each 110 bay-when facing the bay-I/0 
chassis 1 is on the left and chassis 3 is on the right. 
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1/0 Chassis in HP Superdome IOX Cabinets 

See Figure 1-7 on page 50 for details. 

Step 2. To access the PCI card slots in an HP Superdome compute cabinet's 110 
chassis, you must remove the cover from the top of the 110 chassis. 

In each Superdome compute cabinet 110 chassis-when facing the 
chassis-PCI slot O is on the right and PCI slot 11 is on the left. 

1/0 Chassis in HP Superdome IOX Cabinets 

Up to two 110 expansion (IOX) cabinets can reside in an HP Superdome 
complex. 

110 expansion cabinets are numbered cabinets 8 and 9. 

The IOX cabinet uses the same 110 chassis as the Superdome compute 
cabinet. Each IOX 110 chassis has 12 slots, numbered from 11 to O. See 
Table 1-1 on page 49 for details about the card slots. 

Each 110 expansion cabinet has its own power supplies, fans, and 
utilities (which are connected to the Superdome server's service 
processar bus). · 

The 110 chassis (and PCI card slots) within each 110 expansion cabinet 
are made available to nPartitions through direct 1/0 chassis-to-cell 
connections--exactly as intemal Superdome server cabinet 110 chassis 
are connected to cells. 

Three 110 bays can be housed in each IOX. These bays are numbered 
from bottom to top: 110 bay O, bay 1, and bay 2, as shown in Figure 1-8. 
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1/0 Chassis in HP Superdome IOX Cabinets 

Figure 1-8 1/0 Expansion Cabinet (IOX) for HP Superdome 

s---x ~ 

IOX 1.: 0 Ba)' 2 

IOX 1/0 Bay 1 

IOX 1'0 Bay O 

Each 1/0 bay in an IOX houses two 110 chassis: the left chassis is 1/0 
chassis 1, right is chassis 3. Thus, an IOX can have up to six 110 chassis 
that can connect to the cells in an attached Superdome compute cabinet. 

Accessing Superdome IOX 1/0 Chassis and PCI Card Slots 

This procedure describes how to access the 110 chassis and PCI card slots 
in an HP Superdome 110 expansion cabinet (IOX). 

Step 1. To access the 110 chassis in an IOX bay, you must remove the front bezel 
from the bay, and also remove the EMI cover, as shown in Figure 1-9. 

The two 110 chassis in each IOX bay are accessible when the 110 bay 
slides out from the IOX cabinet. 
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Figure 1-9 IOX Bezel, Cover, and Bay 

Elvll Cover 

Front Bezel 

nPartition System Overviews 

1/0 Chassis in HP Superdome IOX Cabinets 

Step 2. To access the PCI card slots in an IOX I/0 chassis, remove the I/0 chassis 
co ver. 

To access slots in chassis 1 o f the bay remove the cover from the left si de 
of the I/O bay, or remove the cover from the right side of the bay to access 
I/0 chassis 3's PCI card slots. See Figure 1-9 for details. 
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1/0 Chassis for HP rp7405/rp7410 and rp8400 Servers 

110 Chassis for HP rp74051rp7410 and rp8400 Servers 

HP rp74051rp7410 and rp8400 servers have two I/0 chassis, each with 8 
slots numbered left to right from 1 to 8. 

Both HP rp74051rp7410 and rp8400 server cabinets have a single I/0 bay 
on the cabinet's rear that houses the two I/0 chassis or "I/0 domains". 
When you face the I/O bay, viewing the rear o f the cabinet, the chassis on 
the left is I/0 chassis O, and right is I/0 chassis 1. 

Cell O connects to chassis O and cell 1 connects to chassis 1. 

In HP rp74051rp7410 servers, two PCI card slots are reserved for use by a 
SCSIILAN card: chassis O, slot 1 and chassis 1, slot 8. This is a 64-bit 
card that operates at 66 MHz and 3.3-volt signaling. 

HP rp74051rp7410 and rp8400 I/0 chassis card slot details are listed in Q 
Table 1-2. 

HP rp74051rp7410 and rp8400 110 Chassis: 
Card Slot Details 

1 2 3 4 5 6 7 8 

3.3 3.3 3.3 3.3 3.3 3.3 5.0 I 5.0 I 
3.3 3.3 

dualrope single 
rape 

PCI cards keyed as 3.3-volt or universal. PCI cards 
keyed as 5-volt 
or universal. 

Ali slots in HP rp74051rp7410 and rp8400 I/0 chassis can operate as 
64-bit slots and can accept 66 MHz PCI cards. 

HP rp74051rp7410 and rp8400 I/0 chassis slot s 1-6 accept cards 
physically keyed as 3.3-volt cards or keyed as universal cards. These 
slots can operate at 66 MHz or 33 MHz with 3.3-volt signaling only. 

Slots 7 and 8 in rp74051rp7410 and rp8400 I/0 chassis accept cards 
keyed as 5-volt cards or keyed as universal cards. These slots normally 
operate at 33 MHz with 5-volt signaling, but when a 66 MHz capable 
card is detected they are switched by software to operate at 66 MHz with 
3.3-volt signaling. 
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nternal Disk Devices for HP rp 7 405/rp 7 41 O and rp8400 Servers 

On both HP rp7405/rp7410 and rp8400 servers, slots 1-7 are dual-rope 
slots, which have two connections between the slot's local bus adapter 
(LBA) and the 110 chassis system bus adapter (SBA). The core 110 
connections (slot O) and slot 8 are single-rope slots, which have a single 
connection between the slot LBA and the 110 chassis SBA. The dual-rope 
slots can have greater sustained bandwidth than single-rope slots. 

Internai Disk Devices for HP rp7405/rp7410 
and rp8400 Servers 

This section covers hardware paths and locations for the internai disk 
devices in rp7405/rp7410 and rp8400 servers: 

• Disk Deuices in HP rp7405/rp7410 Cabinets on page 55 

• Disk Deuices in HP rp8400 Cabinets on page 56 

Disk Devices in HP rp7405/rp7410 Cabinets 

The hardware paths for internai drives in an HP rp7405/rp7410 cabinet 
are shown in Figure 1-10. 

HP rp7405/rp7410 Internai Storage Hardware Paths 

HP rp7405/rp7410 Front View: Cabinet-lnternall/0 Devices 

110/0/3/0.x 110/0/3/0.6 110/1/0/0/111.6 

where xis: 
Cell1 Disk Cell1 Disk 

2 for CDIDVD-ROM 
0/0/0/3/0.6 0/0/0/3/0.5 3forDAT 
Cell O Disk Cell O Disk 

Cell 1 CD/DVD or DAT 

As Figure 1-10 shows, in an HP rp7405/rp7410 cabinet the top internai 
disk drives connect to cell1 through the core 110 for cell1 (for 1/0/0/3/0.6) 
and the LAN/SCSI card in slot 1_8 (110 chassis 1 siot 8, for 
110/110/0/111. 6). 

Both ofthe bottom disk drives (0/0/0/3/0.6 and 0/0/0/3/0.5) connect to cell 
O through the core 110 for cell O. 

A CD/DVD-ROM drive or DAT drive connects to cell1 through the core 
110 card for cell 1, thus it can be accessed through cell 1's nPartition only. 

HP System Partitions Guide: Administration for nPartitions, rev 6. O 55 
Á : Ros-;,~ o312oos -77.~ 

! CPMI • CORREIO~ I 
l 

• 
1 1 Fls: O O 4 5 -I 

l 

369; 
jDoc: 



Figure 1-11 
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Disk Devices in HP rp8400 Cabinets 

Disk Devices in HP rp8400 Cabinets 

The hardware paths for internai drives in an HP rp8400 cabinet are 
shown in Figure 1-11. 

HP rp8400 Internai Storage Hardware Paths 

HP rp8400 Front View: Cabinet-lnternal 1/0 Devices 

0/0/0/3/0.2 
Cell O CD/DVD 0/0/0/2/1.9 0/0/0/2/0.9 

I 

Cell O Disk Cell O Disk 

110/0/3/0.2 110/0/2/1.9 110/0/2/0.9 
Cell 1 CD/DVD Cell1 Disk Cell1 Disk 

As Figure 1-11 shows, in an HP rp8400 cabinet the top internai drives 
connect to cell O through its core I/0 card, and the bottom internai drives 
connect to cell 1 through the cell 1 core I/0 card. 

nPartition Service Processor (GSP or MP) Ha rdware 

This section introduces the service processar (GSP or MP) hardware in 
HP's nPartition servers: 

• Service Processar for HP rp7405/rp7410 on page 57 

• Service Processar for HP rp8400 on page 58 

• Service Processar for HP Superdome on page 59 

For further detaiis on connecting to and using an nPartition server's 
service processar, refer to the chapter Using Console and 
Service Processar Interfaces on page 125. 
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nPartition Service Processar (GSP or MP) Hardware 

Service Processar for HP rp7405/rp7410 

On HP rp7405/rp7410 servers, service processar functionality is provided 
in the core 110 card, shown in Figure 1-12. The rp7405/rp7410 core 110 
card's customer LAN port, which permits remate telnet access to the 
service processar, is labeled "MP LAN". The "MP Serial" port is single 
DB25 serial port from which three DB9 serial connectors are available (a 
DB25-to-3xDB9 dongle must be connected). A direct RS-232 serial 
connection to the service processar is available through the DB9 
connector labeled "Console". Remate modem access to the service 
processar can be provided through the DB9 connector labeled "Remate". 

HP rp7405/rp7410 Service Processor LAN and Serial Ports 

HP rp7410 
RearView 

Core 1/0 O 
location 

Core 1/0 1 
location 

HP rp7410 
Core 1/0 card 

"MP Serial" port 

"MP Reset" button 

"MP LAN" port 
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Figure 1-13 
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nPartition Service Processar (GSP or MP) Hardware 

Service Processar for HP rp8400 

On HP rp8400 servers, service processar functionality is provided in the 
core VO card, shown in Figure 1-13. The rp8400 core VO card's customer 
LAN port, which permits remote telnet access to the service processar, is 
labeled "GSP LAN". A direct RS-232 serial connection to the service 
processar is available through the "Local Console" port. The "Remote 
Console" port is for externai, remote modem access to the service 
processar. 

HP rp8400 Service Processar LAN and Serial Ports 

58 

location 

HP rp8400 
RearView 

Core 1/0 1 
location 

"Sys Serial" port 

"Sys LAN" port 

"Remate Console" port 

"GSP LAN" port 

"Local Console" port 

''GSP Reset" button 
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nPartition Service Processar (GSP or MP) Hardware 

Service Processar for HP Superdome 

On HP Superdome servers, service processar functionality is provided by 
the "GSP UGUY and SUB" cabinet hardware, which can be seen in the 
rear ofthe cabinet above the LAN and console ports (see Figure 1-14). 
Use the cabinet O (not cabinet 1) LAN and RS-232 connections to access 
the service processar. The cabinet O "Customer LAN" port provides 
remote telnet access to the service processar. A direct RS-232 serial 
connection to the service processar is available through the "Local 
RS232" port. The "Remote RS232" port is for externai, remote modem 
access to the service processar. 

HP Superdome Service Processor LAN and Serial Ports 

HP Superdome 
Cabinet O 

· RearView 

HP Superdome 
LAN and console ports 

í Remote 1 í Local I í Customer 1 í Private 1 
RS232 RS232 LAN LAN 

( J t ) 
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Overview of nPartitions 

Overview of nPartitions 

On HP's nPartition servers, each nPartition is a "logical system" that 
has its own dedicated portion of the server hardware that can run a 
single instance ofthe HP-UX lli operating system. Each nPartition can 
boot, reboot, and opera te independently of any other nPartitions and 
hardware within the same server complex. 

Each nPartition has one or more cells (containing processors and 
memory) that are assigned to the nPartition for its exclusive use. Any 
110 chassis that is attached to a cell belonging to an nPartition also is 
assigned to the nPartition. (Each chassis has PCI card slots plus any 110 
cards and attached devices, and may also have core 1/0.) O 
The server complex includes all hardware within an nPartition server: 
all cabinets, cells, 110 chassis, 110 devices and racks, management and 
interconnecting hardware, power supplies, and fans. 

You can configure one or more nPartitions within a server complex, 
allowing the hardware to function as a single HP-UX lli system oras 
many systems. 

The following concepts and issues related to nPartitions are introduced 
in the rest o f this section: 

• Cell Properties on page 61 

• Genesis Partition on page 63 

• Partition Numbers on page 64 

• nPartition Local and Remate Access on page 64 

• nPartition Actiue and Inactiue States on page 66 
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# parstatus -C 
[Cell] 

Hardware Actual 
Location Usage 

nPartition System Overviews 

Cell Properties 

Cells in an HP nPartition server have various properties that determine 
how the cells can be used and managed. 

The cell properties discussed here include: Assigned and Unassigned 
Cells, Base Cells, Core Cells, and Actiue and Inactiue Cells . 

To list details about all cells in a server complex, you can use the 
parstatus -c HP-UX command or Partition Manager. 

The parstatus -c command output includes the current nPartition 
assignments, usage, and 110 details for the cells. 

CPU Memory Use 
OK/ (GB) Core On 
Deconf/ OK/ Cell Next Par 
Max Deconf Connected To Capable Boot Num 

========== ============ ======= ========= =================== ======= 
cabO,cellO active 
cabO,cell1 active 
cabO,cell2 active 
cabO,cell3 absent 
cabO,cell4 active 
cabO,cellS active 
cabO,cell6 active 
cabO,cell7 absent 

# 

Assigned and 
Unassigned Cells 

Base Cells 

core 4/0/4 8.0/ 0.0 cab O,bayO,chassis1 yes yes o 
base 4/0/4 8.0/ 0.0 - no yes o 
base 4/0/4 8.0/ 0.0 cab O,bay1,chassis3 yes yes o 

core 2/0/4 4.0/ 0.0 cab O,bayO,chassis3 yes yes 1 
base 2/0/4 4.0/ 0.0 - no yes 1 
base 2/0/4 4.0/ 0.0 cab O,bay1,chassis1 yes yes 1 

Each cell in an nPartition server complex either is assigned to one o f the 
nPartitions in the complex, or it is unassigned and thus is not used by 
any of the nPartitions. If an 110 chassis is attached to an unassigned cell, 
then the chassis likewise is not assigned to an nPartition. 

Cells that are unassigned are considered to be available resources; they 
are on the server complex's "free celllist" and are free to be assigned to 
any ofthe existing nPartitions, or can be used to create new nPartitions. 

For the HP-UX 11i release, all cells within an Partition are base cells. 

The HP-UX 11i utilities for managing nPartitions automatically set the 
cell type to base cell, if you do not specify the cell type. 
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Active and 
lnactive Cells 
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Cell Properties 

One cell in each nPartition must serve as the active core cell. The core 
cell is a cell that is connected to an I/0 chassis that has core 1/0. The 
core cell controls the nPartition until HP-UX has booted, and it provides 
console access for the nPartition. 

The core cell's core I/0 provides console access for the nPartition through 
the service processar (GSP or MP). 

The monarch processar on the core cell runs the Boot Console Handler 
(BCH) code while all other processors are idle until HP-UX is booted. 

Although an nPartition can have multiple core-capable cells (any 
assigned cell that has an I/0 chassis with core I/0), only one core I/0 is 
actively used in an nPartition (the one belonging to the active core cell). 

To be eligible as a core cell, a cell must be assigned to the nPartition, it o 
must be active, and it must be attached to an I/0 chassis containing 
functional core I/0. 

The core cell is selected by system firmware in the early stages o f the 
nPartition boot process. 

By default-on HP Superdome and HP rp8400 servers-the lowest 
numbered eligible cell in an nPartition is selected as the core cell. 

By default on HP ~p7405/rp7410 servers only, celll is selected as the 
core cell if it is eligible. 

You can define up to four core cell choices (or "alternates") for an 
nPartition (two core-capable cells are currently supported on HP 
rp7405/rp7410 and HP rp8400 servers). The core cell choices are cells 
that you prefer to be selected as the nPartition's core cell. If your first 
core cell alternate cannot be used, then the second choice is checked; if 
the second choice fails, then any other choices are tried, in the order you 
specified. 

When none o f the core cell choices can serve as the active core cell, the O 
nPartition then attempts to select an eligible cell using the default 
process. 

Cells that are assigned to an nPartition and have booted to form an 
nPartition are active cells whose resources (processors, memory, and 
any attached I/0) can be actively used by software running in the 
nPartition. 
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Genesis Partition 

Cells that are inactive either are not assigned to an nPartition, or they 
have not participated inpartition rendezuous to form an nPartition with 
any other cells assigned to the nPartition. (Partition rendezvous is the 
point during the nPartition boot process when all available cells in an 
nPartition join together to establish which cells are active for the current 
boot o f the nPartition.) 

For example, a cell can be inactive when it is powered off, has booted 
with a "n" use-on-next-boot value, or is assigned to an nPartition that 
has been reset to the ready for reconfig state. 

The resources belonging to inactive cells are not actively used by an 
nPartition. For a cell's resources to be actively used the cell must boot 
and participate in partition rendezvous. 

Genesis Partition 

The Genesis partition is the initial, one-cell nPartition created within 
a server complex. The Genesis partition isjust like any other nPartition 
except in how it is created. 

lfyour server complex has its nPartitions pre-configured by HP, you do 
not need to create a Genesis partition. 

However, you alwàys have the option of creating a Genesis partition by 
using the service processar (GSP or MP) Command menu's CC command, 
G option, to ''wipe out" any existing nPartition definitions and start a new 
complex configuration that includes only the Genesis partition. 

You can use HP-UX utilities running on the Genesis partition as the 
method for configuring ali nPartitions in the complex. The Genesis 
partition always is partition number O. 

When it is first created, the Genesis partition consists of one cell that is 
connected to an 1/0 chassis that has core 1/0 installed. The Genesis 
partition also should have a bootable disk (or a disk onto which you can 
install HP-UX). 

If HP-UX is not installed on the Genesis partition's disk(s), you can boot 
the Genesis partition to the Boot Console Handler (BCH) menu and from 
that point install HP-UX. This installation requires either having access 
to an HP-UX install server, ora CD-ROM drive (ar DVD-ROM drive) 
connected to the cell's 1/0 chassis. 
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Partition Numbers 

After you boot HP-UX on the Genesis partition, you can modify the 
nPartition to include additional cells. You also can create other, new 
nPartitions and can modify them from the Genesis partition or from any 
other nPartition running HP-UX. 

Note that-once you create additional nPartitions-you do not 
necessarily have to use the Genesis partition to perform your nPartition 
management and configuration tasks. 

Partition Numbers 

Each nPartition has its own unique partition number that the 
nPartition commands and utilities use for identifying the nPartition. 

When you create an nPartition, the utility you use assigns the nPartition o 
the lowest available partition number. For example, the Genesis 
partition always is partition number O because it is the first and only 
nPartition in the server complex when it is created, and the second 
nPartition to be created is partition number 1. 

After you remove an nPartition, no cells are assigned to the nPartition. 
ABa result, the nPartition tools can assign cells to the partition number 
when creating a new nPartition. 

For example, ifyou remove partition number 2, then the parcreate 
command or Partition Manager tool can assign cells to partition number 
2 when creating a new nPartition, if alllower-numbered nPartitions 
(partition numbers O and 1) already are defined. 

nPartition Local and Remote Access 

Your access to an nPartition-whether local or remate--determines your 
ability to configure and manage the nPartition. Some capabilities require 
local partition access while other capabilities only require that you login O 
to any of the nPartitions in the server complex, including remate 
partitions. 

Local nPartition 

When you login to HP-UX running on an nPartition, or when you access 
an nPartition's BCH interface or console, the nPartition you are 
accessing is considered to be the local nPartition. 
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s()4JC 

Remote nPartitioJY 

nPartition .Systero Overviews 
nPartition Local and Remote Access 

All nPartitions in the complex other than the one you are accessing are 
considered to be remote nPartitions. 

You can use the parstatus -w command to list the partition number for 
the local nPartition. 

The local partition number is 1. 
# parstatus - P 
[Partition) 
Par # of # of I / O 
Num Status Cells Chassis Core cell Partition Name (first 30 chars) 

============ ======== ========== =============================== 
active 
active 

2 
1 

2 
1 

cabO,cellO feshd2 
cab1,cell2 feshd5 

Tools Requirements and Limits 
for Use in Local and Remote nPartitions 

The following list describes many ofthe administration requirements for 
using HP-UX tools on a local or remote nPartition. For detailed 
procedures, refer to these chapters: Booting and Resetting nPartitions on 
page 197, Managing nPartitions on page 243, and Listing and Managing 
Server Hardware Õn page 305. 

• Listing Information-You can use the parstatus command or the 
Partition Manager utility from any nPartition to list nPartition and 
complex information. 

• Adding (Assigning) a Cell to an nPartition-You can use 
parmodify or Partition Manager from any nPartition to assign a cell 
to any nPartition in the server complex. 

• Removing (Unassigning) a Cell from an nPartition-You can 
unassign an inactive cell from its nPartition by using parmodify or 
Partition Manager on any nPartition. However, to unassign an active 
cell you must use these tools from the local nPartition (the nPartition 
to which the cell is assigned). 

• Powering On o r Off a Cell-To power on o r off a cell that is 
unassigned, you can use frupower or Partition Manager on any 
nPartition. To power on or off an assigned cell, the cell must be 
inactive and you must use frupower or Partition Manager from the 
local nPartition (the nPartition to which the cell is assigned). 
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# parstatus -P 
[Partition] 
Par 
Num Status 

# 

O inactive 
1 active 

nPartition System Overviews 

nPartition Aclive and lnactive States 

• Rebooting or Shutting Down HP-UX-To reboot or shut down 
HP-UX you must issue the /usr/ sbin/shutdown command and 
appropriate options (such as -r, -R, -h, -R -H, or others) from the 
local nPartition. 

• Turning Attention Indicators (LEDs) On or Off-You can use 
the fruled command or Partition Manager to control the attention 
indicators for all hardware in the server complex from any 
nPartition. 

nPartition Active and Inactive States 

Each nPartition's boot state either is actiue or inactiue. 

Active nPartition 

An nPartition that is active has at least one cell that is active (not in a 
boot-is-blocked state). When an nPartition is active, the nPartition's 
available cells complete partition rendezvous and then the Boot Console 
Handler (BCH) interface is loaded and is displayed on the nPartition's 
console. HP-UX is loaded and run from BCH on an active partition. 

lnactive nPartition 

An inactive partition is considered to be in the ready for reconfig 
state, because all cells assigned to the nPartition either remain ata 
boot-is-blocked state or are powered off. 

Use the parstatus -P HP-UX command to list all nPartitions and their 
boot states (active or inactive). 

# o f # o f I/0 
Cells Chassis 

======== 
2 1 
2 1 

Core cell 
========== 
? 
cab1,cell2 

Partition Name (first 30 c hars) 

feshdSa 
feshdSb 

To make an inactive partition actiue, use the service processar (GSP or 
MP) Command menu's BO command. The BO command clears the 
boot-is-blocked flag for all cells assigned to th e nPartition, thus allowing 
the cells to rendezvous and enabling the nPartition to run the BCH 
interface. (If all of an nPartition's cells are powered off, you must power 
on its cells to enable the nPartition to become active.) 
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~ nPartition System Overviews J nPartition Aclive and lnaclive States 

To make a partition mactiu~ , you can issue commands from HP-UX, the 
BCH interface, or the service processar (GSP or MP) Command menu. 

• When HP-UX is running on an nPartition, you can make the 
nPartition inactive by issuing the shutdown -R -H command to shut 
down HP-UX, reboot all cells, and hold all cells ata boot-is-blocked 
state. 

• When the BCH interface is available for an nPartition, you can make 
the nPartition inactive by issuing the BCH interface's 
RECONFIGRESET command. This reboots all cells assigned to the 
nPartition and holds all cells ata boot-is-blocked state. 

• lf an nPartition is active but is not responsive (that is, if you can 
neither login as root to issue the shutdown -R -H command nor 
access the nPartition's BCH interface from its console), then use the 
service processar Command menu's RR command to make the 
nPartition inactive. This reboots all cells assigned to the nPartition 
and holds all cells at a boot-is-blocked state. 

Issuing the service processar Command menu's RR command 
immediately halts all processing and I/0 activity on the specified 
nPartition. Be.certain to correctly specify which nPartition isto be 
reset to the ready for reconfig state. 

All three methods above reboot an nPartition and hold all of its cells at 
boot-is-blocked; as a result the rebooted nPartition is placed in the ready 
for reconfig (inactive) state. 
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Complex Profiles 

Each HP nPartition server's Complex Profile includes the data that 
determine how the server's hardware is assigned to and used by 
nPartitions. 

When you configure nPartitions and modify nPartition settings, the 
commands and utilities you use lock and unlock the server's Complex 
Profile when revising it. 

The Complex Pro file consists of two parts: Stable Complex Configuration 
Data (complex-wide settings) and Partition Configuration Data 
(individual nPartition settings). 

You can modify nPartition configurations (and thus revise the Complex 
Profile) by using the server's service processar Command menu, 
nPartition Boot Console Handler (BCH) interfaces, or HP-UX nPartition 
commands and Partition Manager. 

Each Complex Profile contains the following information for the server 
complex. 

• Stable Complex Configuration Data 

This portion ofthe Complex Profile stores complex-wide information, 
including the following details: 

The name of the complex 

Which cells are assigned to which nPartitions, and which cells 
are unassigned (those on the free celllist, which are available to 
be assigned to any nPartition) 

The model number, model string, product numbers, and the 
serial number for the complex 

The server complex's service processar stores the mas ter copy o f the 
Stable Complex Configuration Data. Each cell also stores a copy if 
this data. 

• Partition Configuration Data 

68 

This portion ofthe Complex Profile stores nPartition-specific 
information. 
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Complex Profiles 

The Partition Configuration Data includes the following details for 
each nPartition in the server complex: 

The nPartition's name, number, and IP address 

The PRI, HAA, and ALT boot paths and boot actions (path flags) 

The use-on-next-boot setting for each cell 

This determines whether the cell is allowed to become active and 
join (rendezvous) the rest of the cells in the nPartition. 

The core cell choices 

This is a list of any cells that are preferred to be selected as the 
nPartition's active core cell. 

Each nPartition has its own Partition Configuration Data, a copy of 
which is stored on each celi in the nPartition. The server's service 
processo r also stores copies of this data for ali nPartitions. 

The server's service processar manages all Complex Profile data and 
keeps ali copies ·ofthe data coherent. 

Complex Profile Locks 

Locking and unlgcking Complex Profiles is automaticaliy managed 
by the commands and utilities that you use to configure and modizy 
nPartitions. Portions of the Complex Pro file data are updated when you 
modizy nPartition configurations or server complex configurations. For 
more details on nPartition reconfiguration, including procedures for 
manualiy unlocking complex profiles, refer to the chapter Managing 
nPartitions on page 243. 
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Tools for Managing nPartitions 

Tools for Managing nPartitions 

You can use several different software tools to create, modizy, and 
monitor a server's nPartitions and related server complex hardware. 

These tools have capabilities that overlap in some cases, but each tool 
also has unique features and access requirements. 

The tools for managing nPartitions are: 

• Service Processar (GSP or MP) menus 

• Virtual Front Panel (VFP) interfaces 

• Boot Console Handler (BCH) interfaces 

• HP-UX nPartition Configuration Commands 

• Partition Manager (/opt/parmgr/bin/parmgr) 

• System Administration Manager (SAM, /usr I sbin/ sam) 

The service processar in HP servers is sometimes called the Management 
Processar (MP) and sometimes the Guardian Service Processar (GSP). 

Regardless of the name, the service processar in these servers provides 
approximately the same features and performs essentially the same role. 

Throughout this document, the term "service processar" refers to both 
the MP and GSP service processors. 

Table 1-3 lists the nPartition management tools and describes each tool's 
features and capabilities. 
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Partition Tool 

Service Processor 
(GSP or MP) 
menus 

o 

Virtual Front 
Panel (VFP) 
interfaces 

o 

nPartition System Overviews 

Tools for Managing nPartitions 

Use Table 1-3 to select the most appropriate nPartition management tool 
based on the tasks you need to perform and the ways in which you can 
access the system. 

Management Tools for nPartitions 

Features and Restrictions 

The service processor menus provide a complex-wide service interface 
that allows access to complex hardware and nPartitions defined 
within the complex. 

Also refer to the chapter Using Console and Seruice Processar 
Interfaces on page 125 for details. 

• Availability-Using service processor menus requires logging in 
to the service processar. Your service processar login account 
determines your levei of access to the complex hardware and 
nPartitions. 

-
• Features--,--Service processar commands, access to nPartition 

consoles, Virtual Front Panels (VFPs) for live nPartition status 
details, ability to power cycle hardware, ability to reset and TOC 
nPartitions, ability to view live chassis codes, and access to 
console and chassis code log files. 

• Tasks Supported-Monitoring and listing status for all 
nPartitions and hardware within a server complex. Viewing 
chassis codes. nPartition console access. nPartition reset and 
complex hardware power control. 

The VFP interface provides a real-time display of nPartition and cell 
boot states and activities. 

Also refer to the chapter Using Console and Service Processar 
Interfaces on page 125 for details. 

• Availability-Viewing the VFP interface for an nPartition (or 
entire system) requires logging in to the service processor. Your 
service processar user account determines which nPartition VFPs 
you can access. 

• Features-Real-time text summaries ofnPartition and cell boot 
states and activities. 

• Tasks Supported-Monitoring nPartition boot progress and 
associated cell status. 
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Table 1-3 
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Managernent Tools for nPa~~(Continued) 
Partition Tool Features and Restrictions 

Boot Console The BCH interface is the method for interacting with an nPartition 
Handler (BCH) before it has booted HP-UX. Each nPartition's BCH interface provides 
interface menus for configuring nPartition settings and booting HP-UX. 

Also refer to the chapter Using Console and Service Processar 
Interfaces on page 125 for details. 

• Availability-Using an nPartition's BCH interface requires 
accessing the nPartition's console through the service processar 
Console menu. 

• Features-Allows you to select which device and which HP-UX 
kemel is booted, to configure the boot actions for devices, and to 

o 
software-deallocate CPUs, memory, and cells. 

• Tasks Supported-Configuring and managing the HP-UX boot 
process, getting nPartition-specific information, resetting the 
local nPartition, configuring various nPartition settings. 

HP-UX nPartition The HP-UX nPartition configuration commands allow you to 
Configuration configure, modif:Y., and monitor nPartitions and hardware within a 
Commands server complex. 

See the section Using HP-UX nPartition Configuration Commands on 
page 85 for details. 

The commands include parcreate, pannodify, parstatus, 
parremove, parunlock, fruled, and frupower. 

• Availability-Using the HP-UX nPartition configuration 
commands requires logging in to HP-UX running on an 
nPartition. All users can issue the parstatus and frul ed 
commands, but all other commands require root user o 
permissions. 

• Features-These commands allow you to manage nPartitions and 
hardware when HP-UX is in single- or multi-user mode and 
when you are logged in with text-only terminal access. 

• Tasks Supported-Configuring, modifying, and getting 
information about nPartitions and hardware within a server 
complex. 
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(parmgr) 
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System 
Administration 
Manager (SAM) 

o 
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Management Tools for nPartitions (Continued) 

Features and Restrictions 

Partition Manager (/opt/parmgr/ bin/ parmgr) provides a graphical 
interface for configuring, modifying, and managing nPartitions and 
hardware within a server complex. 

See the section Using the Partition Manager Utility on page 106 for 
details. 

• Availability-You can use Partition Manager when HP-UX is 
running in multi-user mode on the nPartition. You can use 
Partition Manager as a stand-alone X window application 
(parmgr) and can launch it from SAM. Partition Manager also can 
be launched from a PC Web browser. 

• Features-Provides a graphical user interface and also supports 
Web console access. Performs additional error checking beyond 
what the HP-UX nPartition configuration commands support. 
Also supports 110 card online addition and replacement. 

• Tasks Supported-Configuring, modifying, and getting 
information about nPartitions and hardware within a 
hard-partitionable server complex. 

• Detailed Information-See the parmgr online help . 

When using SAM (/usr I sbin/ sam) in graphical mode, you can 
launch Partition Manager from SAM. 

See Partition Manager, above, for details. 
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HP-UX lli Release Features 

The HP-UX lli June 2003 Release Notes lists the latest feature additions 
and changes to HP-UX operating system and the various "operating 
environment" bundles. 

Each ofthe HP-UX operating environment bundles includes its own 
collection of applications. You can install any one of the operating 
environments at a time. 

Use the swlist -1 bundle command to list all installed software 
bundles, including operating environments. 

The Read Before lnstalling ar Updating HP-UX lli, June 2003 booklet, Q 
which is distributed with HP-UX media, also has current details on 
release and operating environment features. 

The release notes and "Read Before" booklet also are available on the 
http:/ /docs.hp.com/ Web site. 

The HP-UX lli operating environments are described in the following 
list. 

• HP-UX lli Operating Environment 

This is an integrated and tested software solution for servers. It 
contains the base HP-UX lli operating system and selected drivers 
and applications. 

• HP-UX lli Enterprise Operating Environment 

This is an operating environment marketed and supported only for 
commercial servers. It contains everything in the basic HP-UX lli 
Operating Environment plus additional applications. 

• HP-UX lli Mission Criticai Operating Environment 

This is an operating environment marketed and supported only for 
commercial servers. It contains everything in the HP-UX lli 
Enterprise Operating Environment plus additional applications. 

• HP-UX lli Technical Computing Environment 

74 

This is an operating environment marketed and supported for 
technical computing servers and workstations. It contains the base 
HP-UX lli operating system and selected drivers and applications. 
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• HP-UX lli Minimal Technical Operating 

nPartition System Overviews 

HP-UX 11 i Release Features 

This is an operating environment defined for HP workstations. lt 
contains all the base functionality. However, compared to the 
Technical Computing Operating Environment, the set of additional 
applications is greatly reduced. 
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HP-UX Hardware Paths for nPartitions 

The HP-UX hardware path for nPartition systems is provided in the 
format described here. 

The /usr/sbin/ioscan HP-UX command reports the hardware path for 
active components within the nPartition in which the command is 
issued. 

You also can use the /usr/bin/rad -q command to list details about 
active 1/0 slots and cards in the local nPartition. 

The ioscan and rad commands only report information about the 
currently actiue hardware components in the local partition. 

These commands do not report details for hardware that is not assigned 
to the local nPartition or hardware that is inactive in the nPartition. 

Hardware Paths in nPartitions 

The components of nPartition hardware paths a_re: 

a/b/c/d/e.f.g 

where these components are as described in the following list. 

• a 

Is the global cell number. 

• b 

o 

Is a processar (10-13), memory (5), ora system bus adapter (0). Each Q 
1/0 chassis has a single system bus adapter. 

• c 

Is a local bus adapter (the LBA, one for each PCI card slot in the 
chassis). The LBA connects its corresponding PCI card slot with the 
system bus adapter. 

NOTE The LBA number is not necessarily the same as the PCI slot number. 
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# ioscan 
H/W Path 

12 
12/0 
12 /0/0 
12/0/0/0/0 
12 /0/0/1/0 
12/0/1 
12/0/2 
12/0/3 
12/0/4 

nPartition System. Overviews 

HP-UX Hardware Paths for nPartitions 

Use the rad -q command to list all active PCI slots in an nPartition 
along with their corresponding hardware paths. See PCI Card Slot 
and Hardware Path Numbering on page 79. 

• d 

Is the card's address on the slot's PCI bus. 

Typically this is O (zero), although the core 110 card has multiple 
devices and addresses in a single card. 

• e 

Is the function for the 110 card. Typically this is O (zero) for 
single-function cards. 

• f 

• 
Is the target ofthe 110 device, or SCSI ID . 

g 

Is a device-specific address such as a SCSI controller (initiator). 

See the ioscan (1M) manpage for details on using ioscan to list 
hardware path information. 

ioscan Output for a One-Cell HP Superdome nPartition 

The following example shows ioscan output for a one-cell nPartition. 

In this example, the hardware path for the cell is 12, indicating that the 
cell is in slot 4 in cabinet 1. See Specifying Cells and I I O Chassis to 
Commands on page 87 for details about cell path formats. 

Class Description 

root 
cell 

ioa System Bus Adapter (804) 
ba Local PCI Bus Adapter (782) 

tty PCI Serial (103c1048) 
lan HP PC! 10/100Base-TX Core 

ba Local PCI Bus Adapte r (782) 
ba Local PCI Bus Adapte r (782) 
ba Local PCI Bus Adapte r (782) 
ba Local PCI Bus Adapter (782) 
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12/0/6 
12/0/6/0/0 
12/0/6/0/0.5 
12/0/6/0/0 . 5 . 0 
12/0/6/0/0 . 6 
12/0/6/0/0.6.0 
12/0/6/0/0.7 
12/0/6/0/0.7.0 
12/0/8 
12/0/9 
12/0/10 
12/0/11 
12/0/12 
12/0/14 
12/5 
12/10 
12/11 
12/12 
12/13 
# 

nPartition System Overviews 

HP-UX Hardware Paths for nPartitions 

ba 

ba 
ba 
ba 
ba 
ba 
ba 

memory 
processar 
processar 
processar 
processar 

ext bus 
target 

disk 
target 

disk 
target 

ctl 

Local PCI Bus Adapter (782) 
SCSI C87x Ultra Wide Differential 

SEAGATE ST39173WC 

SEAGATE ST39173WC 

Initiator 
Local PCI Bus Adapte r (782) 
Local PCI Bus Adapte r (782) 
Local PCI Bus Adapter (782) 
Local PCI Bus Adapter (782) 
Local PCI Bus Adapte r (782) 
Local PCI Bus Adapte r (782) 
Memory 
Processar 
Processar 
Processar 
Processar 
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PCI Card Slot and Hardware Path Numbering 

On nPartition servers, the PCI card slot numbers (within an 110 chassis) 
are not necessarily the same as their local bus adapter (LBA) number, 
such as is reported by the ioscan or rad HP-UX commands. 

Table 1-4 shows the correlations among PCI slots and their LBA 
numbers. 

Table 1-4 110 Numbering: PCI slots and Busses (LBAs) 

HP Superdome LBA 
HP rp8400 and 

PCI Card Slot 
Number 

HP rp7405/rp7410 
LBANumber 

o o o 
1 1 8 

2 2 10 

3 3 12 

4 4 14 

5 6 6 

6 14 4 

7 12 2 

8 11 1 

9 10 -

10 9 -

11 8 -

The rad -q command lists each active PCI slot, its associated HP-UX 
hardware path, and other slot details. 

The ioscan -C ba command lists the active PCI slots ("Local PCI Bus 
Adapter") for your nPartition. 
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PCI Card Slot and Hardware Path Numbering 

The order in which ioscan reports the PCI slots (in LBA number order) 
does not correspond to the order in which the slots physically are 
arranged (PCI card slot order, left-to-right or right-to-left). 
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-U-1-4 
0-0-1-5 

- 0-1- 6 
0-0-1-7 
0-0-1-8 

-0-1-9 
-0-1-10 
-0-1 - 11 
- 1-3-0 

0-1-3-1 
0-1-3-2 o 0-1-3-3 
0-1-3-4 
0-1-3-5 
0 - 1-3-6 
0-1-3 -7 
0-1-3-8 
0-1-3-9 
0-1-3-10 
0-1-3 - 11 
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rad Command Output in nPartitions 

This section covers the rad command's output on nPartitions. For 
complete details, see the rad (1M) manpage. 

When adding or replacing I/0 cards, use the SAM (/usr/sbin/sam) 
procedures when possible rather than equivalent rad command 
procedures. 

See also the sam (1M) and rad (1M) manpages. 

On HP nPartition servers, the rad command reports PCI card slot details 
as shown in the following example output. The rad command reports 
each available PCI slot (cabinet-bay-chassis-slot), its corresponding 
HP-UX hardware path (cell/sba/ lba/device), and more details. 

Driver(s) 
Path Bus Speed "Power Occupied Suspended Capable 
0/0/0 o 33 On Yes No No 
0/0/1/0 8 33 On Yes No Yes 
0/0/2/0 16 33 On Yes 

Cabinet O, Bay O, Chassis 1, Slot 3 
0/0/4/0 32 33 On Yes 

(rad slot notation: 0-0-1-3) 0/0/6/0 48 66 On Yes 
0/0/14/0 11 2 33 On No 
0/0/12/0 96 33 On No N/A N/A 
0/0/11/0 88 33 On Yes No Yes 
0/0/10/0 80 33 On No N/A N/A 
0/0/9/0 72 33 On No N/A N/A 
0/0 / 8 /0 64 33 On Yes No Yes 
2/0/0 o 33 On Yes No No 
2/0/1/0 8 33 On Yes No Yes 
2/0/2/0 16 33 On Yes No Ye s 
2/0/3/ 0 24 33 On Yes No Yes 
?./0/4 /0 32 33 On No 
2/0/6/o l Cell 2, SBA O, LBA 6, Device O 
.1./U/J.'i/U 112 66 On Yes 

(HP-UX hardware path: 2/0/6/0) 2/0/12/0 96 33 On No 
2/0/11/0 88 33 On Yes I 
2/0/10/0 80 33 On No N/A N/A 

I 2/0/9/0 72 33 On No N/A N/A 
2/0/8/0 64 33 On Yes No Yes 

_j 

The rad command only lists slots in PCI chassis that are assigned to the 
local nPartition and are active. 
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Licensing lnformation: Getting Product Details 

Licensing lnformation: 
Getting Product Details 

When you license a software product to run on an HP system, you may 
need to provide machine or system details to the software vendor as part 
o f the software registration process. 

This section describes how to obtain information you may need when 
licensing non-HP software to run on an HP nPartition server. 

For complete information about software product licensing, refer to the 
company that manufactures or sells the software you plan to use. 

To license software for use on HP-UX running on an nPartition, you may 
need to provide the following details about the nPartition or its server 
complex: 

• Unique Machine (Complex) Identifier 

/usr/bin/getconf CS MACHINE IDENT 

• Unique nPartition ldentifier 

/usr/bin/getconf CS PARTITION IDENT 

• Unique Virtual Partition ldentifier 

/usr/bin/getconf CS PARTITION IDENT 

• Machine (Complex) Serial Number 

/usr/bin/getconf CS MACHINE SERIAL 

/usr/sbin/parstatus -X 

• Server (Complex) Product Number 

/usr/sbin/parstatus -X 

• Hardware (Complex) Model String 

/usr/bin/model 

• HP-UX Version and Installed Bundles 

For the HP-UX version: /usr /bin/uname · -r 

82 

For all bundles installed: /usr/sbin/swlist -1 bundle 
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nPartition and Virtual Partition Unique ldentifiers 

Use the getconf command or the confstr () call to obtain unique 
identifiers. Do not use the uname -i command, which does not report 
unique IDs for nPartition systems. 

In order to guarantee compatibility on current and future platforms, use 
the interfaces to getconf(l) and confstr (3C) to retrieve unique machine 
identifiers. 

The interfaces include the cs PARTITION IDENT and 
_ cs _ MACHINE _ IDENT parameters: 

• For a nPartition-specific or a virtual partition-specific unique ID use 
this command: 

/usr/bin/getconf CS PARTITION IDENT 

The unique partition identifier value for a virtual partition 
environment has virtual partition-specific data added that does not 
appear for an equivalent non-vPars environment. See the examples 
that follow. 

• For a complex-specific unique ID use this command: 

/usr/bin/getconf CS MACHINE IDENT 

On HP PA-RISC nPartition servers, the complex, nPartition, and virtual 
partition unique IDs are based in part on the machine serial number. 

To retrieve the machine serial through these interfaces, specify the 
_ cs _ MACHINE _ SERIAL param e ter to them. 

See the confstr (3C) manpage for details on these parameters and their 
use. 

Unique IDs for an nPartition and Complex 

The following examples show nPartition-unique and complex-unique IDs 
returned by the getconf command, as well as the local nPartition 
number and machine serial number. 

# parstatus -w 
The local partition number i s 1. 
# /usr/bin/getconf _CS_PARTITION IDENT 
Z3e02955673f9f7c9 Pl 
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Example 1-3 

nPartition System Overviews 
-~\1 

nPartition and Virtual Partition Unique ldentifiers 

# /usr/bin/getconf 
Z3e02955673f9f7c9 

~ 
CS MACHINE IDENT - -

# /usr/bin/getconf CS MACHINE SERIAL 
USR2024FP1 
# 

Unique IDs for Virtual Partitions (vPars) 

The following example shows the virtual partition-unique ID returned by 
the getconf command, as well as the local nPartition number and the 
current virtual partition's name. 

# parstatus -w 
The local partition number is O. 
# vparstatus -w 
The current virtual partition is Shad. 
# getconf CS PARTITION IDENT 
Z3e0ec8e078cd3c7b PO voo 
# 

For details on virtual partitions, refer to the chapter Virtual Partitions 
(vPars) Management on nPartitions on page 441. 
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Using HP-UX nPartition 
Configuration Commands 

HP-UX lli provides you with several HP-UX commands for configuring 
and managing nPartitions and related server hardware. 

The nPartition commands include: parcreate, parmodify, parremove, 
parstatus, parunlock, fruled, and frupower. Table 1-5 on page 86 
describes each of these commands. 

Using these commands you can create, modify, monitor, and remove 
nPartitions; get detailed server hardware information; and manipulate 
attention indicators (LEDs) and power. 

When using these commands, you can specify cells and I/0 chassis with 
the notations shown in Specifying Cells and I I O Chassis to Commands 
on page 87. 

The HP-UX nPartition configuration commands are supported only on 
HP servers that support nPartitions. 

These commands are supported by HP-UX kernels built with nPartition 
support enabled (the hd_fabric driver), and they use the libfab.llibrary. 
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Table 1-5 

Command 

pare reate 

parmodify 

parremove 

parstatus 

parunlock 

fruled 

frupower 

nPartition System Overviews , \\ ·-

Using HP-UX nPartition Configuration Command6~~ 

Table 1-5 describes the nPartition configu~~n~mmands and lists 
sections where you can find each command's syntax and det ails. 

HP-UX nPartition Configuration Commands 

Description 

Create a new nPartition; root permission is required. 

See parcreate Command on page 93. 

Modify an existing nPartition; root permission is required. 

See parmodify Command on page 95. 

Remove an existing nPartition; root permission is required . 

See parremoue Command on page 98. 

Display nPartition information and hardware details for a server 
complex. 

See parstatus Command on page 99. 

Unlock Complex Profile data (use this command with caution); root 
permission is required. 

See parunlock Command on page 101. 

Blink the attention indicators (LEDs) or turn them off. This command 
can control these indicators for cells, I/0 chassis, and cabinet numbers. 

See fruled Command on page 102. 

Display status o r turn power on or off for cells and I/O chassis; root 
permission is required. 

See frupower Command on page 104. 
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Table 1-6 

Cell Slot 

rp7405/rp7410 
Global Format 

rp8400 
Global Format 

Superdome 

o Cabinet O 
Global Format 

Superdome 
Cabinet 1 
Global Format 
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Specifying Cells and 1/0 Chassis to Commands 

Specifying Cells and 1/0 Chassis to Commands 

Use the cell and 1/0 chassis notation described in this section when you 
manage, configure, and inquire about cells and 1/0 chassis using the 
HP-UX nPartition configuration commands. 

Details are in the Cell Specification Formats and I I O Specification 
Format sections that follow. 

Cell Specification Formats 

Use either ofthe following two formats to specify cells when using the 
HP-UX nPartition configuration commands: Global Cell Number Format 
or Cell Hardware Location Format. 

• Global Cell Number Format 

The global cell number format is identical to the cells' HP-UX 
hardware path, as reported by ioscan. In global format, each cell is 
given a single unique number that indicates the cell's relative 
location in the entire server complex. 

Cell IDs in Global Cell Number Format 

o 1 2 3 4 5 

o 1 - - - -

o 1 2 3 - -

o 1 2 3 4 5 

8 9 10 11 12 13 
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Table 1-7 

Cell Slot 

rp7405/rp7410 
HW Loc Format 

rp8400 
HW Loc Format 

Superdome 
Cabinet O 
HW Loc Format 

Superdome 
Cabinet 1 
HW Loc Format 

# parstatus -c9 
[Cell) 

Hardware Actual 
Location Usage 

nPartition System Overviews 

Cell Specification Formats 

• Cell Hardware Location Format 

In cell hardware location format, each cell is identified using two 
numbers that specify the cabinet and the cell slot with the cabinet 
where the cell resides: cabinetlslot. 

Cell IDs in Hardware Location Format 

o 1 2 3 4 5 6 7 

O/O 0/1 - - - - - -

O/O 0/1 0/2 0/3 - - - -

O/O 0/1 0/2 0/3 0/4 0/5 0/6 0/7 

110 111 112 1/3 114 115 116 117 

Both of these cell ID formats specify each cell's precise physicallocation 
in a server complex. For example, parstatus -c9 and parstatus -cl/1 
specify the same cell. 

CPU Memory Use 
OK/ (GB) Core On 
Deconf/ OK/ Cell Next Par 
Max Deconf Connected To Capable Boot Num 
======= ========= =================== ======= 

cabl,celll active base 4/0/4 8.2/ 0.0 - no yes 1 

# parstatus -c1/1 
[Cell) 

Hardware 
Location 

Actual 
Usage 

CPU Memory 
OK/ (GB) 
Deconf/ OK/ 
Max Deconf Connected To 

cab1,celll active base 4/0/4 8.2/ 0.0 -

# 

Use 
Core On 
Cell Next Par 
Capable Boot Num 
======= 
no yes 1 
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110 Specification Formal 

1/0 Specification Format 

Use the following I/0 hardware location format when specifying an I/0 
chassis to the HP-UX nPartition configuration commands: 

cabinet I bay I chassis 

The cabinet, bay, and chassis fields specify the physicallocation ofthe 
I/0 chassis. The values of these fields are as follows. 

• cabinet 

specifies the cabinet number where the I/0 chassis resides. 

On HP rp7405/rp7410 and rp8400 servers, the cabinet number 
always is O. 

On HP Superdome servers, the cabinet number can be: 

• bay 

O - the left Compute cabinet. 

1- the right Compute cabinet, ifpresent. 

8 - an I/O Expansion cabinet, if present. 

9 - an I/O Expansion cabinet, if present. 

specifies the I/0 bay (within a cabinet) where the I/0 chassis resides. 

On HP rp8400 and HP rp7405/rp7410 servers, the bay number 
always is O. 

On HP Superdome servers, the bay number can be: 

o - the front bay of a Compute cabinet, or the bottom bay of an 
I/0 Expansion cabinet. 

1 - the rear bay of a Compute cabinet, or the middle bay of an 
I/0 Expansion cabinet. 

2 - the top bay in an I/0 Expansion cabinet. 

• chassis 

specifies the I/0 chassis (within a bay). 

On HP rp8400 and HP rp7405/rp7410 servers, the chassis number is: 

o- Chassis O, which connects to cell O and is the left chassis as 1 ~ ~ / 
viewed from the cabinet rear: the left eight PCI card slots. .f''-'\..../ 
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1/0 Specification Format 

- 1-Chassis 1, which connects to cell1 and is the right chassis as 
viewed from the cabinet rear: the right eight PCI card slots. 

On HP Superdome servers, the chassis number is: 

1 - Chassis 1, the left chassis in the bay, as viewed when facing 
the bay/chassis. 

3 - Chassis 3, the right chassis in the bay, as viewed when 
facing the bay/chassis. 

In HP Superdome servers all chassis are 12-slot I/0 chassis, both in 
Compute cabinets and in I/0 Expansion cabinets. 

The example below shows the parstatus command listing details about o 
two different I/0 chassis (cabinet 0/bay O/chassis 1, and cabinet 0/bay 
l/chassis 3). 

# parstatus - i0/0/1 
[Chassis ] 

Hardware Location Usage 

cabO,bayO,chassis1 absent 

# p ars tatus -i0/1 / 3 
[Chassis ] 

Hardware Location 
=== ================ 
cabO,bay1,chassis3 

# 

Usage 
====== ==== == 
a c tive 

Core Connected Par 
I O To Num 

Core Connected Par 
IO To Num 

========== 
yes cabO, ce11 0 o 

Use the parstatus - I command to list all I/0 chassis within a server 
complex, regardless ofthe chassis cell connections and nPartition 
assignments. 

Use the rad -q command to list the currently available PCI I/0 slots in 
the local nPartition and their status. 

In the following example, both the parstatus and rad commands show 
details for various chassis and slots, including chassis 0/1/3. 
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1/0 Specification Format 

:n--p-arstãtiiS"-=l~~~~- ----- ----- ---·-----­ ------------------------
!!chassis ! 

~ardware Location 

~=~~~~=;~~~~:::i:~= 
fabO,bayO,chassisl 
cabO,bayO,chassis2 
fabO,bayO,chassis3 
~abO,bayl,chassisO 

~~~~~~~~~~~~~~~~~! 
l=abO,bavl,chassis3 

l
cao~,oayv,cnass~su 

abl,bayO,chassisl 
ab1,bayO,chassis2 
ab1,bayO,chassis3 
ab1,bay1,chassis0 
abl , bayl,chassisl 

1_abl,bayl , chassis2 
Cabl,bayl,chassis3 

abS,bayO,chassisl 
ab8,bayO,chassis3 
abB,bayl,chassisl 
ab8,bayl,chassis3 
ab8,bay2,chassisl 
ab8,bay2,chassis3 
ab8,bay3 , chass is1 
ab8,bay3,chassis3 

l nt Path 
Q-1-3 - I 0/0/0 
0- 1 -3-
0-1-3 - : o/o/2/o 
0- 1 -3- ' 0/0/3/0 
0-1-3 - ' 0/0/4/0 
0-1-3- ; 0/0/6/0 
0-1-3 - ; 0/0/14/0 
0-1-3-. 0/0/12/0 
0-1-3-; 0/0/11/0 
Q-1-3 - I 0/0/10/0 
0-1-3- .o 0/0/9/0 
0 - 1- 3- .1 0/0/8/0 

2/0/0 
2/0/1/0 
2/0/2/0 
2/0/3/0 
2/0/4/0 
2/0/6/0 
2/0/14/0 
2/0/12/0 
2/0/11/0 
2/0/ 10 /0 
2/0/9/0 
2/0/8/0 

Usage 

absent 
absent 
absent 
inactive 
absent 
absent 
absent , ____ .-
absent 
inactive 
absent 
absent 
absent 
absent 
absent 
active 
inactive 
active 
inactive 
inactive 
absent 
absent 
absent 
absent 

Bus 
o 

16 
24 
32 
48 
112 
96 
88 
80 
72 
64 
o 
8 
16 
24 
32 
48 
112 
96 
88 
80 
72 
64 

Core Connected Par 
IO To Num 

yes cabO,cell4 -

yes cab1,cell2 1 

yes cabO, cel12 
yes cabl,cellO 

Speed Power Occupied 
33 On Yes 

33 On No 
33 On No 
33 On No 
33 On Yes 
33 On No 
33 On No 
33 On Yes 
33 On No 
33 On No 
33 On No 
33 On Yes 
33 on No 
33 On No 
33 On No 
33 On No 
33 On No 
33 On Yes 
33 On No 
33 On No 
33 On No 
33 On No 
33 On No 

Suspended 
No 

NfA 
N/A 
N/A 
No 
N/A 
N/A 
No 
N/A 
N/A 
N/A 
No 
N/A 
N/A 
N/A 
N/A 
N/A 
No 
N/A 
N/A 
N/A 
N/A 
N/A 

Driver 

Cabinet 0/Bay l/Chassis 3 
(0/1/3) 

s) 
Capab e 
No 

Nf A 
N/A 
N/A 
Yes 
N/A 
N/A 
Yes 
N/A 
N/A 
N/A 
No 
N/A 
N/A 
N/A 
N/A 
N/A 
Yes 
N/A 
N/A 
N/A 
N/A 
N/A 
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nPartition Commands-Details and Syntax 

nPartition Commands-Details and Syntax 

This section has details and command-line syntax for the following 
HP-UX nPartition configuration commands: 

• parcreate Command on page 93 

• parmodify Command on page 95 

• parremove Command on page 98 

• parstatus Command on page 99 

• parunlock Command on page 101 

• fruled Command on page 102 

• frupower Command on page 104 

The sections that follow provide useful reference information for using 
the HP-UX nPartition commands. 

For the most current information for these commands, see their online 
manpages: parcreate (1M), parmodify (1M), parremove (1M), parstatus 
(1), parunlock (1M), fruled (1M), and frupower (1M). 
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parcreate Command 

parcreate Command 

The /usr/sbin/parcreate command creates a new nPartition. 

This command assigns the specified cells (and any attached I/0 chassis) 
to an nPartition after removing the cells from the free celllist. This 
command assigns a number to the new nPartition and returns the 
partition number ofthe newly created nPartition. 

Root permission is required to use parcreate. 

See the parcreate (1M) manpage for complete details. Also refer to the 
section Creating a New nPartition on page 260 for procedures and 
examples. 

parcreate [-P PartitionName] [-I IPaddress] 
-c cell: [cell_type]: [use_on_ next_boot]: [failure_usage] 
[-c ... ] 

[ -b path] [ -t path] [ -s path] [-r cell] [-r . .. ] [ -B] [ -k 

s lock] 

-P PartitionName 

-I IPaddress 

Specifies the name of the new nPartition. 

Specifies the IP address that should be used by 
management tools (like SAM) to address this 
nPartition. 

-c cell: [cell_type]: [use_on_next_boot]: [failure_ usage] 

Specifies the cell(s) to be assigned to the nPartition. 

• The only valid cell_ type value is: 

base Base cell (the default). 

• The valid use on next boot values for cells are: 

y 

n 

Participate in reboot. 
(The default.) 

Do not participate in reboot. 

• The only valid failure_usagevalue is: 

ri Reactivate with interleave 
(the default) . 
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parcreate Command 

-b p ath 

-t path 

-s path 

-r cell 

-B 

94 

Specifies the primary (PRI) boot path. 

Specifies the alternate (ALT) boot path. 

Specifies the secondary (HAA) boot path. 

Specifies the core cell choices. One to four cells can be 
specified. 

Specifies to boot the nPartition. The default is not to 
boot the nPartition and leave it in the 
ready for reconfig state. 
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parmodify Command 

You can use the /usr I sbin/ parmodify command to modify the following 
attributes of an existing nPartition: 

Partition name 
Cell assignments (add cells or remove cells) 
Attributes of existing cells (such as the use-on-next-boot v alue) 
Core cell and core alternate cells 
Boot paths (the primary, alternate, and HA alternate paths) 

Root permission is required to use this commando 

See the parmodify (1M) manpage for complete detailso Also refer to the 
chapter Managing nPartitions on page 243 for procedures and exampleso 

parmodify -p PartitionNumber 
-a cell: [cell_type]: [use_on_next_boot]: [failure usage] 
[-a o o o J I 
-rn cell : [cell_type]: [use_ on_nex t_ boot]: [failure_usage] 
[-mo o o J I -r IPaddress I -r cell [-r o o o J I -d cell [-do o o] 
-b path I -t path I -s path I -P PartitionName I -B I -k 
s_lock:p_lock 

The -p option is requiredo 

The parmodify command supports the following command-line optionso 

-p PartitionNumber 
Specifies the nPartition to be modifiedo 
Parti tionNumber specifies the unique number 
(integer) assigned to the nPartitiono The -p option is 
requiredo 

Note that you must also to specify any one or more of 
the following optionso 

-a cell : [cell_type]: [use_on_next_boot]: [failure_usage] 
Specifies the cell(s) to be added to the nPartitiono 

• The valid cell_ type value is: 

base Base cello (The defaulto) 

• The valid use on next boot values for cells are: 

y Participate in rebooto (The 
defaulto) 
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parmodify Command 

n Do not participate in reboot. 

• The only valid failure _ usage value is: 

ri Reactivate with interleave 
(the default). 

-m cell: [cell_ type]: [use_on_next_boot]: [failure_us age] 

Modify attributes of a cell already assigned the 
nPartition. 

-I IPaddress 

-r cell 

-d cell 

-b path 

-t path 

-s path 

For details on cell_type, use_on_next_boot, and 
failure_usage see the -a option's descriptions 
(above). 

Specifies the IP address that should be used by 
management tools (like SAM) to address this 
nPartition. 

Specifies the core cell and core alternate cells. One to 
four core cell choices can be specified. 

Remove the specified cell from the nPartition. 

Specifies the primary (PRI) boot path. 

Specifies the alternate CALT) boot path. 

Specifies the secondary (HAA) boot path. 

- P Parti tionName 

-B 

96 

Specifies the name of the nPartition. 

Specifies whether to boot the nPartition. The default is 
not to boot. 

When you modizy an inactiue nPartition and specizy the 
-B option, the nPartition is booted (and becomes active) 
immediately after it is modified. 

HP System Partitions Guide: Administration for nPartitions, rev 6. O 

o 

o 



o 

o 

nParti_ljÇ>p_.,Syste~ Overviews 

parmodify Command 

When you modifying an actiue nPartition and specify 
the -B option, you must perform a reboot for reconfig of 
the modified nPartition. You must perform this 
reboot for reconfig before any other cell assignments 
can take place in the server complex. 
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parremove Command 

The / usr/sbin/ parremove command removes an existing nPartition. 
This removes all cells from the nPartition and destroys the nPartition 
definition. 

To remove the local nPartition (the nPartition from which you issue this 
command), you must specify the -F option. 

To remove a remate nPartition, the remote nPartition must be inactive: it 
must be shut down to the ready for reconfig state or the parremove 
command will not be able to remove the nPartition. 

Root permission is required to run this command. 

See the parremove (1M) manpage for complete details. Also refer to the 
section Removing (Deleting) an nPartition on page 278 for procedures Q 
and examples. 

parremove -p PartitionNumber [-F] 

-p PartitionNumber 

-F 

98 

Specifies the nPartition number to be removed. 

Forcibly remove the nPartition. I f the nPartition is 
inactive, the nPartition is removed. If the nPartition is 
active and ifit is the local nPartition, the nPartition is 
removed. 

If the nPartition is active but is not the local 
nPartition, then the nPartition will not be r emoved. 
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parstatus Command 

The / usr/sbin/parstatus command displays information about the 
nPartitions or hardware within a server complex. lfyou specify no 
arguments, parstatus lists information about severa! of the major 
components of the server complex. 

You can specify an individual entity (cell, 110 chassis, cabinet, or 
nPartition) to restrict the output to information about that component. 

All users can issue this command. 

See the parstatus (1) manpage for complete details. Also refer to the 
chapters Managing nPartitions on page 243 and Listing and Managing 
Server Hardware on page 305 for procedures and examples. 

parstatus 

parstatus 

parstatus 

parstatus 

parstatus 

parstatus 

parstatus 

parstatus 

parstatus 

-s 

-w 

-X 

-A 

-v 

-M 

-c 

-I 

-s 

-w 

[-X] 

[-A] [ -M] -c 1-r 

[ -M] -Bj - P 

[ -M] -i IOchassis [-i. .. ] 

[ -vj-MJ -c cell [-c . . . ] 

[-v 1-MJ -b cabinet [ -b ... ] 

[ -vj-MJ -p PartitionNumber [ -p . . . ] 

Indicate (through parstatus exit status) whether the 
system is an HP server that supports nPartitions. 

Display the nPartition number for the local nPartition. 

Display the server complex's attributes. 

Only display the available resources in the complex. 

Increase the amount o f information displayed. 

Produce output suitable for machine parsing. 

Show information for all the cells in the complex. 

Show information for all 110 chassis in the complex. 
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parstatus Command 

-B 

-P 

-c cell 

-i IOchassis 

-b cabinet 

-p partition 

100 

Show information for all cabinets in the complex. 

Show information for all nPartitions in the complex. 

Show information about the specified cell. 

Show information about the specified 110 chassis. 

Show information about the specified cabinet. 

Show information about the specified nPartition. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 

o 

o 



Synopsis 

Q Options 

o 

nParti_ljR,.rt Syste,'!l Overviews 

parunlock Command 

parunlock Command 

The /usr I sbin/parunlock command unlocks the Stable Complex 
Configuration Data or Partition Configuration Data. 

Use this command with caution. 

Root permission is required to run this command. 

See the parunlock (1M) manpage for details. Also refer to the section 
Unlocking Complex Profiles on page 303. 

parunlock [ -p PartitionNumber] [ -s] 

parunlock -A 

-p PartitionNumber 

Unlock the Partition Configuration Data ofthe 
specified nPartition. 

-s 

-A 

Unlock the Stable Complex Configuration Data. 

Unlock the Stable Complex Configuration Data and the 
Partition Configuration Data of all the nPartitions in 
the complex. 
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fruled Command 

fruled Command 

The /usr/sbin/fruled command blinks hardware attention indicators 
(LEDs) or turns them off. 

This command can control the cell attention LEDs in all HP nPartition 
servers, as well as the 110 chassis LEDs on Superdome servers. The 
fruled command also can start and stop blinking the cabinet number 
LCDs on HP Superdome compute cabinets and 110 expansion cabinets. 

See the fruled (1) manpage for details. Also refer to the section Turning 
Attention Indicators (LEDs) On and Off on page 323 for procedures and 
examples. 

fruled [-fJ-ol 

fruled [-fJ-ol 

fruled [-fJ-ol 

fruled [-f] -c 

fruled [-f] - I 

-f 

-o 

-B 

-c cell 

[-B] -c cell [-c ... ] 

[ -B] -i IOchassis [-i. o . ] 

-b cabinet [ -b o o .] 

[ -l cabinet] [ -l. o .] 

[ -l cabinet] [ -l. o.] 

Turn off specified attention LED(s). This is the default. 

The -f and-o options are mutually exclusive. 

Start blinking the specified attention LED(s). The -o 
option is unavailable with -c or -L 

Start or stop blinking the cabinet number LCD of the 
cabinet that contains the cell or 110 chassis. 

The -B option is only available with -c and -i. 

o 

Blink or turn off the specified cell attention LED. Q 

-i IOchassis 

-b cabinet 

102 

cell can be specified either in the local 
(cabinet / slot) or global (cell_ ID) format. 

Blink or turn off the specified IOchassis attention 
LED. 
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fruled Command 

Start or stop blinking the cabinet number LCD of the 
specified cabinet. 

Turn off all cell attention LEDs. 

Limit the scope o f the -c or -r option to a given 
cabinet. 
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frupower Command 

frupower Command 

The / usr / sbin/ frupower command turns on, turns off, or displays the 
current status of power for cells and I/0 chassis in nPartition servers. 

The frupower command (and Partition Manager) permits you to power 
on or off inactive cells and I/0 chassis that are assigned to the current 
nPartition or are not assigned to any nPartition. 

See the frupower (1M) manpage for details. Also refer to the section 
Powering Cells and I I O Chassis On and Off on page 312 for procedures 
and examples. 

frupower -d 

frupower -d 

frupower [ -d] 

frupower [ -d] 

-d 

-o 

-f 

-c cell 

-i IOchassis 

-c 

104 

-o -f -c cell [-c ... ] 

-o -f -i IOchassis [-i. .. ] 

-c [ -l cabinet] [ -l. .. ] 

-r [ -l cabinet] [ -l. .. ] 

Display power status o f the specified cells or I/O 
chassis. This is the default. 

Power on the specified cells or I/0 chassis. 

The -o and -f options are mutually exclusive. The -o 
and -f options are unavailable with -c and - L 

Power off the specified cells o r I/O chassis. 

The specified cell is powered on/off or the power 
status is displayed. 

A cell can be specified either in the local 
(cabinet / slot) or global (cell_ID) format. 

The specified IOchassis is powered on/off or the power 
status is displayed. 

Display power status of all cells. By default the scope is 
the entire complex ifthe -l option is not specified. 
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-1 cabinet 
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frupower Command 

Display power status of all I/0 chassis. The scope is the 
entire complex if the -1 option is not specified. 

Limit the scope ofthe -cor -I option to the specified 
cabinet. 
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Partition Manager 
Primary Window 

Figure 1-15 

nPartition System Overviews 

Using the Partition Manager Utility 

Using the Partition Manager Utility 

The Partition Manager utility (/opt/parmgr/bin/ parmgr) provides a 
graphical user interface for configuring nPartitions and managing 
resources within a server complex. 

This section introduces these topics about Partition Manager: Partition 
Manager Primary Window, Running Partition Manager, Requirements 
and Limits , and Partition Manager Online Help. 

Complete information is in the online help. 

The Partition Manager primary window (shown below in Figure 1-15) is 
the utility's main window for selecting cells, nPartitions, and tasks 
(menu items). 

When you run Partition Manager, by default the program performs an 
Analyze Complex Health task. If any problems are found, a window 
reporting those problems is displayed. The primary window is the first 
window displayed after any complex health analysis results. 

Partition Manager Primary Window 
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Running Partition 
Manager 

tf nostname 
feshdSa 

nPartit!Q[I..~yste'!l Overviews 

Using the Partition Manager Utility 

The left si de of the primary window lists all nPartitions, available 
resources (installed hardware that is not assigned to an nPartition), and 
empty cell and VO chassis slots. Selecting an item on the left side of the 
primary window displays its details on the primary window's right side. 

You can access Partition Manager using any one of the following 
methods. 

• Run Partition Manager directly from the HP-UX command line by 
issuing this command: I optlparmgr lbinlparmgr 

Command-line options are listed in the parmgr (1M) manpage. 

• Run SAM (/usr I sbinl sam) in graphical mode and select Partition 
Manager to launch Partition Manager. 

• Access Partition Manager through a PC Web browser. 

Web access requires that an Apache Web server be installed, 
configured, and activated on the nPartition where you will run 
Partition Manager. See the online help's Starting and Exiting section 
for Web configuration details. 

When running Partition Manager directly or when launching it from 
SAM, you must set and export the nPartition system's DISPLAY 
environment variable. The DISPLAY variable specifies where (which X 
server) the system displays X windows. You also must use the xhost 
command on the X server to grant access for the nPartition system to 
display windows on the X server. 

See the example below and the X (1) and xhost (1) manpages for details. 

nPartltwn :::>ystem 
# export DISPLAY=razmataz:O 
# printenv DISPLAY 
p:-azmataz : O 
~ 
I!? nos tname :x-Serve1' 
lrazmataz 
$ xhost + feshdSa 
feshdSa being a dded to a ccess c ontrol list 1 

L$----------·-------------------------------------------------1 
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Using the Partition Manager Utility 

Requirements and The following are requirements and limits of Partition Manager. 
Limits See the parmgr (1M) manpage for other requirements. 

• Partition Manager provides graphical interfaces only, and does not 
provide a terminal (text mode) interface. 

• Using Partition Manager requires root permission. 

• HP-UX must be running in multi-user mode to support Partition 
Manager. 

• You can run only one instance o f Partition Manager o r SAM 
(/usr I sbin/ sam) per user login session. To run multiple instances of 
Partition Manger, you must login separately to launch each. 

Both Partition Manager and SAM use the same lock file o 
(/var/samllock/lock_console) to ensure that no more than one 

Partition Manager 
Online Help 

instance of either application runs at a time per user login session. 

• Partition Manager uses the same driver and library as the HP-UX 
nPartition commands (the hd_fabric driver and libfab.llibrary). 

• Partition Manager also provides PCI online card add and replace 
functionality similar to SAM's, and uses the libolrad.llibrary for this 
functionality. 

The Partition Manager online help gives complete details on using the 
Partition Manager utility. 

Select the Help -> Overview menu item for an online overview. 

You also can view Partition Manager help from a Web browser by issuing 
the following command: 

/opt/netscape/netscape file:/opt/webadmin/parmgr/help/C/assistance.html 

Web Site for Partition Manager lnformation: 
http://www.software.hp.com/products/PARMGR/info.html 

You can find online information about Partition Manager, including 
manpages, help files, and an interactive demonstration version of 
Partition Manager, at the 
http:/ /www. software.hp.com/products/PARMGR/info.html Web site. 
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Planning nPartition 
Configurations 

This chapter describes how you can plan nPartition configurations for 
HP rp7405/rp7410, rp8400, and Superdome servers. Details include the 
configuration requirements for nPartitions and HP recommendations. 

For related procedures to manage nPartitions, refer to the chapter 
Managing nPartitions on page 243. 

Also, for an introduction to nPartition features, refer to the chapter 
nPartition System Overviews on page 31. 
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nPartition Requirements and Recommendations 

nPartition Requirements 
and Recommendations 

The hardware requirements shown below determine which cells are 
eligible to be assigned to an nPartition. 

Also consider the nPartition recommendations, which can improve an 
nPartition's performance and availability. 

Configuration Requirements for nPartitions 

Every nPartition you configure must meet the following hardware 
requirements. 

O All cells in an nPartition must have the same processar reuision leuel 
and clock speed. That is, the IODC_HVERSION must be identical for 
all processors. 

O The same firmware revision must be present on all cells within an 
nPartition. 

O At least one cell in every nPartition must be connected to an 110 
chassis that has core 110. 

Only one core 110 is active per nPartition. If an nPartition has 
multiple cells that are connected to 110 chassis with core 110, only the 
core 110 connected to the actiue core cell is active. 

Configuration Recommendations for nPartitions 

You also should, as possible, configure nPartitions to meet the following 
configurations for better performance and availability. 

o 

O Each nPartition's size should be a power oftwo: 1, 2, 4, 8, or 16 cells. Q 
This provides the best memory interleaving and performance 
characteristics. 

You can configure nPartitions of any size, but those whose size is a 
power o f two have best memory performance. 

O The 110 chassis containing the active core 110 also should have an 
HP-UX boot disk and method ofinstalling or recovering HP-UX (such 
as a CD-ROMIDVD-ROM drive, network connection to an install 
server, or tape drive). 
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nPartition Requirements and Recommendations 

This allows the nPartition to boot or recover HP-UX, even if only the 
nPartition's core cell is functioning. 

O You should assign multiple core-capable cells to each nPartition. 

This allows the nPartition to boot at least to the BCH interface if a 
core cell fails to boot. 

(Disregard this recommendation ifyou are configuring multiple 
nPartitions in an HP rp8400 server or HP rp7405/rp7410 server, 
each ofwhich has a maximum oftwo core cells.) 

O The memory configuration of all cells in an nPartition should be 
identical to achieve best performance. 

Each of an nPartition's cells should have: 

the same number of DIMMs 

the same capacity (size) and the same locations (population) of 
DIMMs 

This avoids cell interconnect (crossbar) "hot spots" by distributing 
memory evenly across all of the nPartition's cells. 

O The memory configuration of each cell should include a multiple of 
two memory ranks per cell. 

Each memory rank is 4 DIMMs. Ifpossible, install memory in sets of 
8 DIMMs: 8 DIMMs or 16 DIMMs on HP rp7405/rp7410, HP rp8400, 
and HP Superdome cells. On HP Superdome cells, you also can 
install24 DIMMs or 32 DIMMs per cell. 

This provides a performance improvement by doubling the cell's 
memory bandwidth, as compared to having one memory rank 
installed. 

This also can provide an availability improvement, in that if one 
memory rank fails the cell still has at least one functional rank of 
memory. 

(At this time memory rank O must be functional for a cell to boot.) 

O Each nPartition should have PRI (primary), HAA (high-availability 
alternate), and ALT (alternate) boot paths defined and configured, 
and their path flags appropriately configured for your purposes. 
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112 

The PRI and HAA paths should be configured to reference disks that 
are connected to different cells, if possible, with HAA being a mirrar 
of the root volume and PRI being the root volume. ALT should be the 
path of a recovery or install device. 

Under this configuration, if the cell to which the PRI disk is 
connected fails or is otherwise inactive and the HAA disk's cell is 
available, the nPartition still can boot HP-UX. 

Even if the PRI and HAA devices connect to the same cell (such as on 
a multiple-partition HP rp8400 server), the HAA device can be used 
to boot the nPartition to HP-UX should the PRI device fail. 
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Configuration Process: Selecting Cells for 
an nPartition 

The following steps provide a basic procedure for selecting which cells to 
assign to the nPartitions you will create in an HP server. 

Selecting Cells for an nPartition 

Step 1. Determine the sizes of all nPartitions you will create in the server 
complex. 

Before creating any nPartitions, determine how many nPartitions you 
planto configure and establish each nPartition's size (the number of 
cells). 

Step 2. Select the largest undefined nPartition. 

If you will configure multiple nPartitions in the complex, assign cells to 
the largest nPartition first and then configure next largest, and so on, 
and configure the smallest nPartition last. 

Step 3. Choose which cells you will assign to the nPartition by using the 
nPartition configuration chart for the server model on which you are 
configuring the nPartitions. 

These charts list which cell slots HP supports for assigning to 
nPartitions, based on the nPartition size and server model. 

For nPartition sizes for which HP recommends multiple configurations, 
select the first available set of cells. For example, for a two-cell nPartition 
select configuration 2A, if possible, before selecting 2B or 2C. 

Step 4. Confirm that the cells you have selected are eligible to be assigned to the 
nPartition. 

For the cells to be eligible, they must meet these requirements: 

• The cells must not be assigned to another nPartition. 

• The cells must meet the nPartition hardware requirements (the 
required processar, firmware, and memory configurations). 
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Configuration Process: Selecting Cells for an nPartition 

• The cells should be present (installed) in the server and powered on. 
You can assign cells that are not present or on when using 
parcreate or pa:rmodify. However, you should install and power on 
cells before assigning them to nPartitions in order to allow 
commands to automatically check the cells' compatibility with any 
other cells in the nPartition. Also note that assigning a cell that is 
not present or on will cause the nPartition to wait 10 minutes for the 
cell during the nPartition boot process, if the cell has a "y" 
use-on-next-boot setting. 

If any of the cells does not adhere to these requirements, go back to 
Step 3 and select a different set of cells for the nPartition. 

Step 5. Assign the cells to the nPartition. 

You can either create a new nPartition that includes the selected cells, or 
you can modify an existing nPartition so that it conforms to the 
nPartition configuration recommended by the configuration chart. 

For specific procedures for assigning cells, refer to the chapter Managing 
nPartitions on page 243. 

Step 6. If you still have additional nPartitions for which to select and assign 
cells, continue with Step 2. 

Select the largest remaining undefined nPartition, and go back to Step 2 
to choose and assign cells for it. 
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HP Superdome nPartition 
Configuration Guidelines 

On HP Superdome servers, the locations of the cells you assign to each 
nPartition and the resulting loads on server interconnections can affect 
system performance within the server's nPartitions. 

HP offers specific guidelines for configuring nPartitions on HP 
Superdome servers in order to ensure good system performance. 

The guidelines in this section apply to HP Superdome servers only. 

These guidelines follow two basic configuration principies: 

1. Avoid sharing interconnecting hardware (crossbars and crossbar 
links) among multiple nPartitions. 

2. Minimize the number of crossbar links used by each nPartition, but 
do not overload crossbar links by creating nPartitions that can 
generate more .. cell communications traffic across the links than the 
links can support. Overloading crossbar links degrades performance. 

The above principies are incorporated into the guidelines below, andare 
accounted for in the charts of recommended HP Superdome nPartitions. 

Also see nPartition Requirements and Recommendations on page 110 for 
other details. 

Configuration Guidelines for HP Superdome nPartitions 

Use these guidelines to help determine which cells to assign to the 
nPartitions you create on HP Superdome servers. 

O Define nPartitions in order of size. 

Assign cells to the nPartition that has the largest cell count first. 
Then select cells for the next largest nPartition, and so on, and 
finally choose cells for the nPartition with the fewest cells last. 
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HP Superdome nPartition Configuration Guidelines 

This provides more appropriate cell assignments for larger 
nPartitions (those with more cells). Any smaller nPartitions with 
fewer cells are more easily accommodated in the remaining, 
available cells. 

O Place each nPartition within an empt y cabinet, if p ossible. 

This applies to nPartitions in HP Superdome 64-way servers only. 

If possible, assign each nPartition cells from a cabinet whose cells 
have no nPartition assignments. Do this before assigning cells from a 
cabinet that already has cells assigned to an nPartition. 

To select cells for nPartitions that are larger than six cells, on HP 
Superdome 64-way servers, refer Superdome 64-way Supported 
nPartition Configurations on page 121. For such larger nPartitions, 
assigning some cells from both cabinet O and cabinet 1 provides 
better performance by better distributing cell communications across 
crossbar links. 

These guidelines can help minimize contentions for using the 
server's interconnecting hardware (crossbars and crossbar links). 

O Assign each nPartition cells from an u nused "cell quad", if 
possible. 

Each "cell quad" is a set of four cells that share the same cabinet 
backplane connections (crossbar chips). Within each HP Superdome 
cabinet, cell slots 0-3 comprise one cell quad, and cell slots 4-7 
comprise the second cell quad. 

Because cells in a quad share the same crossbar chips, they have the 
best cross-cell memory performance. 

o 

Partitions with cells on different crossbar chips have higher memory 
latency (worse memory performance) than nPartitions whose cells all 
share the same crossbar chip. O 

VQ/ . 
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Chart of Supported HP rp7405/rp7410 nPartition Configurations 

Chart of Supported HP rp7405/rp7410 
nPartition Configurations 

Figure 2-llists the nPartition configurations that HP supports for HP 
rp7405/rp7410 servers. 

HP rp7405/rp7410 Supported nPartition Configurations 
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Chart of Supported HP rp8400 nPartition Configurations 

Chart of Supported HP rp8400 
nPartition Configurations 

Figure 2-2lists the nPartition configurations that HP supports for HP 
rp8400 servers. 

HP rp8400 Supported nPartition Configurations 

118 

"Four-Cell Partition 

On HP rp8400 servers, each nPartition must 
include either cell O or cell 1 because these two 
cells are the server's only core-capable cells. 
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Charts of Supported HP Superdome nPartition Configurations 

Charts of Supported HP Superdome 
nParti tion Configurations 

Figure 2-3 lists the nPartition cell configurations that HP supports for 
Superdome 16-way and Superdome 32-way servers. 

Figure 2-4lists the nPartition cell configurations that HP supports for 
Superdome 64-way servers. 

Example nPartition configurations that use these charts to determine 
which cells to assign to nPartitions appear in nPartition Example 
Configurations for an HP Superdome Server Complex on page 122. 
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Charts of Supported HP Superdome nPartition Configurations 

Superdome 16-way and Superdome 32-way 
Supported nPartition Configurations 

Superdome 16-way 

UBB88D8 D8 
~ven-C~l1 Pamtion 
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Eight~ell Partition 

13 88888888 
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Cell Slots 

One-Cell Partitions 

Two-Cell Partitions 
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Charts of Supported HP Superdome nPartition Configurations 

Superdome 64-way Supported nPartition Configurations 

Superdome 64-way Cabinet O Superdome 64-way Cabinet 1 
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nPartition Example Configurations 
for an HP Superdome Server Complex 

This section shows example cell assignments to demonstrate the 
procedure for selecting cells for two sample server complex 
configurations. 

For reference in the following examples, Figure 2-3 on page 120 and 
Figure 2-4 on page 121list a unique number for each nPartition 
configuration set. (For example, config set 6 shows the four two-cell 
nPartition configurations that HP recommends for Superdome 32-way 
servers.) 

The following two examples are given here: 

• Example nPartition Configuration for a Superdome 32-way Server on 
page 123 

• Example nPartition Configuration for a Superdome 64-way Server on 
page 124 
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Example nPartition Configuration 
for a Superdome 32-way Server 

This example configures an HP Superdome 32-way server with one 
six-cell nPartition and one two-cell nPartition. 

A Superdome 32-way server with a six-cell and two-cell nPartition would 
be configured with nPartitions 6A and 2B, as shown in Figure 2-3 on 
page 120. 

In Figure 2-3, configuration sets 5-13 are eligible to be assigned on 
Superdome 32-way servers. The nPartition cell assignments are: 

1. 6A (config set 11), the recommended six-cell nPartition. 

2. 2B (config set 6), because cells O and 2 (2A) are assigned to 6A. 

3. nPartitions 6A and 2B use all cells in the complex. 

Example 
Superdome 32-way complex nPartition configuration: 
one six-cell nPart~tion and one two-cell nPartition. 

8 8 
2 88880 8 0 8 
3 88888888 
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nPartition Example Configurations for an HP Superdome Server Complex 

Example nPartition Configuration 
for a Superdome 64-way Server 

This example configures an HP Superdome 64-way server with one 
seven-cell nPartition and two four-cell nPartit ions. 

A Superdome 64-way server with a seven-cell nPartition and two 
four-cell nPartitions would be configured with nPartitions 7 A, 4B, and 
4E, as shown in Figure 2-4 on page 121. 

In Figure 2-4, configuration sets 14-34 are eligible to be assigned on 
Superdome 64-way servers. The nPartition cell assignments are: 

1. 7A (config set 25), the first recommended seven-cell nPartition. 

2. 4B (config set 21), beca use cells in 4A are used by 7 A. 

3. 4E (config set 22), because some or all cells in 4A-D are assigned. 

4. Partitions 7 A, 4B, and 4E use all cells except one (cabinet 1, cell 4). 

The following illustrations shows how the Superdome 64-way nPartition 
configurations would be selected, using Figure 2-4 to determine which 
recommended nPartitions to use. 

Example 
Superdome 64-way complex nPartition configuration: 
one seven-cell nPartition and two four-cell nPartitions. 

EJEJEJEJDEJDEJ DDUDDDBC 
BB~~ 

BBBEJDEJDEJ DDDDDnEJD 
~ 
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U sing Console and 
Service Processor Interfaces 

This chapter covers the service processors and nPartition console 
interfaces available for HP's nPartition servers. 

The service processor in HP servers is sometimes called the 
Management Processar (MP) and sometimes the Guardian Service 
Processar (GSP). 

Regardless o f the name, the service processar in these servers provides 
approximately the same features and performs essentially the same role. 

Throughout this document, the term "service processar" refers to both 
the MP and GSP service processors. 
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Using Console and Service Processor Interfaces 

Service Processar (GSP or MP) lntroduction 

Service Processor (GSP or MP) lntroduction 

The service processor (GSP or MP) utility hardware is an independent 
support system for nPartition servers. It provides a way for you to 
connect to a server complex and perform administration or monitoring 
tasks for the server hardware and its nPartitions. 

The main features ofthe service processar include the Command menu, 
nPartition consoles, console logs, chassis code viewers, and nPartition 
Virtual Front Panels (live displays of nPartition and cell states). 

For details, see Service Processar Features on page 128. 

The service processar is available when its cabinet has standby power, o 
even if the main ( 48-volt) cabinet power switch is tumed off. 

Access to the service processar is restricted by user accounts. Each user 
account is password protected and provides a specific levei of access to 
the server complex and service processar commands. 

Multiple users can independently interact with the service processar 
because each service processar login session is private. However, some 
output is mirrored: the Command menu and each nPartition console 
permit one interactive user at a time and mirror output to all users 
accessing those features. Likewise, the service processar mirrors live 
chassis codes to all users accessing the Live Chassis Logs feature. 

Up to 16 users can simultaneously login to the service processar through 
its network (customer LAN) interface and they can independently 
manage nPartitions or view the server complex hardware states. 

Two additional service processar login sessions can be supported by the 
local and remote serial ports. These allow for serial port terminal access 
(through the local RS-232 port) and externai modem access (through the o 
remote RS-232 port). 

In general, the service processar (GSP or MP) on nPartition servers is 
similar to the service processar on other HP servers, while providing 
enhanced features necessary for managing a multiple-nPartition server. 

For example, the service processar manages the complex profile, which 
defines nPartition configurations as well as complex-wide sett ings for the 
server. 
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~ Service Processar (GSP or MP) lntroductíon 

'-

1 

. The service processar also controls power, reset, and TOC capabilities, 
displays and records system events (chassis codes), and can display 
detailed information about the various internai subsystems. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 127 
.. ,. ___ ,__ ,( 

í~OS n° 03/2005 - ,.,.,n ' 
: CPMI - CORREIO~ 
1 

~~/s 

I 

00 81 

3 697 
-f Doe~ 
I_ _ ... - ·-· . ... 



Using Console and Service Processor Interfaces 

Service Processor Features 

Service Processor Features 

The following list describes the primary features available through the 
service processar (GSP or MP) on HP rp7405/rp7410, HP rp8400, and HP 
Superdome servers. 

• Command Menu 

The Command menu provides commands for system service, status, 
access configuration, and manufacturing tasks. 

To enter the Command menu, enter CM at the service processar Main 
menu. To exit the service processar Command menu, enter MA to 
retum to the service processar Main menu. O 
See Using Seruice Processar Commands on page 140 for details. 

Service processar commands are restricted based on the three leveis 
of access: Administrator, Operator, and Single Partition User. See 
Seruice Processar Accounts and Access Leuels on page 131 for details. 

• Consoles 

128 

Each nPartition in a server complex has it s own console. 

Enter co at the service processar Main menu to access the nPartition 
consoles. To exit the console, type "'b (Control-b). 

See Console Access to nPartitions on page 150 for details. 

Each nPartition's console output is refiected to ali users currently 
accessing the console. 

One console user can have interactive access to each nPar tition's 
console, and all other users ofthe console have read-only access. To o 
gain write access for a console, type Ae cf (Control-e c f). 

Each nPartition's console provides access to: 

Boot Console Handler (BCH) interface for the nPartition. 

The BCH interface is available ifthe nPartition has booted but 
has not yet loaded or booted the HP-UX operating system. 

HP-UX console for the nPartition. 
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Service Processar Features 

The nPartition console provides console login access to HP-UX 
and serves as / dev/ console for the nPartition. 

• Console Logs 

• 

Enter CL from the service processar Main menu to access the console 
logs menu. To exit the console log, type "b (Control-b). 

Each nPartition has its own console log, which has a history of the 
nPartition console's output, including boot output, BCH activity, and 
any HP-UX console login activity. 

See Console Log Viewing on page 155 for details. 

The console log provides a limited history; it is a circular log file that 
overwrites the oldest information with the most recent. 

All console activity is recorded in the console's log, regardless of 
whether any service processar users are connected to the console. 

Error Logs, Activity Logs, and Live Chassis Codes 

Enter SL to access the chassis log viewer. To exit the chassis viewer 
type "b (Control-b). 

Three types of chassis code log views are available: activity logs, 
error logs, anà1ive chassis code logs. 

See Chassis Code Log Viewing on page 156 for details. 

The activity log and error log provide views of past chassis codes. 

The live chassis code view provides: 

Real-time view of chassis codes. 

Options for filtering the live chassis code output to show only the 
chassis codes related to a specific cell (c), a specific nPartition (P), 
or alerts (A, for codes of alert levei 3 and higher). Type u to view 
unfiltered codes (all chassis codes). 

Alllogs (activity, error, and live) can be displayed in different 
formats, including: keyword format, text format, hex (with 
keywords), and raw hex format. 

When viewing chassis logs, type v followed by a format selector to 
change the display format. 

/vV 
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Using Console and Service Processor Interfaces 

Service Processar Features 

• Virtual Front Pane! (VFP) for an nPartition 

130 

Each nPartition's Virtual Front Panel (VFP) displays real-time 
status ofthe nPartition boot status and activity, and details about all 
cells assigned to the nPartition. The VFP display automatically 
updates as cell and nPartition status changes. A system-wide VFP 
also is provided. 

Enter VFP at the Main menu to access the View Front Panel menu. 
To exit a Virtual Front Panel, type Ab (Control-b). 

See Using Virtual Front Panels on page 159 for details. 
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Service Processar Accounts and Access Leveis 

Service Processor Accounts and Access Leveis 

To access the service processar interface for a server complex, you must 
have a user account that enables you to login to the service processar. 

Each server complex has its own set of service processar user accounts, 
which are defined for the server complex and may differ from accounts on 
other complexes. 

Service processar user accounts have a specific login name, password, 
and access levei. 

The three user account access leveis are: 

• Administrator Account 

Provides access to all commands, and access to all nPartition 
consoles and Virtual Front Panels. 

Can manage user accounts (using the Command menu so command) 
and can reconfigure various service processar settings. 

• Operator Account 

Provides access to a subset of commands, and access to all nPartition 
consoles and Virtual Front Panels. 

Can reconfigure the service processar. 

• Single Partition User Account 

Provides access to a restricted subset of commands, and access to a 
single nPartition's console anda single nPartition's Virtual Front 
Pane L 

Can only execute commands that affect the assigned nPartition. 

Cannot execute commands that could potentially affect multiple 
nPartitions or affect the service processar configuration. 

Each user account can permit multiple concurrent login sessions (if it is 
a "multiple use" account), or restrict account access to a single login 
session (for "single use" accounts). 
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Using Console and Service Processor Interfaces 

Accessing Service Processar Interfaces 

Accessing Service Processor Interfaces 

This section describes how to login to the service processar (GSP or MP) 
for an nPartition server complex. 

You can connect to a server complex's service processor using the 
following methods: 

• Connecting through the customer LAN p ort by using telnet, if 
login access through the customer LAN is enabled for the service 
processar. 

On HP Superdome servers, the customer LAN hardware is labeled 

0 "Customer LAN". On HP rp8400 servers it is "GSP LAN". On HP 
rp7405/rp7410 servers it is the only LAN port on the core I/0. 

Use telnet to open a connection with the service processar, then 
login by entering the account name and corresponding password. 

• Connecting through the local RS-232 port using a direct serial 
cable connection. 

On HP Superdome server hardware, the local RS-232 port is labeled 
"Local RS-232". On HP rp8400 servers it is the "Local Console" port. 
On HP rp7405/rp7410 servers it is the 9-pin D-shaped connector 
(DB9) labeled "Console". 

• Connecting through the remote RS-232 port using externai model 
(dial-up) access, ifremote modem access is configured. 

132 

On HP Superdome server hardware, the remote RS-232 port is 
labeled "Remote RS-232". On HP rp8400 servers it is the "Remote 
Console" port. On HP rp7405/rp7410 servers it is the DB9 connector 
labeled "Remo te". 
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Accessing Service Processar Interfaces 

Service Processor Login Session 

The following output shows a sample login session for a server whose 
service processor's hostname is "hpsys-s". 

> telnet hpsys-s 
Trying .. . 
Connected to hpsys-s.rsn . hp.com . 
Escape character is 'A]'. 

Local flow control off 

MP login: Accountname 
MP password : 

Welcome to the 

s Class 16K-A 

Management Processar 

{c) Copyright · 1995-2001 Hewlett-Packard Co., All Rights 
Reserved. 

MP > 

Version 0.23 

MP MAIN MENU : 

CO: Consoles 
VFP : Virtual Front Panel 

CM: Command Menu 
CL: Console Logs 
SL: Show chassis Logs 
HE: Help 

X: Exit Connection 
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Accessing Service Processar Interfaces 

Logging in to a Service Processor 

This procedure connects to and logs in to a server complex's service 
processar (GSP or MP) using telnet to access the customer LAN. 

If connecting through the local or remote RS-232 port, skip S tep 1 
(instead establish a direct-cable or dial-up connection) and begin with 
Step 2. 

Step 1. Use the HP-UX telnet command on a remote system to connect to the 
service processar for the server complex. 

You can connect directly from the command line, for example: 

telnet sdome- g 

or run telnet first, and then issue the open command (for example, 
open sdome-g) at the telnet> prompt. 

Ali telnet commands and escape options are supported while you are 
connected to the service processar. See the telnet(l) manpage for details. 

(On non-HP-UX platforms such as various PC environments you can 
instead use an alternate telnet program.) 

Step 2. Login using your service processar user account name and password. 

GSP login: Accountname 
GSP password: Password 

Step 3. Use the service processar menus and commands as needed and log out 
when done. 

To log out, select the Exit Connection menu it em from the Main menu 
(enter X at the GSP> prompt or MP> prompt). 

You also can terminate a login session by issuing the telnet escape key 
sequence "] (type: Control-right bracket) and entering close at the 
telnet> prompt. 

If possible, you should log out of any consoles and menus before 
terminating your telnet session. 
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Using Console and Servic..~.P,.roces~or Interfaces 

Accessing Service Processar Interfaces 

If HP-UX on an nPartition, log out of HP-UX before exiting the 
cons an service processar sessions. (Otherwise an open HP-UX login 
se · n will remain available to any other service processar users.) 
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NOTE 

Using Console and Service Processor Interfaces 

Using Service Processar Menus 

Using Service Processor Menus 

The service processar (GSP or MP) has a set ofmenus that give you 
access to various commands, consoles, log files , and other fe atures. 

See Navigating through S ervice Processar Menus on page 138 for details 
on using these menus. 

The following menus are available from the service processar Main menu 
(which is the menu you first access when logging in): 

• Console Menu-Provides access to consoles for the server's 
nPartitions. 

• Virtual Front Panel Menu-Provides a Virtual Front Panel for 
each nPartition (or for the entire server complex). 

• Command Menu-lncludes service, status, system access, and 
manufacturing commands. 

• Console Log Viewer Menu-Allows access to the server's console 
logs. 

• Chassis Log Viewer Menu-Allows access to the server's chassis 
code logs. 

• Help Menu-Provides online help on a variety of service processar 
topics and on all service processar Command menu commands. 

These menus provide a central point for managing an nPartition server 
complex outside ofHP-UX. 

The service processar menus provide many tools and details not 
available elsewhere. More administration features also are available 
from the nPartition BCH interfaces, or from HP-UX commands and 
utilities running on one ofthe server complex's nPartitions. 

Some specific service processar menu options and features differ slightly 
on different hardware platforms and firmware revisions. However, most 
features are identical and behave as described here. 
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Figure 3-1 

Using Console and Servi.~ P,xoces~<?r Interfaces 
Using Service Processar Menus 

verview of Service Processor (GSP or MP) Menus 
CO - Console Menu 

Partitions available: 

# Name 

O) Partition O 
1 ) Partition One 
Q) Quit 

Please select partition number: 

VFP - Virtual Front Pane! 
Partition VFP's available: 

# Name 

Service Processor (GSP or MP) O) Partition O 
1) Partition One Main Menu 

GSP MAIN MENU: 

CO: Consoles 
VFP: Virtual Front Panel 

CM: Command Menu 
CL: Console Logs 
SL: Show chassis Logs 
HE: Help 

X: Exit Connection 

GSP> 

S) System (all chassis codes) 
Q) Quit 

GSP : VFP> 

CM - Command Menu 

Enter HE to get a list of avai l able 
commands 

GSP : CM> 

CL - Console Lo Menu 
Partition Conso l e Logs avai l able: 

# Name 

O) Partition O 
1) Partition One 
C) Clear a partition's console 

l og. 
Q) Quit 

GSP : VW > 

SL - Chassis Lo Menu 
Chassis Logs ava ilable: 

(A)ctivity Log 
(E)rror Log 
(L)ive Chassis Logs 

(C)lear All Chassis Logs 
{Q) uit 

GSP:VW> 

• 
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~
avigating through Service Processor Menus 
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I 

( avigating through Service Processor Menus 
\ 

Figure 3-2 on page 139 shows the commands and options for returning to 
the service processor Main menu and for ending a service processor login 
sesswn. 

The following list also includes tips for navigating through service 
processor menus and using various menu features: 

• Control-b 

Exit current console, console log, chassis log, or Virtual Front 
Panel. 

When accessing an nPartition's console, any log files, or any Virtual 
Front Panel (VFP), you can exit and return to the Main menu by Q 
typing Ab (Control-b). 

• Q (or lower-case q) 

Exit or cancel current menu prompt. 

Enter Q (or lower-case q) as response to any menu prompt to exit the 
prompt and return to the previous sub-menu. 

You can do this throughout the service processor menus, including 
the console menus, various command menu prompts, and the log and 
VFPmenus. 

Note that, from the Command menu prompt (GSP: CM> or MP: CM>) 
you must enter MA (not Q) to return to the Main menu. However, you 
can enter Q or q to cancel any command. 

• Control-] 

138 

Escape the service processor connection and return to the 
telnet prompt. 

At any time during your telnet connection to a service processor, 
you can type the A] (Control-right bracket) escape sequence. 

This key sequence escapes back to the telnet prompt. When at the 
telnet> prompt you can use the following commands, among others: 
? (print telnet command help information), close (dose the current 
connection), and quit (exit telnet). 

To return to the service processor connection, type enter (or return) 
one or more times. 
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Figure 3-2 
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~ \) Navigating through Service Processar Menus 

Naviga~ough Service Processor (GSP or MP) Menus 

telnet sdome-g 
(log in to service processar) 

L 
co 

VFP 

CM 

CL 

SL 

Console Menu 

Please select 
partition number : 

Virtual Front Panel 

GSP : VFP > 

Command Menu 

GSP :CM> 

Console Log Viewer 
Menu 

GSP : VW > 

'~~ L_. Chassis Log Viewer 
Menu 

GSP : VW > 

Connection closed by 
-----.~foreign host. 
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Using Service Processar Commands 

U sing Servi c e Processo r Commands 

You can issue commands at the service processar Command menu. 

To access the service processar Command menu, enter CM at the service 
processor's Main menu. To exit the Command menu, enter the MA 

command to return to the Main menu. 

All service processar users accessing the Command menu share access to 
the menu. 

Only one command can be issued at a time. For each command issued, 
the command and its output are displayed to all users currently 

0 accessing the Command menu. 

Some commands are restricted and are available only to users who have 
Administrator or Operator privileges. You can issue any command that is 
valid at your access levei by entering the command at the Command 
menu prompt (GSP: CM> or MP: CM>). 

When you list commands using the HE command, the commands are 
shown in the following categories: 

• Service commands--Support boot, reset, TOC, and other common 
service activities. 

• Status commands-Give command help and system status 
information. 

• System and access configuration commands-Provide ways to 
configure system security and console and diagnostic settings. 

The following sections give more details about the available commands. 
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Commands ~monly Used at the Service Processor 

Table 3-1 summarizes commands that are commonly used by system 
administrators. These commands are available to all service processar 
users. 

Table 3-1 

Command 

BO 

CP 

HE 

LS 

MA 

PD 

PS 

RS 

RR 

SYSREV 

TC 

TE 

WHO 

Service Processo r: Commonly U sed 
Commands 

Description 

Boot an nPartition past an inactive boot-is-blocked 
(BIB) state to make it active. 

Display nPartition cell assignments. 

Help: list the available commands. 

Display LAN connected console status. 

Return to the service processar Main menu. 

Set the default nPartition for the current session. 

Display detailed power and hardware configuration 
status. 

Reset an nPartition. 

Reset an nPartition to a ready for reconfiguration state, 
which makes the nPartition inactive. 

Display all cabinet FPGA and firmware revisions. 
(HP rp8400 and HP rp7405/rp7410 only.) 

Send a TOC signal to an nPartition. 

Broadcast a message to all users o f the Command 
menu. 

List all users connected to the service processar. 

The above commonly used commands appear in the service, status, and 
the system and access configuration categories. 

For additional commands, by category, see the following sections. 
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~ervice Processor Commands: Quick Reference 

Service Processor Commands: 
Quick Reference 

The following tables list commands available from the service processar 
Command menu: 

• Service Commands on page 142 

• Status Commands on page 143 

• System and Access Configuration Commands on page 144 

For a complete and current list of all service processar commands, enter 
the HE command at the service processar Command menu. 

Service Commands 

The service commands available provide boot, reset, power, TOC, status, 
and other commands for common service activities. 

Table 3-2 Service Processor: Service Commands 

Command Description 

BO Boot an nPartition past an inactive boot-is-blocked 
(BIB) state to make it active. 

DF Display FRU information of an entity. 

MA Return to the Main menu. 

MFG Enter the manufacturing mode. (Administrator only.) 

MR Modem reset. 

PE Power entities on or off. (Administrator and operator 
only.) 

RE Reset entity. (Administrator and operator only.) 

RR Reset an nPartition to a ready for reconfiguration state, 
which makes the nPartition in active. 
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Command 

RS 

SYSREV 

TC 

TE 

VM 

WHO 

Using Console and Service P.r.oces~9r Interfaces 

Service Processar Commands: Quick Reference 

Service Processor: Service Commands 

Description 

Reset an nPartition. 

Display ali cabinet FPGA and firmware revisions. 
(HP rp8400 and HP rp7405/rp7410 servers only.) 

Senda TOC signal to an nPartition. 

Broadcast a message to ali users o f the Command 
menu. 

Margin the voltage in a cabinet. (HP Superdome 
servers only.) 

Display a list of users connected to the service 
processo r. 

Status Commands 

The status commands provide command help and system status 
information, such as hardware status and nPartition configurations. 

Table 3-3 Service Processor: Status Commands 

Command Description 

CP Display nPartition celi assignments. 

HE Display the list of available commands. 

IO Display I/0 chassis connections to celis. 
(HP Superdome servers only.) 

LS Display LAN connected console status. 

MS Display the status of the modem. 

PS Display detailed power and hardware configuration 
status. 
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Table 3-4 

Access Level(s) 

Administrator 

Administrator, 
Operator 

Administrator, 
Operator 

Administrator 

Administrator 

Administrator, 
Opera to r 

Administrator 

Administrator 

Administrator, 
Operator, 
Single Partition 
User 

Administrator, 
Operator 

Administrator, 
Opera to r, 
Single Partition 
User 

Administrator 

Using Console and Service Processor Interfaces 

Service Processar Commands: Quick Reference 

System and Access Configuration Commands 

The system and access configuration commands provide ways to 
configure system security and console and diagnostic settings. These 
commands also enable you to modify some complex configuration 
settings. Some ofthese commands are restricted (users with an 
"Operator" or "Single Partition User" access level can issue a subset of 
these commands). 

Service Processor: System and Access Confi.guration Commands 

Command Description 

AR Configure the automatic system restart for an 
nPartition. 

CA Configure asynchronous and modem parameters. 

CC Initiate a complex configuration. 

DATE Set the time and date. 

DC Reset parameters to default configuration. 

DI Disconnect remote or LAN console. 

DL Disable LAN console access. 

EL Enable LAN console access. 

ER Configure remote/modem port access options. 

FW Firmware update utility. (HP rp8400 and HP 
rp7405/rp7410 servers only.) 

ID Display andlor change certain Stable Complex 
Configuration Data fields, which describe the complex 
identity. 

IF Display network interface information. 
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Access Level(s) 

Administrator, 
Operator 

Administrator 

Administrator, 
Opera to r, 
Single Partition 
User 

o Administrator 

Administrator, 
Operator 

Administrator, 
Operator 

Administrator, 
Operator 

Administrator 

Administrator, 
Opera to r 

o 

Service'@ 
'--' 

Command 

IT 

LC 

LS 

ND 

PD 

PWRGRD 

RL 

so 

XD 

I 

Using Console and Service P.r.ocess.Qr Interfaces 

Service Processar Commands: Quick Reference 

é sor: System and Access Configuration Commands 

Description 

Modify command interface inactivity time-out. 

Configure LAN connections. 

Display LAN connected console status. 

Enable/disable network diagnostics. 

Set the default nPartition for the current session. 

. Configure power grid settings. (HP rp8400 and 
HP rp7405/rp7410 servers only.) 

Rekey complex profile lock. 

Configure security options and access control. 

Service processar diagnostics and reset options. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 145 

IRás -n' D3t2rl 
CPMI • CORREIO~ .' 
I 

1 ' I o 090 
Eis: ------

3697 
Doe: 



.. . , .. 
...... . 

Using Console and Service Processar Interfaces 

Network Configuration for a Service Processar 

Network Configuration for a 
Service Processor 

This section describes how to list and configure the network settings for 
service processar (GSP or MP) hardware. These settings are used for 
connections to the service processar andare not used for HP-UX 
networking. 

Details on configuring service processar networking are given in the 
procedure Configuring Seruice Processar Network Settings on page 148. 

The service processar utility hardware on HP Superdome servers has 
two network connections: the customer LAN and private LAN. The O 
service processar on HP rp8400 and HP rp7405/rp7410 servers do not 
have a private LAN but have only customer LAN connections. 

Features of service processo r LAN s are given in the following list. 

• Customer LAN for Service Processor 

The customer LAN is the connection for login access to the service 
processar menus, consoles, commands, and other features. 

All HP nPartition servers have a customer LAN. 

On HP Superdome servers, the customer LAN port is labeled 
"Customer LAN". On HP rp8400 servers it is "GSP LAN". On HP 
rp7405/rp7410 servers it is the only LAN connection on each core 110 
board. 

• Private LAN for Service Processor (Superdome Only) 

The private LAN is the connection to the Superdome service 
support processar (SSP) workstation. 

Only Superdome servers have a private LAN. 

To configure service processar network settings, you can use the the 
Command menu's LC command. 

To list the current service processar network configuration use the LS 

command. 

The following examples show service processar LAN status for various 
HP nPartition servers. 
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Network Configuration for a Service Processar 

M,~~g.7405/rp7410 or rp8400 Service Processor LAN Status'--- - · 

~urrent configuration of MP customer LAN interface 

I 
MAC address : 00:30:6e:05:19:ac 
IP address 15 . 99 . 84.140 (OxOf63548c) 
Hostname redxii-c 
Subnet mask 255.255.255.0 (OxffffffOO) 
Gateway 15 .9 9.84 .254 (Ox0f6354fe) 
Sta tus UP and RUNNING 
AutoNegotiate Enabled 
Data Rate 100 Mb /s 
Duplex Half 
Error Count O 
Last Error no ne 

P: CM> 

HP Superdome Service Processor LAN Status 
f3SP:CM> LS 

Current configuration of GSP customer LAN interface 
MAC address 00:10 : 83:27 : 04:5a 
IP address 15.99.49.129 Ox0f633181 
Name feshd5-u 
Subnet mask 255.255.248 .0 Oxfffff800 
Gateway 15 . 99.49.254 Ox0f6331fe 
Status UP and RUNNING 

urrent configuration of GSP private LAN interface 
MAC address OO :aO:f0 : 00:83:b1 
IP address 192 . 168.2.15 OxcOa8020f 
Name priv- 05 
Subnet mask 255 . 255.255.0 OxffffffOO 
Gateway 192.168 .2 .100 Oxc0a80264 
Status UP and RUNNING 

GSP:CM> 

Default Service Processor Network Settings 

Table 3-5 and Table 3-6list the default customer LAN and private LAN 
network settings for nPartition servers. Only Superdome servers have a 
private LAN. 

Table 3-5 Default Configuration for Service Processor 
Customer LAN 
(Ali nPartition Servers) 

Customer LAN IP Address 192.168.1.1 

Customer LAN Host N ame gspO 

Customer LAN Subnet Mask 255.255.255.0 

Customer LAN Gateway 192.168.1.1 
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Using Console and Service Processor Interfaces 

Network Configuration for a Service Processar 

Table 3-6 Default Configuration for Service Processor 
Private LAN 
(HP Superdome Servers Only) 

Private LAN IP Address 192.168.2.10 

Private LAN Host Name priv-00 

Private LAN Subnet Mask 255.255.255.0 

Private LAN Gateway 192.168.2.10 

Configuring Service Processor Network Settings 

This procedure (Command menu, LC command) configures the service 
processor's customer LAN and private LAN network settings from the 
service processar Command menu. 

Step 1. Connect to the server complex's service processar, login as an 
administrator, and enter CM to access the Command menu. 

Use telnet to connect to the service processar, ifpossible. 

If a service processar is at its default configuration (including default 
network settings), you can connect to it using either of these methods: 

• Establish a direct serial cable connection through the service 
processor's local RS-232 port, a 9-pin D-shaped connector (DB9). 

On HP Superdome servers this port is labeled "Local RS-232". On HP 
rp8400 servers it is the "Local Console" port. On HP rp7405/rp7410 
servers use the DB9 connector that is labeled "Console". 

• Access a PC or workstation on the same subnet as the service 
processar, modify its network routing tables to include the default 
customer LAN IP address, then telnet to the service processar. The 
procedure to modify networking and connect is: 

148 

1. Access a PC or workstation on the service processor's subnet. 

2. Modify the network routing tables for the PC or workstation by 
using the route add 192 .168 .1.1 ClientName command, 
where ClientName is the network name ofthe PC or 
workstation. 
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Network Configuration for a Service Processar 

From a PC command prompt: route add 192.168.1.1 ClientName 
On an HP-UX workstation login as root and use this command: 

/usr/sbin/route add 192.168.1.1 ClientName 

Mter you reconfigure the service processor's networking, you can remove 
these network routing table changes with the route delete ... command. 

3. Enter this command to confirm the new network connection to 
the service processar: ping 198.168.1.1 -n 2 

4. Use the te1net 192.168.1.1 command from the PC or 
workstation to connect to the service processar. 

Step 2. From the service processar Command menu, enter LS to list the current 
network settings, and if needed use the LC command to reconfigure the 
network settings for the service processar. 

You must be logged in as an administrator to use the LC command. 

The LC command enables you to modify the customer LAN ancl/or the 
private LAN configuration. 

You can cancel all changes to the service processar LAN configuration at 
any time by replying Q to any of the LC command's prompts. 
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Using Console and Service Processor Interfaces 
Console Access to nPartitions 

Console Access to nPartitions 

The service processar Console menu provides access to all nPartition 
consoles within the server complex. 

Enter co from the service processar Main menu to access an nPartition's 
console. To exit the nPartition console, type "b (Control-b) to return to the 
Mainmenu. 

Each nPartition in a complex has a single console. However, multiple 
connections to the console are supported, allowing multiple users to 
simultaneously view the console output. Only one connection per console 
permits write-access. 

To force (gain) console write access for an nPartition's console, type "ecf 
(Control-e c f). 

Each nPartition console can display a variety ofinformation about the 
nPartition, including: 

• Partition startup, shutdown, and reset output. 

• Boot Console Handler (BCH) menus, if the nPartition has not yet 
booted the HP-UX operating system and has completed Power-On 
Self Tests (POST). 

• The HP-UX login prompt and "console shell access". 

nPartition Console Access versus Direct HP-UX Login 

You may need to consider the following factors when deciding whether to 
interact with an nPartition through the service processar console 
interface ora direct HP-UX login: 

• Whether you want to log your activity to the nPartition's console log 
(all console activity is stored at least temporarily). 

• Whether HP-UX is installed, booted, and properly configured on the 
nPartition. 

150 

If HP-UX is not installed on an nPartition, you should access the 
nPartition's console (through the service processar) in order to install 
and configure HP-UX. 
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nPartition Console Access versus Direct HP-UX Login 

You should login to HP-UX running on an nPartition when you do not 
need to use service processar features and do not want to recorda log of 
your activity. 

Before HP-UX has booted, the service processar nPartition consoles are 
the primary method ofinteracting with an nPartition. 

Mter an nPartition has booted HP-UX, you should be able to connect to 
and login to the nPartition by using telnet or rlogin to remotely login. 

Ifthe HP-UX kernel booted on the nPartition does not have networking 
fully configured, you may need to login using a service processor 
nPartition console connection to set up the nPartition's networking 
configuration (using I sbin/ set _parms). 

To view the /dev/console messages for HP-UX running on an nPartition, 
you can access the nPartition's console, view its console log, or use the 
xconsole command or xterm -c command and option. See the xconsole 
(1) or xterm (1) manpages for details. 
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Boot Console Handler (BCH) Access 

Boot Console Handler (BCH) Access 

Each nPartition in a server complex has its own Boot Console Handler 
(BCH) interface. When an nPartition is booted to BCH, its BCH interface 
is available through the nPartition's console. 

The nPartition BCH interface enables you to manage and configure the 
HP-UX boot process for an nPartition. You also can configure some 
settings for the local nPartition, get some information about the 
nPartition and its server complex, and perform other tasks such as 
reboot. 

Figure 3-3 shows details on accessing and using an nPartition's BCH 
interface, including the following points: 

• To access an nPartition's console type co from the service processar 
(GSP or MP) Main menu. 

• To force console write access, type Aecf (Control-e c f). 

• To exit the console, type Ab (Control-b) to return to the Main menu. 

The BCH interface is available after an nPartition's cells have been 
powered on; its hardware has completed ali Power-On SelfTests (POST); 
and the cells have booted past boot-is-blocked, rendezvoused, and BCH 
has started executing. Refer to the chapter An Overview o f nPartition 
Boot and Reset on page 161 for details. 

Once you begin the HP-UX boot process and load ISL, the BCH interface 
is no longer available. 

The BCH menus and commands for nPartitions differ slightly from the 
commands menus for BCH on other HP 9000 server systems. 

To display the current BCH menu and commands, type DI. 

The BCH interface's HELP command lists BCH command or menu details. 
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Boot Console Handler (BCH) Access 

Main Menu: Enter command or menu > HELP MA 
Main Menu Help - --- -- ------------------- -- ------------------------ - - - - - --

The following submenus are available from the main menu: 

COnfiguration-------- ------- - --- - ----------------BootiD 
INformation-----------------------ALL BootTimer 
SERvice - --- - --------BAttery BootiNfo CEllConfig 

CLEARPIM CAche COreCell 
MemRead ChipRevisions CPUConfig 
PDT ComplexiD DataPrefetch 
PIM Fabricinfo DEfault 
SCSI FRU FastBoot 

FwrVersion KGMemory 

!JJt 
IO PathFlag 
LanAddress PD 
MEmory ResTart 
PRocessar Time 
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Boot Console Handler (BCH) Access 

I , 

' Figure 3-3 Accessing an nPartition's BCH Interface 

telnet sdome-g 
(login to service processar) 

L GSPorMP ... 
Main Menu -
~co 

(select Console menu) 

L Console Menu 

Ll 
-- Ma1n Menu ---

Command 

BOot [PRIIHAAIALTI<path>] 
PAth [PRI HAA ALT] [<path>] 
SEArch [ALLI<path>] 
ScRoll [ON I OFF] 

COnfiguration menu 
INformation menu 
SERvice menu 
DeBug menu 
MFG menu 

Display 
HElp [<menu>l<command>] 
REBOOT 
RECONFIGRESET 

Main Menu: Enter command or menu > 

(select partition 1 console) 

Description 

Boot from specified path 
Display or modify a path 
Search for boot devices 
Display or change scrolling 

, 

capability 

Displays or sets boot values 
Displays hardware information 
Displays service commands 
Displays debug commands 
Displays manufacturing commands 

Redisplay the current menu 
Display help for menu or command 
Restart Partition 
Reset to allow Reconfig Complex Profile 

A e c f - Force console write 
access. 

Ab- Exit and return to service 
processar Main menu. 

-
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"~ Console Log Viewing 

Console Log Viewing 

Each nPartition in a server complex has its own console log that stores a 
record of the nPartition's most recent console activity. 

To access an nPartition's console log, enter CL from the service processar 
Main menu and select which nPartition's console log you want to view. To 
exit the console log viewer, type Ab (Control-b) to return to the Main 
menu. 

When viewing an nPartition's console log, type P to view the previous 
page ofthe console log, or type N (or Enter) to view the next page. 

When you enter an nPartition's console log viewer it displays the oldest 
data in the log first and allows you to page through the log to view the 
more recently recorded activity. 

Each nPartition's console log is a circular log file that records 
approximately 30 to 40 pages of data. All nPartition console activity is 
written to this log file, regardless o f whether a user is connected to the 
nPartition console. 

As an nPartition's console log is written the oldest data in the log is 
overwritten by cutrent data, as needed, so that the last 30 to 40 pages of 
console output always is available from the console log viewer. 
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Using Console and Service Processor Interfaces 

Chassis Code Log Viewing 

Chassis Code Log Viewing 

The service processor's chassis log viewer enables you to view chassis 
codes that are emitted throughout the entire server complex. 

To enter the chassis log viewer enter SL at the service processar Main 
menu. To exit the viewer type .... b (Control-b) to return to the Main menu. 

Chassis codes are data that communicate information about system 
events from the source ofthe event to other parts ofthe server complex. 
Chassis code data indicates what event has occurred, when and where it 
happened, and its severity (the alert level). 

All chassis codes pass from the event source through the service O 
processar. The service processar takes any appropriate action and then 
reflects the chassis codes to ali running nPartitions. lf an nPartition is 
running event monitoring software, it may also take action based on the 
chassis codes (for example, sending notification e-mail). 

System administrators, of course, may have interest in viewing various 
chassis codes-especially chassis codes that indicate failures or errors. 

Hardware, software, and firmware events may emit chassis codes as a 
result of a failure Õr error, a major change in system state, or basic 
forward progress. For example: a fan failure, an HPMC, the start of a 
boot process, hardware power on or off, and test completion all result in 
chassis codes being emitted. 

While HP-UX is running on an nPartition, it constantly emits a 
"heartbeat" chassis code (at alert levei O) to indicate that the operating 
system still is functioning and has not hung. 

Each nPartition server cabinet's front panel attention LED is 
automatically turned on when one or more chassis codes of alert level2 or 
higher have not yet been viewed by the administrator. When this 
attention LED is on, entering the chassis log viewer turns the LED off. 

You can remotely check this attention LED's on/off status by using the 
service processar Command menu's PS command, G option. 
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Using Console and Servic~t.P.rocessor Interfaces 
!I. .i ' .. _ 

Chassis Code Log Viewing 

On nPartition servers, chassis codes are recorded in the server complex 
activity log (for events of alert levei O or alert levei 1) or the error log 
(for events alert levei 2 or higher). 

Chassis Logs available: 

(A) ctivity Log 
(E)rror Log 
(L)ive Chassis Logs 

(C)lear All Chassis Logs 
(Q)uit 

GSP:VW> L 

Entering Live Log display 

A) lert filter 
C) ell filter 
P)artition filter 
U)nfiltered 
V)iew format selection 
"B to Quit 

Current filter: ALERTS only 

Log Viewing Options: Activity, Error, and Live Chassis Logs 

When you enter the chassis log viewer by entering SL at the service 
processar (GSP or MP) Main menu, you can select from these viewers: 

• Activity Log Viewer 

Allows you to browse recorded chassis codes of alert levei O or 1. 

• Error Log Viewer 

Allows you to browse recorded chassis codes of alert levei 2 or higher. 

• Live Chassis Logs Viewer 

Displays chassis codes in real time as they are emitted. 

By default, the live chassis code viewer has the Alert filter enabled, 
which causes it to display only the events of alert levei 3 or higher. 

To view all chassis codes in real-time, type u for the Unfiltered 
option. 
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Chassis Code Log Viewing 

You also can filter the live codes by cell (C) or nPartition (P). 
Cell filter: only display chassis codes emitted by a specific cell in the 
server complex. Partition filter: only display chassis codes emitted by 
hardware assigned to a specific nPartition. 

When viewing chassis code logs, type v to change the display format. The 
viewers can show chassis codes in text format (T), keyword format (K), or 
raw hex format (R). 
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Using Virtual Front Panels 

U sing Virtual Front Panels 

The Virtual Front Panel (VFP) provides ways to monitor the chassis 
codes for a particular nPartition or the entire server complex (all 
nPartitions). 

The VFP presents a real-time display of activity on the selected 
nPartition(s) and it automatically updates when cell and nPartition 
status change. 

To access the VFP feature, enter VFP from the service processar Main 
menu. To exit the VFP, type Ab (Control-b) to return to the Main menu. 

When you access a Virtual Front Panel, you can either select the 
nPartition whose VFP you want to view or select the system VFP to view 
summary information for all nPartitions in the server complex. 

E indicates errar since last boot 
Partition O state Activity 

Ce ll(s) Booting: 

# Cell state 
----------

o Early CPU selftest 
1 Early CPU selftest 
2 Memory di s cove ry 

710 Logs 

Activity 
--------

Cell firmware test 
Processar test 
Physical me mory test 

23 2 Logs 
230 Logs 
242 Logs 

GSP:VFP (AB to Quit) > 

When you access a service processar using a single-partition user 
account, using the VFP feature enables you to view only the VFP for the 
nPartition to which you have access. 
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Using Virtual Front Panels 
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NOTE 

o 

An Overview of nPartitiõh 
Boot and Reset 

This chapter presents an overview ofbooting and reset concepts and 
issues for HP nPartition servers. 

For procedures to boot, reboot, and configure boot options, refer to the 
chapter Booting and Resetting nPartitions on page 197. 

For details on booting and rebooting virtual partitions within an 
nPartition, refer to the chapter Virtual Partitions (vPars) Management 
on nPartitions on page 441. 
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NOTE 

An Overview of nPartition Boot and Reset 

Types of Booting and Resetting for nPartitions 

Types of Booting and Resetting 
for nPartitions 

All standard boot and reboot methods are supported for HP nPartition 
servers, though some boot and reset procedures differ slightly or use 
different tools than on other HP servers. 

HP's nPartition servers also provide two special types ofreboot and reset 
for managing nPartitions: performing a reboot for reconfig, and 
resetting an nPartition to the ready for reconfig state. 

The following list summarizes all types o f booting, rebooting, and 
resetting that are supported for HP nPartition systems. See the O 
Reboot for Reconfig and Ready for Reconfig State items for a discussion of 
these nPartition-specific boot processes. 

When rebooting HP-UX on an nPartition under normal 
circumstances-such as when not reconfiguring or halting it-use the 
shutdown -r command. 

• Reboot 

A reboot shuts down HP-UX and reboots the nPartition. 

Only the nPartition's active cells are rebooted. 

To perform a standard reboot of an nPartition use the shutdown -r 
command. 

• Halt 

A halt shuts down HP-UX, halts all processing on the nPartition, 
and does not reboot. 

To perform this task use the shutdown -h command. 

To reboot a halted nPartition use the service processar Command f/ menu's RS command. 
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Types of Booting and Resetting for nPartitions 

• Reset 

• 

A reset resets the nPartition immediately. Only the nPartition's 
actiue cells are reset. 

You can reset an nPartition using the BCH interface's REBOOT 

command or the service processar Command menu's RS command. 

The RS command does not check whether the specified nPartition is 
in use or running HP-UX-be certain to correctly specify the 
nPartition. 

Boot an nPartition from the Service Processar (GSP or MP) 

A boot initiated from the service processar boots an inactive 
nPartition past the ready for reconfig state. 

The nPartition's cells proceed past boot-is-blocked (BIB), rendezvous, 
and the nPartition boots to the BCH interface. 

To boot an inactive nPartition, use the service processar Command 
menu's BO command. 

• Boot HP-UX from the BCH Interface 

To boot HP-UX on an nPartition, use the BCH interface's BOOT 

command and specify the device path from which the program 
loaders and HP-UX kernel. 

The BCH interface's BOOT command loads and boots HP-UX on an 
nPartition. This command also can be used to load and interact with 
the Initial System Loader (ISL) interface. Likewise on Superdome 
servers the virtual partitions monitor (MON> prompt) is loaded 
following the BOOT command. 

• Reboot for Reconfig 

A reboot for reconfig shuts down HP-UX, resets ali cells assigned 
to the nPartition, performs any nPartition reconfigurations, and 
boots the nPartition back to the BCH interface. 

To perform a reboot for reconfig of the local nPartition, use the 
shutdown -R command. 

All cells-including any inactive cells and all newly added or deleted 
cells-reboot andare reconfigured. Ali cells with a "y" 
use-on-next-boot setting participate in partition rendezvous and 
synchronize to boot as a single nPartition. 
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An Overview of nPartition Boot and Reset 

Types of Booting and Resetting for nPartitions 

After you assign a cell to an nPartition, or remove an active cell from 
an nPartition, you can perform a reboot for reconfig ofthe nPartition 
to complete the cell addition or removal. 

If an nPartition is configured to boot HP-UX automatically, it can do 
so immediately following a reboot for reconfig. 

• Ready for Reconfig State 

A reboot to the ready for reconfig state shuts down HP-UX, resets 
all cells assigned to the nPartition, performs any nPartition 
reconfigurations, and keeps all cells ata boot-is-blocked (BIB) state, 
thus making the nPartition and all of its cells inactive. 

When an nPartition is at the ready for reconfig state you can add or 
remove cells from the nPartition from a remote nPartition within the 
server complex. 

To put an nPartition into the ready for reconfig state use the 
shutdown -R -H command, the BCH interface's RECONFIGRESET 
command, or the service processar Command menu's RR command. 

To make an nPartition boot past ready for reconfig, use the service 
processar Command menu's BO command. The BO command makes 
the nPartition active by allowing its cells to boot past BIB, 
rendezvous, and boot to the BCH interface (and, if configured, 
automatically boot HP-UX). 

• TOC: Transfer-of-Control Reset 

When you initiate a transfer-of-control reset, the service 
processar immediately performs a TOC reset of the specified 
nPartition, which resets the nPartition and allows a crash dump to 
be saved. 

o 

If crash dump is configured for HP-UX on an nPartition, then when O 
you TOC the nPartition while it is running HP-UX, the nPartition · 
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performs a crash dump and lets you select the type of dump. 

To perform a TOC reset, use the service processar Command menu's 
TCcommand. 

HP nPartition systems do not have TOC buttons on the server 
cabinet hardware. 
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Boot Process for nPartitions, Cells, and HP-UX 

Boot Process for nPartitions, Cells, 
andHP-UX 

The boot process for nPartitions is similar to the process on other HP 
servers. However, on HP nPartition servers, each cell boots and performs 
self tests (POST) separately, and one o r more cells rendezvous to form an 
nPartition before providing a BCH interface for the nPartition. 

This section covers nPartitions booting HP-UX in non-vPars mode. 

For details on virtual partitions (vPars), refer to the chapter Virtual 
Partitions (vPars) Management on nPartitions on page 441. 

nPartition HP-UX Boot Process (non-vPars Mode) 
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Boot Process for nPartitions, Cells, and HP-UX 

Each nPartition goes through the boot process shown in Figure 4-1, from 
power on to booting HP-UX: 

1. Power On or Reset 

The boot process starts when any of the following events occurs: 

• An nPartition is reset or rebooted. 

• The entire server complex is powered on. 

• Power is turned on for components in the nPartition (such as 
cells). 

2. Processor Dependent Code (PDC) 

The monarch processar on each cell runs its own copy ofthe PDC O 
firmware. 

a. The boot-is-blocked (BIB) fl.ag is set for the cell. 

The BIB fl.ag remains set until the service processar (GSP or MP) 
clears it, allowing the cell to boot as part of an nPartition. 

b. Another fl.ag is set for the cell, indicating that the service 
processor can posta new copy ofthe complex profile to the cell. 

The cell's êomplex profile is updated later in the boot process, 
after it completes self-tests. 

3. Power-On Self-Test (POST) 

Each cell performs self-tests that check the processors, memory, and 
firmware on the cell. 

If a component fails self-tests, it is deconfigured and if possible the 
cell continues booting. O 
Following this step, all components in the cell are known andare 
tested and the cell reports its hardware configuration to the service 
processo r. 

4. 1/0 Discovery 

Each cell performs 110 discovery and configures 110 busses, 
including: any system bus adapter (the SBA for an 110 card cage) and 
its local bus adapters (LBAs, one per PCI card slot in the card cage). 

v 
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Following this, any I/0 busses connected to the cell are known and 
configured by the cell. 

5. Boot-Is-Blocked (BIB) or Partition Rendezvous 

Each cell either will remain ata boot-is-blocked state (spins at BIB) 
or will rendezvous with any other available cells in the nPartition. 

Cells that remain at BIB are inactive, and cells that rendezvous into 
the nPartition are active. 

• Boot-ls-Biocked (BIB) 

A cell remains at boot-is-blocked (and thus is inactive) in any of 
the following cases: 

The cell has a "n" use-on-next-boot setting. 

The cell boots too late to participate in nPartition 
rendezvous. 

The cell's nPartition has been reset to the ready for reconfig 
state. 

In this case, all ofthe nPartition's cells remain at 
boot-is-blocked. 

The cell fails self-tests that cause the cell to not be usable in 
the nPartition. 

• Partition Rendezvous 

Partition rendezvous of all cells occurs in the following manner: 

Partition rendezvous begins when the first ofthe nPartition's 
cells has completed self-tests and I/0 discovery. 

The nPartition is allowed up to ten minutes for all cells with 
a "y" use-on-next-boot setting to participate in partition 
rendezvous. 

Once all assigned cells with a "y" use-on-next-boot 
setting have entered the rendezvous stage, partition 
rendezvous can complete. 

Ali cells participating in rendezvous are active cells 
whose resources (processors, memory, I/0) are used by 1 1 
the nPartition. ~J./ 
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If any cells with a "y" use-on-next-boot setting do not 
report to rendezvous, then ten minutes after rendezvous 
began the cells that have not reported become inactive 
cells, and all other reporting cells complete rendezvous 
and are active. 

The inactive cells' resources are not available to be used 
by the nPartition, although the cells still are assigned to 
the nPartition. 

6. Boot Console Handler (BCH) 

The BCH interface provides the main method for interacting with an 
nPartition during its boot process. 

BCH runs on top o f PDC, and it provides menus for getting o 
nPartition status, for confi.guring nPartition boot settings, and for 
booting HP-UX and rebooting the nPartition. 

One processar on the nPartition's core cell runs BCH and all other 
processors in the nPartition are idle while the BCH interface is 
available. 

An nPartition can immediately proceed past BCH to boot HP-UX 
when the nPartition's boot paths are set and boot actions for the 
paths are confi.gured to automatically boot. 

7. lnitial System Loader (ISL) and Secondary System 
Loader (hpux) 

In most situations you do not need to use the ISL and hpux 
interfaces. 

However, when using the BCH interface's BOOT command you can 
select to stop at the ISL prompt to perform more detailed booting 
tasks. 

For example, you can use the ISL interface to boot HP-UX in O 
single-user or LVM-maintenance mode, or to boot an HP-UX kernel 
other than /standlvmunix. 

8. HP-UX Operating System 

The HP-UX operating system boots on an nPartition after ISL and 
the Secondary System Loader (hpux) specify which kernel isto be 
booted. 

By default, on HP-UX boot disks, the AUTO file specifi.es that the 
/standlvmunix kernel is booted. 
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For example, when you configure boot paths and boot actions to 
automatically boot HP-UX, the ISL and hpux loaders speci:fY that the 
/stand/vmunix kernel is booted. 
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Overview of nPartition Boot Features 

This section lists several boot issues particular to HP nPartition servers. 

Each nPartition is booted, rebooted, shut down, and reset individually. In 
many situations you can boot and reboot nPartitions using th e same 
basic procedures that are used on other HP servers. 

The following list describes notable features r elated to booting, 
rebooting, and power cycling nPartitions: 

• Each nPartition can boot and reboot independently of other 
nPartitions. Resetting one nPartition has no effect on the others. 

• You can perform many reset and power cycling tasks remotely. 

You can reset and control power from an nPartition server's service 
processar Command menu, from the BCH interface for an nPartition, 
or from HP-UX running on an nPartition. 

• In arder to contribute resources to an nPartition, the cells (and 1/0 
chassis) assigned to the nPartition must be powered on and booted in 
time to participate in partition rendezvous. 

Otherwise, the cells will remain inactive (though still assigned to the 
nPartition) and their processors, memory, and any 1/0 will not 
available for use. 

• Three boot path variables-PRI, HAA, and ALT -are supported for 
each nPartition. 

PRI typically is the primary HP-UX boot device, HAA typically is a 
mirrar ofthe root volume, and ALT is for install or recovery media 
such as tape or DVD-ROM devices. 

• You can specify a boot action for each boot path variable. The boot 
action determines what action (for example: boot HP-UX) is taken 
when the nPartition boots and reaches the BCH interface. 

To set boot actions, use the BCH Configuration menu's PathFlags 
(PF) command. The setboot command can configure the PRI actions 
only. 

When an nPartition boots to BCH, it attempts to perform the PRI 
path's boot action. The HAA path and ALT path boot actions also can 
be attempted, in that arder, depending on the PRI settings. 
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• Before powering off a cell, the cell should be inactive; unassigned; or 
assigned to an nPartition that either has been shut down and halted 
or has been reset to the ready for reconfig state. 

Powering on or powering off an 110 chassis resets the cell to which it 
is connected (if any). Follow the same guidelines for power cycling 
1/0 chassis that you follow for power cycling cells. 
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Tools for Managing nPartition Booting 

HP nPartition servers support the following software tools for booting 
and resetting nPartitions and for configuring and managing nPartition 
boot settings. 

These tools overlap in some of the functionality they provide, but each 
has unique capabilities. 

The primary tools for managing nPartition booting are shown below. 

• Service Processor (GSP or MP)-Using a server complex's service 
processar menus, you can reset partitions, put partitions into the o 
ready for reconfig state, and TOC the partitions in the complex. 

The service processar also provides power on and power off 
commands for power cycling server hardware components. 

• Virtual Front Panel (VFP)-Each nPartition has its own VFP that 
displays current cell and partition boot states and activities. 

For each server complex you also can access a system VFP that gives 
a live partition boot state and activity status for all nPartitions in the 
complex. 

• Boot Console Handler (BCH)-Each partition's BCH interface 
provides commands for booting HP-UX, rebooting the partition, and 
putting the partition into the ready for reconfig state. 

You also can configure boot-related settings and check the partition's 
hardware and boot-setting configurations using BCH menus. 

• HP-UX System Loaders (ISL and hpux)-You can use system 
loaders to list files that reside on a boot device, such as kernel files in 

0 /stand, and can specify boot arguments to the hpux loader. 

You can access the ISL and hpux loaders after issuing the BCH 
interface's BOOT command, when BCH gives you the following option: 

Do you wish to stop at the ISL prompt prior to booting? 
(y/n) 

Replying "n" (no, do not stop at ISL) skips the ISL prompt and 
proceeds to execute the AUTO file, which by default will boot HP-UX 
(/stand/vmunix) on the nPartition. 
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Replying "y" (yes, do stop at ISL) allows you to interact directly with 
a boot device's Initial System Loader (ISL) and the Secondary 
System Loader (hpux). Enter all ISL commands from the ISL> 

prompt. 

hpux: Secondary System Loader 

From the ISL prompt you also can enter commands that are executed 
by the Secondary System Loader (hpux). Preface your Secondary 
System Loader command with hpux. For example: hpux ls /stand 
to list the contents of the /stand directory on the booted device. 

See the isl (1M) and hpux (1M) manpages for details. 

• HP-UX utilities-Several HP-UX utilities allow you to check and 
seta partition's HP-UX boot options; check the boot settings of other 
partitions in the server complex; and perform reboot, shutdown, and 
reboot for reconfig tasks. 

The reboot, shutdown, pa:rmodify, parstatus, and setboot 
commands provide these features. For details see the command 
manpages. 

The Partition Manager utility (/opt/parmgr/bin/pa:rmgr) also 
provides some boot configuration capabilities; details are available in 
its online help. 
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Configurable Boot Settings 
Each nPartition has its own collection ofboot-related settings that 
specify which hardware manages the boot process (the core cell), how the 
boot process proceeds (automatically boot HP-UX, or wait for BCH 
commands), and whether cells are configured as active cells when the 
nPartition boots. 

nPartition boot settings are stored as part of the server Complex Profile 
data. 

You can configure each nPartition's boot settings by using the 
nPartition's BCH interface or by running HP-UX utilities on the 
nPartition. 

By using the parmodify HP-UX command or Partition Manager, you also 
can configure some boot settings for remate (non-local) nPartitions in the 
same server complex. 

You can reconfigure boot settings at any time to change the nPartition's 
boot behavior, specify different boot devices, or adjust settings based on 
nPartition configuration changes. Some boot setting changes require 
rebooting to take effect. 

Also see Checklist and Guidelines for Booting nPartitions on page 184 for 
details on ensuring a bootable nPartition configuration. 

You can configure the following boot settings for each nPartition: boot 
device paths, boot actions, core cell choices, cell use-on-next-boot value. 

• Boot Device Paths 

You can set boot device paths to reference the hardware paths where 
bootable devices reside within the local nPartition. 

o 

The boot device paths include the primary boot device (PRI boot O 
path), the high-availability alternate device (HAA boot path, such as 

~ 174 

a mirror ofthe root volume), and the altemate device (ALT boot path, 
such as an install or recovery device). 

The PRI path is the default device booted by the BCH interface's 
BOOT command. 

You can set boot paths using the BCH interface, the parmodify 
command, and Partition Manager. The setboot command can set 
the PRI and ALT paths only. 
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Configurable Boot Settings 

• Boot Actions 

Each boot device path has an associated boot action, which is 
established by the path's "path flag" setting. The boot actions (path 
flag settings) are referenced automatically when an nPartition 
initially boots to the BCH interface. 

Boot actions have no effect on boot behavior when you manually boot 
HP-UX using the BCH interface's BOOT command. 

The boot action for the PRI boot path establishes what the nPartition 
does when it boots and first reaches the BCH interface: boot the PRI 
device, go to the BCH Main menu, or skip the PRI path and attempt 
to perform the HAA path's boot action. You also can specify what 
action to take if an attempt to boot a device fails (either go to BCH, or 
try the next path). 

Depending on the PRI path flag setting, the HAA boot action may be 
referenced. Likewise, the HAA setting determines whether the ALT 
boot actions may be referenced. 

You can set boot actions using the BCH Configuration menu's 
PathFlags (PF) command. The setboot command can configure only 
the PRI actions from HP-UX. 

For details use. the BCH Command menu's HELP PF command. 

You can stop an nPartition from automatically booting, and instead 
access the nPartition's BCH interface, by typing a key within ten 
seconds of the nPartition booting to BCH. 

Primary Boot Path : 0 / 0/1 / 0/0.8 
Boot Actions: Boot from this path . 

If unsuccessful, go to BCH. 

Attempt ing to boot using the primary path. 

To discontinue, press any key within 10 seconds. 

• Core Cell Choices 

The core cell is the cell that "runs" the nPartition before it boots 
HP-UX. A processor on the core cell serves as the monarch processor 
that runs Boot Console Handler (BCH). The core cell is the one 
whose core I/0 is active for the nPartition. 
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One cell is selected as the active core cell for the nPartition when 
the nPartition boots. By default, the lowest numbered eligible cell in 
the nPartition is chosen. To be eligible the cell must: be active, have a 
connection to functioning core 110, and be assigned to the nPartition. 

You can designate up to four core cell choices, which are 
considered in the order you specify as candidates to be selected as the 
active core cell for the nPartition. 

If none o f the core cell choices is eligible to serve as the core cell, then 
the nPartition attempts to select a core cell using the default 
algorithm (lowest numbered eligible cell). 

When no active cell in an nPartition can be selected, the nPartition 
will remain at the ready for reconfig state and cannot boot to BCH. 

• Use-on-Next-Boot Value for a Cell 

Each cell in an nPartition has an associated use-on-next-boot value 
that determines whether the cell's resources are used by the 
nPartition. 

This setting does not affect the cell's nPartition assignment. The 
use-on-next-boot value only determines whether the cell is an active 
or inactive member o f the nPartition when the nPartition boots. 

When a cell's use-on-next-boot value is "y" (use the cell), the cell can 
participate in nPartition rendezvous and become an active member of 
the nPartition, which enables its processors, memory, and any 
connected 110 to be made available for use by the nPartition. 

When a cell has a use-on-next-boot value of"n" (do not use the cell), 
the cell cannot participate in partition rendezvous so it will be an 
inactive member of the nPartition when the nPartition boots: all 
processors, memory, and 110 will not be made available. 

Mter changing a cell's use-on-next-boot value you might need to 
reset the nPartition so that all cells have a chance to either 
participate in partition rendezvous or remain inactive at BIB. (For 
example, if the nPartition is in the ready for reconfig state, just boot 
it using the service processar Command menu's BO command; but if 
the nPartition is active and has booted HP-UX then perform a 
reboot for reconfig using the shutdown -R command.) 

The use-on-next-boot setting does not directly affect the nPartition's 
boot behavior, but it will cause 110 connected to a cell to be \\ j unavailable when the cell boots with a "n" use-on-next-boot value. 
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For details on configure these boot-related settings for an nPartition 
refer to the chapter Booting and Resetting nPartitions on page 197. 
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Listing nPartition Boot Settings 

You can list an nPartition's boot-related settings by using the 
nPartition's BCH interface or by using HP-UX commands. 

To list boot settings for nPartitions, use the following procedures: 

• Listing nPartition Boot Settings [BCH} on page 178 

• Listing nPartition Boot Settings [HP-UX} on page 181 

• Listing nPartition Boot Settings [Partition Manager} on page 183 

Also see the following sections for details on configuring boot settings for 
nPartitions. 

• Configuring Boot Paths and Boot Actions on page 227 

• Configuring Autoboot and Autostart on page 233 

• Configuring Automatic System Restart for an nPartition on page 235 

• Configuring Fast Boot Settings (SelfTests) for an nPartition on 
page 238 

• Boot Timer Configuration for an nPartition on page 242 

Listing nPartition Boot Settings [BCH] 

Use BCH commands from the Main menu, lnformation menu, and 
Configuration menu to list an nPartition's boot settings. 

Step 1. Login to the server complex's service processar (GSP or MP), access the 

o 

nPartition's console, and access the BCH Main menu. o 
From the nPartition console you access the nPartition's BCH interface. If 
the nPartition is not at the BCH interface, you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. Access the BCH menu that provides the information you want to list. 

The BCH interface's Main menu, lnformation menu, and Configuration menu 
provide commands for listing (and setting) boot options for the 
nPartition. 
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• BCH Main menu 

If you are at one ofthe other BCH menus, enter MA to return to the 
BCH interface's Main menu. 

Table 4-1 

PATII 

BCH Main Menu Boot Settings 

Displays or sets the boot paths: primary (PRI), 
high-availability (HAA), and alternate (ALT). 

• BCH Configuration menu 

From the BCH main menu, enter co to access the Configuration 
menu. 

Table 4-2 BCH Configuration Menu Boot Settings 

AU Supported on HP Superdome servers only. 

Displays or sets the auto-start flag, which determines 
whether the boot process proceeds following a self-test 
failure. 

BOOTTIMER Displays or sets the time allowed for booting. 

CELLCONFIG Displays or sets the (de)configuration of cells. 

CORECELL Displays or sets the core cell choices. 

FASTBOOT Displays or specifies whether certain self-tests are 
run during the boot process. 

PATIIFLAGS Displays or sets the boot action for each boot path. 

• BCH Information menu 

C From the BCH Main menu, enter IN to access the Information menu. 

Table 4-3 BCH Information Menu Boot Settings 

BOOTINFO Displays boot configuration information. 

Step 3. At the appropriate BCH menu, issue the command to display the boot 
information o f interest to you. 

See the list in the previous step for commands and menus. Enter the 
command with no arguments to display (but not change) the boot setting. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 179 

-~ RQS no 0312005 r~ I . J 
CPMI • CO . lO~ . 
i=ls: ' O 1 O z , 

3"6 9 7 
- Doe: 



rV 

An Overview of nPartition Boot and Reset 

Listing nPartition Boot Settings 

The following example shows using the PATH command to list the 
nPartition's boot paths, then accessing the BCH Configuration menu and 
issuing the PATHFLAGS command to list the nPartition's boot action 
settings for the PRI, HAA, and ALT boot paths. 

Ma in Menu: Enter command or menu > PATH 

Primary Boo t Pa th: 4 / 0 /2/ 0/ 0 . 10 
4/ 0/2/ 0 / 0 . a (hex ) 

HA Alternate Boot Path : 4 / 0 / 1 / 0 / 0.6 
4/0/1 / 0/0.6 (hex) 

Alternate Boot Path : 4 / 0 / 1/0/0.5 
4 / 0/ 1/0 / 0 . 5 (hex) 

Ma in Menu: Enter command or menu > CO 

Configuration Menu -- -- ----------- - ----------- -- ----- - -

Configuration Menu: Enter command > PATHFLAGS 

Primary Boot Path Action 
Boot Actions: Boot from this path. 

If unsuccessful, go to nex t path . 

HA Alternate Boot Path Action 
Boot Actions: Boot from this path . 

If unsuccessful, go to BCH. 

Alternate Boot Path Action 
Boot Actions: Skip this path. 

Go to BCH. 

Configuration Menu: Enter command > 

---------------------------------------------------------------
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Listing nPartition Boot Settings [HP-UX] 

Use the parstatus -V -p# and setboot commands to list an 
nPartition's boot settings from HP-UX lli. 

Use the parstatus command to list various nPartition boot settings for 
any nPartition in a server complex. 

The setboot command only provides information about the local 
nPartition's PRI and ALT boot paths and PRI boot actions. 

Step 1. Login to HP-UX running on an nPartition. 

If you want to list autoboot settings for an nPartition, you must login to 
the nPartition. To list other details, such as boot paths and core cell 
settings, you can login to any nPartition. 

Step 2. Issue the parstatus -v -p# command to list detailed information about 
the specified nPartition ( -p#), including boot-related details. 

The boot setting information that parstatus -v -p# reports is 
equivalent to the following BCH commands: PATII, CELLCONFIG, and 
CORECELL. 

The following example lists detailed information for nPartition number 
O, including the nPartition's boot path settings, its core cell information, 
and each cell's use-on-next-boot settings. 

# parstatus -V -pO 
[Partition] 
Partition Number : O 
Partition Name julesOO 
Status active 
IP address 0.0.0.0 
Primary Boot Path 0/0/2/0/0.13 . 0 
Alternate Boot Path 0/0/2/0/0.0.0 
HA Alternate Boot Path 0/0/2/0/0.14.0 
PDC Revision 6.0 
IODCH Version 23664 
CPU Speed 552 MHz 
Core Cell cabO,cellO 
Core Cell Alternate [1]: cabO,cellO 
Core Cell Alternate [2]: cabO,cell2 
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CPU Memory 
OK/ (GB ) 
Deconf / OK/ 
Max Deconf Conne cted To 

c abO,cellO activ e core 
cabO,cell2 active base 

4 / 0 / 4 
4/ 0 / 4 

2 .0 / 0.0 c a bO,bayO,chassisl 
2 . 0 / 0.0 c abO,bayl,chassis3 

[Chassis) 
Core Connected Par 

Hardware Location Usage IO To Num 
=================== == ========== ===== ===== 
cabO,bayO,chassisl active yes cabO,cellO o 
cabO,bayl,chassis3 active yes cabO,cell2 o 

# 

Use 
Core On 
Cell Next Par 
Capabl e Boot Num 
===== = = 

yes yes o 
y e s yes o 

As the above example shows, the primary (PRI) boot path is O 
0/0/2/0/0.13.0, the active core cell is cell O, and the core cell choices are 
cell O (first preference) and cell 2 (second preference). Both of the 
nPartition's cells are set to be used ("yes") the next time the nPartition 
boots. Both cells are actively used ("active core" and "active base"). 

Step 3. Issue the setboo t command to list the local nPartition's PRI and ALT 
(but not HAA) boot paths, and to list the boot actions for the PRI boot 
path. 

# setboot 
Primary bootpath 0/ 0 / 2 / 0/0 . 13.0 
Alternate boot path : 0/0/2 / 0 / 0.0.0 

Autoboot is ON (enabled) 
Autosearch is OFF (disabled) 

Note: The i nterpretation of Autoboot and Autosearch has changed 
for 
systems that support hardware partitions . Please refer to the 
manpage. 
# 

The setboot command reports the local nPartition's PRI and ALT boot 
path values, but does not list the HAA boot path. 

The setboot command also reports the "autoboot" and "autosearch" 
settings for the PRI boot path. Combined, these two settings are 
equivalent to the PRI path's boot actions (its "path fl.ags" setting). 
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Listing nPartition Boot Settings 

When autoboot is set to ON, the nPartition attempts to automatically 
boot from the PRI boot path when it first boots to BCH. Otherwise, when 
autoboot is OFF, the nPartition remains at the BCH interface on startup. 

When autosearch is set to ON, the nPartition will attempt to perform the 
boot action for the HAA boot path ifthe PRI boot action is automatically 
attempted and fails to boot (when autoboot is ON). When autosearch is 
set to OFF, the nPartition remains at BCH ifthe PRI path is not 
automatically booted on startup. 

Refer to the section Configuring Autoboot and Autostart on page 233 for 
other details and procedures. 

Listing nPartition Boot Settings [Partition Manager] 

This procedure (Partition -> Show Partition Details action, General tab) 
lists an nPartition's boot paths from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select the nPartition whose boot path settings you want to view. 

Partitions are listed on the left si de of the Partition Manager primary 
window. 

Step 3. Select the Partition -> Show Partition Details action and view the boot path 
settings in the General tab. 

This displays the PRI, HAA, and ALT boot path values for the selected 
nPartition. 
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hecklist and Guidelines for 
oting nPartitions 

This section provides both a checklist to use when booting an nPartition, 
anda set of guidelines to consider when configuring nPartition boot 
settings. 

Boot Checklist for nPartitions 

Before you boot an nPartition, check the items listed here. 

O All cells in the nPartition that have a "y" use-on-next-boot value 
should be powered on. 

If any cells that are set to be used are powered off, the nPartition will 
take longer to boot. 

During partition rendezvous, the nPartition will wait up to 10 
minutes for all cells that are designated to be used. Any cells not 
powered on will not be active or available in the nPartition. 

O All 110 chassis and devices for the nPartition's active cells should be 
powered on. 

O If any cells that have a "y" use-on-next-boot value are inactive, 
perform a reboot for reconfig ofthe nPartition (shutdown -R) to 
allow them to reset and become active during partition rendezvous. 

O All complex profile information for the nPartition must be coherent. 

This means all cells assigned to the nPartition must have identical 
complex profile information (Partition Configuration Data). 

Mter you add a cell or remove and active cell from an nPartition, you 
must perform a reboot for reconfig ofthe nPartition (shutdown -R) to 
synchronize the complex profile data throughout the nPartition. The 
reboot for reconfig also causes all the nPartition's cells to reboot and 
allows cells to go through the partition rendezvous procedure. 

Boot Configuration Guidelines for nPartitions 

The following guidelines are points to consider when configuring boot 
settings for the nPartitions in your server complex. 

O Configure HAA and ALT boot devices in addition to the PRI device. 
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By configuring HAA and ALT boot device paths, you establish 
additional bootable devices that provide redundancy in case the PRI 
device fails. 

Also configure the path flags for the boot paths, to allow the HAA 
device to boot automatically if the device at the PRI path cannot 
boot. 

O Ensure that the core 1/0, PRI boot device, and network card(s) all are 
connected to same cell (the core cell). 

This configuration ensures that the core cell is directly connected to 
the 1/0 required for booting the nPartition and providing network 
connections. Having such a configuration eliminates the requirement 
for multiple cells to be functional to provide basic nPartition services. 

O Have multiple core cells available within each nPartition, if possible. 

In arder to have multiple core cell choices, the nPartition must have 
at least two cells, each connected to an 1/0 chassis and core 110. 

Having such a configuration provides redundancy and potentially 
improved system availability. If one core cell has a failure or 
otherwise cannot serve as the active core cell, the second 
core-capable cell can serve as the active core cell. 

Disregard this"guideline if configuring multiple nPartitions in an HP 
rp7405/rp7410 or HP rp8400 server complex. HP rp7405/rp7410 
servers and HP rp8400 servers have up to two core-capable cells only, 
so following this guideline would require having only one nPartition 
in the server complex. 
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nPartition Boot Activity Monitoring 

nPartition Boot Activity Monitoring 

On HP nPartition servers you can monitor the nPartition boot 
process-from power-on or reset to HP-UX start-up--using the Virtual 
Front Pane! (VFP) view of the nPartition. 

Each nPartition has its own VFP that displays details about the 
nPartition's cells and the nPartition's boot state and activity. 

Mter you add or remove cells from the nPartition, you must exit and 
re-enter the nPartition's VFP to update the list of cells the VFP displays. 

Monitoring nPartition Boot Activity [Service Processar] 

Use the following procedure (service processar Main menu, VFP option) to 
access an nPartition Virtual Front Panel for monitoring the nPartition's 
boot status. 

Step 1. From the Main menu, enter VFP to select the Virtual Front Pane! option. 

GSP MAIN MENU: 

Utility Subsystem FW Revision Level: SR XXXX D 

CO: Consoles 
VFP: Virtual Front Panel 

CM: Command Menu 
CL: Console Logs 
SL: Show chassis Logs 
HE: Help 

X: Exit Connection 

o 

GSP > VFP o 
If you are accessing the service processar using a single-partition-user 
account, selecting the VFP option takes you directly to the nPartition's 
Virtual Front Panel. 

If accessing the GSP using an operator or administrator account, you can 
select the VFP for any single nPartition, or can select a system VFP that 
displays the nPartition state and activity for all nPartitions within the 
server complex. 
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nPartition Boot Activity Monitoring 

Select the n~n you wish to monitor. 

Skip this step if you are accessing the service processar using a 
single-partition-user account. 

Partition VFP's available: 

# Name 

O) julesOO 
1) jules01 
S) System (all chassis codes) 
Q) Quit 

GSP:VFP> 1 

Step 3. View the VFP details for information about the nPartition and its 
current boot state. 

To exit the VFP and return to the service processar main menu, type -"b 
(Control-b). · 

The VFP provides information about the nPartition state, nPartition 
activity, each cell's state, and each cell's activity. The VFP display 
updates as the cell or nPartition state and activities change. 

E indicates errar since last boot 
Partition 1 state Activity 

Cell(s) Booting: 

# Cell state 

4 Booting 
6 Booting 

GSP :VFP (AB to Quit) > 

57 Logs 

Activity 

Cell firmware test 
Cell firmware test 
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Hanged HP-UX and Runnin g HP-UX Detection 

This section describes how you can determine whether HP-UX still is 
running on an nPartition even when you are unable to login or access the 
nPartition console. 

You also may wish to reference the information in the procedure 
Configuring Automatic System Restart for an nPartition on page 235 for 
details on configuring an nPartition to reboot when HP-UX has hanged 
on it for over three minutes. 

Detecting if HP-UX is Running or Hanged on an nPartition 

To determine whether HP-UX is running or has hanged on an nPartition o 
use this procedure (first check the Virtual Front Panel, then check the 
Chassis Logs menu's Live Logs display, then the nPartition 's Console). 

Refer to the chapter Using Console and Service Processar Interfaces on 
page 125 for details on service processar login accounts and features. 

Step 1. Access and view the nPartition's Virtual Front Panel (VFP). 

Login to the service processar (GSP or MP) for the server where the 
nPartition resides, enter VFP to access the VFP menu, and select the 
nPartition whose boot state you want to check. 

• To exit an nPartition's VFP, type "b (Control-b). 

• When HP-UX has booted on the nPartit ion, HPUX heartbeat is 
displayed as the partition state when you view the nPartition VFP. 

• IfHP-UX is alive, an asterisk (*) blinks on and offin the partition 
state area o f the nPartition VFP. 

Also see Boot States and Activities for nPartitions and Cells on page 194 Q 
for details interpreting the VFP status. 

Step 2. Ifthe nPartition VFP indicates that HP-UX has booted but is not alive, 
exit the VFP and view the live chassis logs for the nPartition . 

" 

At the GSP main menu, enter SL to enter the Show chassis Logs menu, 
and enter L to select the Live Chassis Logs display from the Chassis Logs 
menu. 

~ 
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Hanged HP-UX and Running HP-UX Detection 

GSP > SL 

Chassis Logs available: 

(A)ctivity Log 
(E)rror Log 
(L)ive Chassis Logs 

(C)lear All Chassis Logs 
(Q)uit 

GSP : VW > L 

Entering Live Log display 

Step 3. From the Live Log display, type P and select the nPartition whose chassis 
codes you want to view by typing the partition number. 

By default the live chassis log viewer only displays alert codes. 

When you select the partition filter, the live log's view changes to show 
ali codes for the· selected nPartition. 

Entering Live Log display 

A) lert Ulter 
C)ell filter 
P)artition filter 
U)nfiltered 
V)iew format selection 
... B to Quit 

Current filter: ALERTS only 

p 
Enter partition number to display 

Partitions available : 
# Name 

O) feshd4a 
2) feshd4b 
Q) Quit 

Please select partition number : O 

Filtering partition O 

Step 4. When viewing the selected nPartition's live log display, determine 
whether HP-UX is emitting HEARTBEAT chassis codes. 
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Hanged HP-UX and Running HP-UX Detection 

To exit the live log display, type Ab (Control-b) 

Heartbeat for HP-UX 

When HP-UX is running on the nPartition, the live log partition filter 
shows the nPartition's HP-UX HEARTBEAT chassis codes and 
corresponding ACTIVITY _ LEVEL _ TIMEOUT counter updates. 

r g partition O 
Level O: No failure; Keyword : HEARTBEAT 

Pr cessor O ; Status : 1 5 
Logged by HP-UX 2 6 during display_activity upda t e subActivity 10 
Legacy PA HEX chassis-code: f10f 
Oxf8e1a8001100f10f Ox 000000000000f10f 

HPUX 0,0,0 O ACTIVITY LEVEL TIMEOUT 
Alert Level 0: No failure; Keyword: ACTIVITY_LEVEL_TIMEOUT 
Processar O timeout; Status: O 
Logged by HP-UX O during display_activity update subActivity O 
Activity Level/Timeout: O% I 3 minutes 
Ox78e008041100f000 Ox0000000200000000 

HPUX 0,6,2 O HEARTBEAT 
Alert Level O: No failure; Keyword: HEARTBEAT 
Processar O ; Status: 15 
Logged by HP-UX 26 during display_activity update subAc tiv ity 10 
Legacy PA HEX chassis-code: f10f 
Oxf8e1a8001100f10f Ox000000000000f10f 

Activity Timeout Counter 

The nPartition activity timeout counter is reset every time HP-UX on the 
nPartition emits a HEARTBEAT chassis code. The timeout counter expires 
when no HEARTBEAT code has been emitted for three minutes in the 
nPartition. 

See Configuring Automatic System Restart for an nPartition on page 235 

o 

for more details about the activity timeout counter. O 
Step 5. Ifthe nPartition is not emitting HEARTBEAT chassis codes, then access the 

nPartition's console by entering co from the service processar main menu 
and selecting the partition number for the nPartition. 

Accessing the nPartition's console may help determine whether an 
HP-UX crash dump is occurring or any console or error messages were 
given. 

190 HP System Partitíons Guide: Administration for nPartitions, rev 6.0 



o 

An Overview of nPartitipn Bo$?t and Reset 

Hanged HP-UX and Running HP-UX Detection 

Step 6. Determine whether the nPartition needs to be reset in order to restare 
HP-UX to a running state. 

Review the findings from the previous steps in this procedure. 

HP-UX on the nPartition may be considered "hanged" ifyou observed all 
of the following VFP, live log, and console behaviors: 

• The VFP indicates HPUX heartbeat in the partition state with no 
asterisk ( *) blinking to indica te activity. 

• The nPartition's live log displays no HEARTBEAT chassis codes. 

• The nPartition console is inactive with no indication of a crash dump 
or other error, and no console login or interactivity is possible. 

Ifall ofthe above attempts to find signs ofHP-UX activity on the 
nPartition fail, then you may need to reset the nPartition before HP-UX 
can be restored to a running state. 

For details see the procedure Rebooting or Resetting an nPartition on 
page 214 or the procedure Performing a Transfer-of-Control (TOC) Reset 
of an nPartition on page 223. 
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Troubleshooting Boot lssues 

Troubleshooting Boot Issues 

On HP nPartition servers, you might encounter different boot issues 
than on other HP servers. 

The following boot issues are possible on nPartition servers. 

• Problem: Not all cells boot to join (rendezvous) an nPartition. 

Causes: Some cells may have their use-on-next-boot value set to "n" 
(do not use), or the cells may have been powered off, or the cells may 
have booted too late to participate in partition rendezvous, or the 
cells have failed self-tests and cannot be used. 

Actions: Check the cell use-on-next-boot values and change them to o 
"y" as needed then reboot for reconfig (shutdown -R). Check cell 
power (frupower -d -c) and power on any cells as needed, then 
reboot for reconfig. 

As the nPartition's cells reboot, observe the boot progress from the 
nPartition's VFP and note any problems the cells have proceeding 
from one boot state to the next; as needed review chassis logs and 
error logs using the service processor Show Chassis Logs (SL) menu. 

• Problem: An nPartition takes a long time to boot (over ten minutes). 

192 

Causes: One or more cells assigned to the nPartition that have a "y" 
use-on-next-boot value has not booted to participate in partition 
rendezvous, thus causing the rest of the nPartition's cells to wait for 
ten minutes for the cell to report. 

For example, the cell might not be installed, might be powered off, or 
might have been powered on or reset too late to rendezvous with the 
other cells. 

Actions: You can avoid the delay by performing any of the following Q 
actions, as needed. Perform a reboot for reconfig following any 
changes you make. 

Set the cell's use-on-next-boot value to "n" (do not use) . 

Power on the cell. 

Unassign (remove) the cell from the nPartition. 
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Troubleshooting Boot lssues 

• Problem: An nPartition does not boot to BCH and instead all cells 
remain ata boot-is-blocked (BIB) state. 

Causes: The nPartition has been reset to the ready for reconfig 
state, or no valid core cell is available to the nPartition. 

Actions: If the nPartition was reset to the ready for reconfig state, 
use the service processar Command menu's BO command to boot the 
nPartition base boot-is-blocked (to allow it to boot to its BCH 
interface). 

If no valid core cell was available to the nPartition when it booted, 
check the power for all core cell choices (a cell might be powered ofD 
and power it on if needed. 

Also review the chassis logs for the nPartition to search for any core 
cell problems and failures. 
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Boot States and Activities for nPartitions 
and Cells 
On HP nPartition servers, the cell and nPartition boot process proceeds 
from one boot state to the next; cells and nPartitions complete various 
boot activities within each boot state before proceeding to the next boot 
state. 

You can view current details about nPartition and cells boot states and 
activities by viewing the nPartition's Virtual Front Panel. From the 
service processar (GSP or MP) Main menu enter VFP to access the VFPs 
that are available for the server complex. 

Table 4-4 on page 195 presents the nPartition and cell states and o 
activities that you can observe from an nPartition's Virtual Front Panel. 

You can view a Virtual Front Panel for a specific nPartition that includes 
details for all cells in the nPartition, as shown below. 

E indicates errar since last baat 
Partitian O state Activity 

Cell(s) Baating: 

# Cell state 

O Late CPU selftest 
2 Late CPU selftest 
4 Memary discavery 

GSP:VFP (AB to Quit) > 

904 Logs 

Activity 

Processar test 
Processar test 
Physical memory test 

299 Lags 
299 Lags 
304 Lags 

You also can view a system-wide VFP, which shows a summary of each 
nPartition's current state and its activity. 
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Table 4-4 

Partition State 

Cell(s) Booting 

Cell(s) Booting 

o 
Cell(s) Booting 

Cell(s) Booting 

Cell(s) Booting 

Cell(s) Booting 

Memory 
Interleave 

At Boot Console 
Handler (BCH) 

ISL Menu 

HPUX Loader Init 

An Overview of nPartition Boot and Reset 

Boot States and Activities for nPartitions and Cells 

Inactive cells remain ata "Boot Is Blocked (BIB)" state following I/0 
discovery and do not participate in partition rendezvous. 

HP nPartition and Cell Boot States and Activities 

Partition Activity Cell States Cell Activities 

Booting Cell firmware 
configuration, 
Cell firmware test, 
Cell PDH controller 
configuration 

Early CPU self-test Processar test, 
Cell firmware test, 
Processar firmware 
slave rendezvous 

Memory discovery Physical memory test 

Late CPU self-test Processar test, 
Cell firmware test, 
Processar firmware 
slave rendezvous 

I/0 discovery I/0 system bus 
adapter 
configuration, 
I/0 local bus adapter 
configuration 

Remate fabric Partition rendezvous 
initialization slave rendezvous 

Memory controller Cell has joined 
configuration partition 

Partition firmware Cell has joined 
partition 

Cell has joined 
partition 

Cell has joined 
partition 
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Boot States and Activities for nPartitions and Cells 

HP nPartition and Cell Boot States and Activities (Continued) 

Partition State Partition Activity Cell States Cell Activities 

HPUX:Launch Processar system Cell has joined 
initialization partition 

HPUX:Launch Partition IPL Cell has joined 
launch partition 
configuration 

HPUX:Launch Processar Cell has joined 
display _activity partition 
update 

HPUX init process Cell has joined 
start partition o 
HPUX heartbeat Cell has joined 

partition 

o 
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-~qº Boot~' and Resetting 
nPart1tions 

This chapter presents procedures for booting and resetting nPartitions 
and procedures for configuring an nPartition's boot-related options. 

For an introduction to nPartition boot issues, refer to the chapter An 
Overview o f nPartition Boot and Reset on page 161. 

For details on booting and rebooting virtual partitions within an 
nPartition, refer to the chapter Virtual Partitions (vPars) Management 
on nPartitions on page 441. 
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Accessing an nPartition Console and BCH lnterfac~' ~ 

.. ........ ~ .... 

Accessing an nPartition Console and 
BCH Interface 

Each nPartition has its own Boot Console Handler (BCH) interface that 
provides you a method for interacting with the nPartition before HP-UX 
has booted on it. 

You must access an nPartition's console and BCH interfaces through the 
server complex's service processar (GSP or MP). SeeAccessing nPartition 
Console and BCH Interfaces [Seruice Processar] below for a detailed 
procedure. 

On nPartition servers, each nPartition's BCH interface is available 
through the nPartition's console before HP-UX has booted. The BCH O 
interface enables you to manage the nPartition's HP-UX boot process 
and to configure various boot-related settings. 

Always login to a server complex's service processar from a tty (not 
console) login session. You can check your current login terminal using 
the who -m command. 

Do not login to a service processar from an nPartition console connection. 
Any use ofthe "'b (Control-b) console exit sequence would exit the original 
console login-not the subsequent console-based login to the service 
processor-thus potentially stranding the console-based login (for 
example, ifit too were accessing a console). 

Accessing nPartition Console 
and BCH Interfaces [Service Processar] 

The following procedure (login to service processar, select Console menu, O 
select an nPartition) accesses an nPartition's console and BCH interface 
using the server complex's service processar. 

Step 1. Login to the service processar (the GSP or MP) for the nPartition's server 
complex. 

You can connect to the service processar using a direct physical 
connection, or using telnet for a remate connection. 
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Accessing an nPartition Console and BCH Interface 

In most situations, you can telnet to the service processar. 

# telnet sdome-s 
Trying . . . 
Connected to sdome-s.rsn.hp.com. 
Escape character is ' A]' . 

Local flow control off 

GSP login: Accountname 
GSP password: 

Welcome to 
Superdome's Guardian Service Processar 

Step 2. Select the Console menu (CO) from the service processor's Main menu. 

The Console menu is the method for accessing nPartition consoles. 

GSP MAIN MENU: 

Utility Subsystem FW Revision Level: SR XXXX D 

CO: Consoles 
VFP: Virtual Front Panel 

CM: Command Menu 
CL: Console Logs 
SL: Show chassis Logs 
HE: Help 

X: Exit Connection 

GSP> co 

Ifyou are accessing the service processar using a single-partition-user 
account, selecting the co (console) option takes you directly to the 
nPartition's console. 

If using an opera to r o r administrator account, you can access the console 
for any ofthe nPartitions within the server complex. 

Step 3. At the Console menu, enter the partition number for the nPartition 
whose console (and BCH interface) you wish to access. 

Skip this step ifyou are accessing the service processar using a 
single-partition-user account. 

If using an operator or administrator account, select the nPartition 
whose console you wish to access. 
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Accessing an nPartition Console and BCH Interface 

GS P> CO 

Partitions available: 

# Name 

O) julesOO 
1) jules01 
Q) Quit 

Ple ase select partition number: 1 

Connecting to Console: jules01 

(Use AB to return t o main menu . ) 

[A few lines of context from the console log : ] 

SERvice menu 

Display 
HElp [<menu>l<command>] 
REBOOT 
RECONFIGRESET 

Main Menu: Enter command or menu > 

Displays service commands 

Redisplay the current menu 
Display help for menu or command 
Restart Partition 
Reset to allow Reconfig Complex Profile 

The console displays the last 10 lines of console output when you connect 
to it. This provides you a view ofthe most recent console activity. 

Step 4. Gain interactive access to the nPartition console. 

Press Enter to access the nPartition console's currently available prompt, 
if any. You will have either interactive or non-interactive access, as 

o 

described in the sections Interactiue Console Access and Non-Interactiue o 
Console Access in this step. 

To exit the nPartition console and return to the service processar Main 
menu, type Ab (Control-b) at any time. 

lnteractive Console Access 

Typically the BCH interface, ISL interface, or the HP-UX login or 
command prompt is available from the nPar tition console. 
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Accessing an nPartition Console and BCH Interface 

When an nPartition is at the BCH interface you can access BCH 
commands from the nPartition's console and can reboot BCH if 
needed. 

When an nPartition has booted to ISL you can use the EXIT 
command to exit ISL and return to the nPartition's BCH interface. 

When an nPartition has booted HP-UX, in order to access the 
BCH interface you must reboot HP-UX and ifnecessary interrupt the 
automatic boot process. (To reboot the nPartition, use the 
shutdown -r command, o r use shutdown -R if you also are changing 
the nPartition's cell configuration.) 

Non-lnteractive Console Access 

In the following situations, you cannot interact with the nPartition's 
console. In these cases you can wait until the console is interactive or can 
force interactive access. 

• When the nPartition is resetting or is booting HP-UX you 
cannot interact with software running on the nPartition. 

• 

Once the nPartition has completed resetting, or has completed 
booting HP-UX, you can interact with the nPartition's BCH or 
HP-UX prompts. 

To determine an nPartition's boot state, use the nPartition's Virtual 
Front Panel (the VFP menu, available from the service processar 
Main menu). 

When another user already is attached to the console you can 
access the nPartition's console in spy (read-only) mode or can force 
write access by typing .... ecf (Control-e c f). 

Spy mode allows you to view console information but does not enable 
you to enter commands. Ifyou type when accessing an nPartition 
console in spy mode, the console prints the following message. 

[Read-only - use .... Ecf to attach to console.] 

When in spy mode, you can force access to the nPartition's console by 
typing .... ecf (Control-e c f) . Doing this provides you interactive console 
access and forces ("bumps") the user who was using the console into 
spy mode. 

[Bumped user - Admin.] 
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Boot Device Searching and Finding 

You can search for and find bootable devices for an nPartition by using 
the BCH interface's SEARCH command. This command searches for and 
reports all bootable devices connected to any ofthe nPartition's currently 
active cells. 

You cannot access any 110 connected to an nPartition's inactive cells 
(cells not being used for the current nPartition boot) or cells not assigned 
to the local nPartition. 

As a consequence, the BCH SEARCH command does not report any devices 
connected to cells that are not currently assigned and active in the local o 
nPartition. 

Finding Bootable Devices [BCH] 

This procedure (BCH Main menu, SEARCH command) finds and lists the 
bootable devices that are available to an nPartition. 

Step 1. Login to the server complex's service processor (GSP or MP) and access 
the nPartition's console. 

From the nPartition console you access the nPartition's BCH interface to 
search for bootable devices. 

If the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. From the BCH interface's Main menu, issue the SEARCH command to find 
and list bootable devices in the nPartition. 

When accessing the nPartition's BCH interface, ifyou are not at the BCH 
Main menu then enter MA to return to the Main menu. 

The SEARCH command reports all potential boot devices it locates. 

o 

Main Menu 

Cornrnand Description 

BOot [PRIIHAAIALTI <path>] Boot frorn specifie d path 
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PAth [ PRI I HAA I ALT) [ <pa th>) 
SEArch [ALL/<path>] 
ScRoll [ON / OFF ] 

COnfiguration me nu 
INformation menu 
SERvice menu 

Display 
HElp [<menu > / <command>] 
REBOOT 
RECONFIGRESET 

Booting and Re.setting nPartitions 

Boot Device Searching and Finding 

Display or modify a path 
Search for boot devices 
Display or change scrolling capability 

Displays or sets boot va lues 
Displays hardware information 
Displays service commands 

Redisplay the c urrent menu 
Display help for menu or command 
Restart Partition 
Reset to allow Reconfig Complex Profile 

Main Menu: Enter command or menu > SEARCH 

Searching for potential boot device(s) 
This may take several minutes. 

To discontinue search, press any key (termination may not be immediate) . 

Path# Device Path (dec) Device Type 
----------------- -----------

PO 0/0/1/0 /0.15 Random access media 
P1 0/0/1/0/0 .12 Random access media 
P2 0/0/1/0/0.11 Random access media 
P3 0/0/1/0/0 .9 Random access media 
P4 0/0/1/0/0 . 8 Random access media 
PS 0/0/1/0/0 .6 Random access media 

Main Menu: Enter command or menu > 

The SEARCH command lists up to the first 20 potential boot devices that it 
locates, and lists each with a path number (PO through P19). 

To boot a device that was reported by the SEARCH command, specify the 
path number or the full device path. For example, BOOT PO would boot 
the path listed as path number PO. 
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HP-UX Booting on an n artition 

nPartitions boot and reboot HP-UX independently from each other. This 
section describes how to boot a single instance of HP-UX on an 
nPartition. 

For details on booting HP-UX in virtual partitions (vPars), refer to the 
section Booting HP-UX on Virtual Partitions on page 487. 

You can boot HP-UX on an nPartition using the BCH interface's BOOT 

command. 

Each nPartition's BCH interface is available through its console. All 
nPartition consoles are available from the complex's service processar 
(GSP or MP) Console menu. 

An nPartition will automatically boot HP-UXwhen its boot paths (PRI, 
HAA, ALT) and corresponding boot actions are appropriately set. For 
details see Configuring Boot Paths and Boot Actions on page 227. 

On HP Superdome servers only, if one of the nPartition's components 
fails self-test and AUTOSTART is OFF then the nPartition stops booting 
at the BCH interface. 

Booting HP-UX on an nPartition [BCH] 

The following procedure (BCH interface BOOT command) boots HP-UX on 
an nPartition using the nPartition's BCH interface. 

Step 1. Login to the server complex's service processar (GSP or MP ), access the 
nPartition's console, and access the BCH Main menu. 

From the nPartition console, you access the nPartition's BCH interface. 

If the nPartition is not at the BCH interface, you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

When accessing the nPartition's BCH interface, ifyou are not at the BCH 
Main menu then enter MA to return to the Main menu. 
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HP-UX Booting on an nPartition 

Step 2. Choose which device you wish to boot. 

From the BCH Main menu, use the PATH command to list any boot path 
variable settings. The primary (PRI) boot path normally is set to the 
main boot device for the nPartition. You also can use the SEARCH 
command to find and list potentially bootable devices for the nPartition. 

Main Menu: Enter command or menu > PATH 

Primary Boot Path: 0/0/2/0/0.13 
0/0/2/0/0.d (hex) 

HA Alternate Boot Path: 0/0/2/0/0 . 14 
0/0/2/0/0.e (hex) 

Alternate Boot Path: 0/0/2/0/0.0 
0/0/2/0/0.0 

Main Menu: Enter command or menu > 

(hex) 

Step 3. Boot the device using the BCH interface's BOOT command. 

You can issue the BOOT command in any o f the following ways: 

• BOOT 

Issuing the BOOTcommand with no arguments boots the device at the 
primary (PRI) boot path. 

BOOT bootvariable 

This command boots the device indicated by the specified boot path, 
where bootvariable is the PRI, HAA, or ALT boot path. 

For example, BOOT PRI boots the primary boot path. 

• BOOT LAN INSTALL or BOOT LAN. ip-address INSTALL 

The BOOT ... INSTALL commands boot HP-UX from the default 
HP-UX install server or from the server specified by ip-address. 

BOOT path 

This command boots the device at the specified pa th. You can specify 
the path in HP-UX hardware path notation (for example, 
0/0/2/0/0.13) or in "path label" format (for example, PO or Pl) . 

lfyou specify the path in "path label" format then path refers to a 
device path reported by the last SEARCH command. 
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,~~ 
Mter you issue the BOOT command, the B~~terface prompts you to 
specify whether you want to stop at the ISL prompt. 

To boot the /stand/vmunix HP-UX kernel from the device without 
stopping at the ISL prompt, enter n to automatically proceed past ISL 
and execute the contents of the AUTO file on the selected device. (By 
default the AUTO fileis configured to load /stand/vmunix.) 

Main Menu: Enter command o r menu > BOOT PRI 

Primary Boot Path : 0/0/1/0/0.15 

Do you wish to stop at the ISL prompt prior to booting? (y/ n) 
> > n 

ISL booting hpux 

Boot 
: disk(0/0/1/0/0.15 . 0.0.0.0.0;0)/stand/vmunix 

To boot an HP-UX kernel other than /stand/vmunix, or to boot HP-UX 
in single-user or LVM-maintenance mode, stop at the ISL prompt and 
specify the appropriate arguments to the hpux loader. 
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Booting an nPartition to the ISL Prompt 

When you issue the BCH interface's BOOT command, you can stop an 
nPartition's booting at the Initial System Loader (ISL) interface in arder 
to interact with the ISL prompt. 

To exit ISL and return to the BCH interface, enter the EXIT command at 
the ISL prompt. For help enter HELP at the ISL prompt. 

N ormally you will not need to access ISL unless you need to use the 
Secondary System Loader (hpux). 

For details about ISL, see the isl (1M) manpage. Details on the 
Secondary System Loader (hpux) are in the hpux (1M) manpage. 

On HP nPartition servers many ofthe ISL commands are not supported. 
For example, AUTOBOOT, AUTOSEARCH, and PRIMPATH are not 
supported at ISL. 

These and other features are instead supported on HP nPartition servers 
by each nPartition's BCH interface. 

Booting an nPartition to ISL [BCH] 

This procedure (BCH BOOT command, and reply y to "stop at the ISL 
prompt") boots an nPartition to the ISL prompt. 

Step 1. Login to the server complex's service processar (GSP or MP), access the 
nPartition's console, and access the BCH interface. 

From the nPartition console, you access the nPartition's BCH interface. 
If the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

If an nPartition is configured to automatically boot HP-UX, you must 
interrupt the boot process before HP-UX boots, then manually boot 
HP-UX using the BOOT command (in the next step) to access the ISL 
interface on the nPartition. 

Step 2. Boot the desired device using the BCH interface's BOOT command, and 
specify that the nPartition stop at the ISL prompt prior to booting (reply 
y to the "stop at the ISL prompt" question). 
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Booting an nPartition to the ISL Prompt 

The EXIT command exits ISL and returns to the nPartition BCH 
interface, and the HELP command lists all available ISL interface 
commands. 

Main Menu: Enter command or menu > BOOT 0/0/2/0/0 . 13 

BCH Directed Boot Path : 0/0/2/0/0. 13 

Do you wish to stop at the ISL prompt prior to booting? (y/n) 
>> y 

Initializing boot Device. 

ISL Revision A. 00.42 JUN 19, 1999 

ISL> 
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Single-User or LVM-Maintenance Mode HP-UX Booting 

Single-User or LVM-Maintenance Mode 
HP-UX Booting 

On an nPartition you can boot HP-UX in single-user mode or 
LVM-maintenance mode by specifying options to the Secondary System 
Loader (hpux). 

From the nPartition's console, use the BCH interface to boot the desired 
device and stop at the Initial System Loader (ISL) interface, then use the 
Secondary System Loader (hpux) to specify the options for booting 
HP-UX in the desired mode. 

See the hpux (1M) manpage for details on using the Secondary System 
Loader (hpux). 

Booting HP-UX in Single-User or LVM-Maintenance Mode 
[BCH, ISL, and hpux] 

This procedure (BCH BOOT command, stop at ISL interface, use hpux 
loader with options) boots HP-UX in single-user mode or 
LVM-maintenance mode on an nPartition. 

Step 1. Login to the server complex's service processar (GSP or MP), access the 
nPartition's console, and access the BCH interface. 

From the nPartition console you access the nPartition's BCH interface. If 
the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. Boot the desired device using the BCH interface's BOOT command, and 
specify that the nPartition stop at the ISL prompt prior to booting (reply 
y to the "stop at the ISL prompt" question). 

Main Menu: Enter command or menu > BOOT 0/0/2/0/0.13 

BCH Directed Boot Path: 0/0/2/0/0.13 

Do you wish to stop at the ISL prompt prior to booting? (y/n) 
>> y 

Initializing boot Device. 
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ISL Revision A.00.42 JUN 19, 1999 ~ 
ISL > 

Step 3. From the ISL prompt, issue the appropriate Secondary System Loader 
(hpux) command to boot the HP-UX kernel in the desired mode. 

Example 5-l 

Use the hpux loader to specify the boot mode options and to specify which 
kernel (such as: /stand/vmunix) to boot on the nPartition. 

• To boot HP-UX in single-user mode: 

ISL> hpux -is boot /stand/vmunix 

• To boot HP-UX in LVM-maintenance mode: 

ISL> hpux -lm boot /stand/vmunix 

• To boot HP-UX at the default run levei: 

ISL> hpux boot /stand/vmunix 

To exit the ISL prompt and return to the BCH interface, issue the EXIT 

command instead o f specifying one of the above hpux loader commands. 

See the hpux (1M) manpage for a detailed list ofhpux loader options. 

Example Single-User HP-UX Boot 

ISL Revision A . 00.42 JUN 19, 1999 

ISL > hpux -is /stand/vmunix 

Boot 
: disk(0/0/2/0/0 . 13.0.0.0.0.0;0)/stand/ vmunix 
8241152 + 1736704 + 1402336 start Ox21a0e8 

INIT: Overriding default level with l eve l 's' 

INIT : SINGLE USER MODE 

INIT : Running /sbin/sh 
# 
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HP-UX Install Source Booting 

You can boot an nPartition from an HP-UX installation source-such as 
an install CD or an lgnite server-by specifying the install source using 
the BCH interface's BOOT command. 

This allows you to install HP-UX on any ofthe nPartition's eligible 
devices. 

For instructions on installing HP-UX, refer to the book HP-UX lli 
/nstallation and Update Guide, which is supplied with the HP-UX 
operating environment media. 

Booting from an HP-UX lnstall Source [BCH] 

This procedure boots an HP-UX install source on an nPartition using the 
nPartition's BCH interface. 

Step 1. Login to the server complex's service processar (GSP or MP), access the 
nPartition's console, and access the BCH interface. 

From the nPartition console, you access the nPartition's BCH interface. 
If the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. Select the HP-UX install source that you wish to boot. 

From the BCH main menu, you can boot from an lgnite server or install 
CD-ROM in order to install HP-UX. 

You can use the SEARCH command to find and list potentially bootable 
devices for the nPartition, including any DVD-ROM devices that may 
have CD-ROM install media. The ALT boot path also might be set to the 
DVD-ROM device's path. 

Step 3. Boot the install source using the BCH interface's BOOT command. 

Specify the device path where the install media resides or specify the 
install server. 

For details on booting, see HP-UX Booting on an nPartition on page 204. 
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Shutting Down HP-UX on an nPartition 

When HP-UX is running on an nPartition, you can shut down HP-UX 
using either the shutdown command or the reset command. 

The reboot command does not invoke the shutdown script s associated 
with subsystems. The shutdown command invokes the scripts and 
terminates all running processes in an orderly and cautious manner. 

On nPartitions you have the following options when shutting down 
HP-UX: 

• To shut down HP-UX and reboot an nPartition: shutdown -r 

• To shut down HP-UX and halt an nPartition: shutdown -h 

• To perform a reboot for reconfig of an nPartition: shutdown -R 

• To hold an nPartition at a ready for reconfig state: 
shutdown -R -H 

For details see the· shutdown (1M) manpage. 

Shutting Down HP-UX on an nPartition [HP-UX] 

This procedure shuts down HP-UX on an nPartition. 

Step 1. Login to HP-UX running on the nPartition. 

You can login to HP-UX on the nPartition either by directly connecting 
(with the telnet or rlogin commands) or by logging in to its complex's 

o 

service processar (GSP or MP) and using the Console menu to access the o 
nPartition's console. 

Accessing the console through the service processar allows you to 
maintain console access to the nPartition after HP-UX has shut down. 

Step 2. Issue the shutdown command with the appropriate command-line 
options. 

The command-line options you specizy dictate the way in which HP-UX is 
shut down, whether the nPartition is rebooted, and whether any 
nPartition configuration changes (adding or removing cells) take place. 
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Shutting Down HP-UX on an nPartition 

Use the following list to choose an HP-UX shut down option for your 
nPartition. 

• Shut down HP-UX and halt the nPartition. 

Issue the shutdown -h command to shut down and halt the 
nPartition. 

This leaves the nPartition and all its cells in an active state (the 
nPartition cannot be reconfigured) after HP-UX shuts down and 
halts. 

To reboot the nPartition you must reset the nPartition using the GSP 
command menu's RS command. 

• Shut down HP-UX and reboot the nPartition. 

Issue the shutdown -r command to shut down and reboot the 
nPartition. 

• Perform a reboot for reconfig of the nPartition. 

Issue the shutdown -R command to perform a reboot for reconfig. 

This shuts down HP-UX, reconfigures the nPartition ifneeded, and 
reboots the nPartition. 

• Reboot the nPartition and put it in to the ready for reconfig state. 

Use the shutdown -R -H command to hold the nPartition in the 
ready for reconfig state. 

This leaves the nPartition and all its cells in an inactive state (the 
nPartition can be reconfigured remotely). 

To reboot the nPartition you must do so manually by using the 
service processar Command menu's BO command. 

IfHP-UX is halted on the nPartition, thus not allowing you to use the 
shutdown command, you can reboot or reset the nPartition by issuing 
commands from the service processar Command menu. 

See Rebooting or Resetting an nPartition on page 214. 
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Rebooting or Resetting an nPartition 

When you perform a reboot or reset of an nPartition, all active cells in the 
nPartition reboot and return to BCH or HP-UX. Any inactive cells in the 
nPartition are not rebooted in this procedure. 

You can reset and reboot an nPartition by using these procedures: 

• Rebooting or Resetting an nPartition [Service Processar] on page 215 

• Rebooting or Resetting an nPartition [BCH] on page 216 

• Rebooting or Resetting an nPartition [HP-UX] on page 216 

Ifpossible you should down HP-UX before resetting an nPartition. 

HP's nPartition servers also support other types of nPartition resetting. 

See the following sections for details on these other nPartit ion reset 
methods: 

• Shutting Down HP-UX on an nPartition on page 212 

• Performing a Reboot for Reconfig for an nPartition on page 218 

• Holding an nPartition at the Ready for Reconfig State on page 219 

• Performing a Transfer-of-Control (TOC) Reset of an nPartition on 
page 223 
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Rebooting or Resetting an nPartition [Service Processor] 

Use the service processar Command menu RS command to reset an 
nPartition from the service processar (GSP or MP). 

Step 1. Login to the server complex's service processar (GSP or MP) and access 
the Command menu. 

After logging in to the service processar, enter CM to select the Command 
menu. 

GSP login: Accountname 
GSP password: Password 

GSP > CM 

Enter HE to get a list of available commands 

GSP:CM > 

Step 2. At the Command menu, enter the RS command, specifY which nPartition 
isto be reset, and confirm whether to reset it. 

The Command menu's RS command resets all active cells in the 
nPartition and reboots them past partition rendezvous to BCH or 
HP-UX. 

Be certain to correctly select which nPartition to be reset. 

GSP : CM > RS 

This command resets the selec t e d partition. 

WARNING : Execution of this command irrecoverably halts all 
system 

processing and I/O activity and restarts the selected 
partition. 

# Name 

O) julesOO 
1) jules01 

Select a partition number : 1 

Do you want t o r e s e t part i tio n number 1 ? (Y/ [N] ) y 
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Rebooting or Resetting an nPartition 

-> The selected partition 
GSP : CM > 

-..... ·~ .t· 

I f you are accessing the service processar using a single-parti tion-use r 
account, the RS command selects which nPartition isto be reset: the 
nPartition that your account allows you to access. 

If using an operator or administrator service processar account, you can 
select which ofthe server complex's nPartitions you want to reset. 

Rebooting or Resetting an nPartition [BCH] 

Use the REBOOT command to reset an nPartition from the BCH interface. 

Step 1. Login to the server complex's service processar, access the nPartition's 
console, and access the BCH Main menu. 

From the nPartition console you access the nPartition's BCH interface. If 
the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. From the nPartition's BCH main menu, enter the REBOOT command to 
reboot the nPartition. 

The BCH interface's REBOOT command resets all active cells in the 
nPartition and reboots them past partition rendezvous to BCH or 
HP-UX. 

Main Menu: Enter command or menu > REBOOT 
Rebooting the partition . . . 

Rebooting or Resetting an nPartition [HP-UX] 

Use the shutdown -r command to reset an nPartition from HP-UX 
running on the nPartition. 

Step 1. Login to HP-UX running on the nPartition you want to reset. 

You can login to HP-UX on the nPartition either by directly connecting 
(with the telnet or rlogin commands) or by logging in to its complex's 
service processar (GSP or MP) and using the Console menu to access the 
nPartition's console. 

Step 2. Issue the shutdown -r command to reset the nPartition. 
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Rebooting or Resetting an nPartition 

The shutdown -r command shuts down HP-UX and reboots the 
nPartition. Ali active cells in the nPartition are reset. 
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Performing a Reboot for Reconfig for an 
nPartition 

During a reboot for reconfig of an nPartition, the HP-UX command 
that you issue (shutdown -R) performs the following tasks: 

1. Shuts down HP-UX and resets all cells that are assigned to the 
nPartition, including any inactive cells. 

2. Reconfigures the nPartition if necessary (adds or removes cells). 

3. Boots all cells in the nPartition. Any cells with a "n" use-on-next-boot 
value remain inactive at BIB, and all other cells can rendezvous to 
form the nPartition. 

You should perform a reboot for reconfig of an nPartition whenever you 
add or remove cells from the nPartition, and whenever you need to allow 
an inactive cell to join the nPartition (such as after changing a cell's 
use-on-next-boot value from "n" to "y"). 

Performing a Reboot for Reconfig [HP-UX] 

Use the shutdown -R command to perform a reboot for reconfig for an 
nPartition. 

Step 1. Login to HP-UX running on the nPartition. 

You can login to HP-UX on the nPartition either by directly connecting 
(with the telnet or rlogin commands) or by logging in to its complex's 
service processar (GSP or MP) and using the Console menu to access the 
nPartition's console. 

Step 2. Issue the shutdown -R command to perform a reboot for reconfig ofthe 
nPartition. 

The shutdown -Rcommand shuts down HP-UX, reboot all cells assigned 
to the nPartition, performs any nPartition r econfigurations, and boot all 
cells that have "y" use-on-next-boot values. 
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Holding an nPartition at the 
Ready for Reconfig State 

Resetting an nPartition to the ready for reconfig state performs any 
changes to the nPartition's configuration and holds the nPartition and all 
its cells in a boot-is-blocked (inactiue) state. 

To boot an nPartition after you have reset it to the ready for reconfig 
state, you must use the service processar (GSP or MP) Command menu's 
BOcommand. 

You can hold an nPartition at the ready for reconfig state by using the 
following procedures: 

• Holding an nPartition at the Ready for Reconfig State [Seruice 
Processo r] on page 220 

• Holding an nPartition at the Ready for Reconfig State [BCH] on 
page 221 

• Holding an nPartition at the Ready for Reconfig State [HP-UX] on 
page 221 

When you use the ·above methods to hold an nPartition at the 
ready for reconfig state, the commands perform the following tasks: 

1. Shut down HP-UX (ifusing the shutdown -R -H command) and 
reset all cells that are assigned to the nPartition, including any 
inactive cells. 

2. Reconfigures the nPartition if necessary (adds or removes cells). 

3. Keeps all cells ata boot-is-blocked state; the nPartition and all cells 
assigned to it are inactive. 

You should reset an nPartition to ready for reconfig whenever you need 
for the nPartition and its cells to be inactive. This enables you to modify 
the nPartition's configuration from the GSP or from HP-UX running on a 
remote nPartition in the same system complex. 
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Holding an nPartition at the Ready for Reconfig State 

Holding an nPartition 
at the Ready for Reconfig State [Service Processor] 

Use the Command menu RR command to reset an nPartition to the 
ready for reconfig state from the service processar (GSP or MP). 

Step 1. Login to the server complex's service processar and enter CM to access the 
Command menu. 

GSP > CM 

Enter HE t o g e t a list o f available commands 

GSP : CM > 

Step 2. At the service processar Command menu, enter the RR command, specifY O 
which nPartition isto be reset, and confirm whether to reset it to the 

GSP : CM > RR 

ready for reconfig state. 

The service processor's RR command resets all cells in the nPartition, 
performs any nPartition reconfigurations, and halts all cells ata 
boot-is-blocked state, thus making the nPartition and all its cells 
inactive. 

Be certain to select the correct nPartition to be reset. 

Th is command resets for reconfiguration the s e l e cted partition . 

WARNING: Execution of this command irrecoverably halts all system 
processing and I/O activity and restarts the s e lected 
partition in a way that it can be reconfigured. 

# Na me 

O) julesOO 
1) jules01 

Select a partition number: 1 

Do y ou want to reset for reconfi guration partitio n number 1? (Y/ [N]) y 

- > The se l e cte d partition will b e reset f o r r e configuration. 
GSP:CM > 
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Holding an nPartition at the Ready for Reconfig State 

If you are accessing the service processar using a single-partition-user 
account, the RR command selects which nPartition is to be reset: the 
nPartition that your account allows you to access. 

lfusing an operator or administrator GSP account, you can select which 
of the server complex's nPartitions you want to reset. 

Holding an nPartition at the Ready for Reconfig State [BCH] 

Use the RECONFIGRESET command to reset an nPartition to the 
ready for reconfig state from the nPartition's BCH interface. 

Step 1. Login to the server complex's service processar, access the nPartition's 
console, and access the BCH interface. 

From the nPartition console you access the nPartition's BCH interface. If 
the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. From the nPartition's BCH interface, enter the RECONFIGRESET 

command to reset the nPartition to the ready for reconfig state. 

The RECONFIGRESET command resets ali cells in the nPartition, performs 
any nPartition reconfigurations, and halts ali cells ata boot-is-blocked 
state, thus making the nPartition and ali its cells inactive. 

Main Menu : Enter command or menu > RECONFIGRESET 
Reset the partition for reconfiguration of Complex Profile . .. 

Holding an nPartition at the Ready for Reconfig State [HP-UX] 

Use the shutdown -R -H command to reset an nPartition to the 
ready for reconfig state from HP-UX running on the nPartition. 

Step 1. Login to HP-UX running on the nPartition. 

You can login to HP-UX on the nPartition either by directly connecting 
(with the telnet or rlogin commands) or by logging in to its complex's 
service processar (GSP or MP) and using the Console menu to access the 
nPartition's console. 

Step 2. Issue the shutdown -R -H command to reset the nPartition to the 
ready for reconfig state. 
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Holding an nPartition at the Ready for Reconfig State 

The shutdown -R -H command shuts down HP-UX, reset all cells in the 
nPartition, perform any nPartition reconfigurations, and halt all cells at 
a boot-is-blocked state, thus making the nPartition and all its cells 
inactive. 
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Performing a Transfer-of-Control (TOC) Reset 
of an nPartition 

You can use the service processar Command menu's TC command to 
perform a transfer-of-control (TOC) reset of an nPartition. 

If crash dump is configured for HP-UX on the nPartition, when you TOC 
the nPartition while it is running HP-UX the nPartition performs a crash 
dump and gives you an opportunity select the type of dump. 

Performing a TOC Reset of an nPartition [Service Processar] 

Use the Command menu TC command to perform a transfer-of-control 
(TOC) reset of an nPartition. 

Step 1. Login to the server complex's service processar and enter CM to access the 
Command menu. 

GSP> CM 

Enter HE to get a list of available commands 

GSP:CM> 

Step 2. At the Command menu, enter the TC command, specify which nPartition 
is to be reset, and confirm whether to TOC the nPartition. 

GSP: CM> TC 

The TC command performs a transfer-of-control reset on the specified 
nPartition. 

Ifyou are accessing the service processar using a single-partition-user 
account, the TC command selects which nPartition isto be reset: the 
nPartition that your account allows you to access. 

Ifusing an operator or administrator account, you can select which ofthe 
server complex's nPartitions you want to TOC. 

Be certain to select the correct nPartition to be reset. 

This command TOCs the selected partition. 
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Performing a Transfer-of-Control (TOC) Reset of an nPartition 

WARNING: Execution of this command irrecoverably halts all system 
processing and I /0 activity and restarts the selected 
partition. 

# Name 

O) julesOO 
1) jules01 

Select a partition number: O 

Do you want to TOC partition number O? (Y/[N]) y 

-> The selected partition will be TOCed. 
GSP:CM> 

Step 3. Mter you initiate the TOC, you can observe its progress and select the 
type of crash dump through the nPartition's console. 

Once the nPartition completes the dump, or once you cancel it, the 
nPartition reboots. 

******* Unexpected TOC. Processar HPA FFFFFFFF'FC07COOO **** *** 
GENERAL REGISTERS: 

r00/03 00000000'00000000 00000000'0099CA2C 00000000'00000000 00000000'010BB790 
r04/07 00000000'00000002 00000000'010BC140 00000000'0080FOOO 00000000'00AA2490 
r08/11 00000000'00000001 00000000'0099A800 00000000'0099A800 00000000'0099C800 

Processar 8 TOC: pcsq.pcoq 
isr.ior 

Boot device reset dane. 

0'0.0'12675c 
0'10340004.0'2f8bfd30 

*** The dump will be a SELECTIVE dump: 457 of 4080 megabytes. 
*** To change this dump type, press any key within 10 seconds. 
*** Proceeding with selective dump. 

*** 
*** 

The dump may be aborted at any time by pressing ESC. 
Dumping: 7% complete (32 of 457 MB) (device 64: Ox2) 

)NJ_) 
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Booting an lnactive nPartition past 
Boot-Is-Blocked (BIB) 

When ali cells in an nPartition are at boot-is-blocked, the nPartition is 
inactive . This is the case, for example, when an nPartition is held at the 
ready for reconfig state. 

You can boot an nPartition past the ready for reconfig state to make it 
active by using the service processar Command menu's BO (boot) 
command. 

To determine whether an nPartition is in a boot-is-blocked 
(ready for reconfig) state, use the nPartition's Virtual Front Panel to 
monitor the nPartition's boot activity. If ali ofthe nPartition's cells are at 
boot-is-blocked, the nPartition is halted at the ready for reconfig state. 

Booting an lnactive nPartition past BIB [Service Processor] 

Use the service processar Command menu BO command to boot an 
nPartition past the ready for reconfig state to make the nPartition active. 

lf you use the Command menu's BO command to attempt to boot an 
nPartition that alteady is active, the command has no effect. 

Step 1. Login to the server complex's service processar and enter CM to select the 
Command menu. 

# telnet sdome-s 
Trying ... 
Connected to sdome - s.rsn . hp.com. 
Escape character is 'A]'. 
Local flow control off 

GSP login: Accountname 
GSP password: Password 

GSP > CM 

Enter HE to get a list of available commands 

GSP: CM> 
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Booting an lnactive nPartition past Boot-ls-Biocked (BIB) 

Step 2. From the Command menu, enter the BO command and specify which 
nPartition is to be booted (released from boot-is-blocked). 

As a result of the BO command, the complex's service processo r releases 
the selected nPartition's cells from boot-is-blocked: the cells proceed to 
rendezvous to form an active nPartition, which no longer is in the 
ready for reconfig state. 

GSP:CM> BO 

This command boots the selected partition. 

# Name 

O) julesOO 
1) julesOl 

Select a partition number: O 

Do you want to boot partition number O? (Y/[N] ) y 

-> The selected partition will be booted. 
GSP:CM> 

Any ofthe nPartition's cells that are not configured (those with a "n" 
use-on-next-boot value) remain inactive at boot-is-blocked. 

When the nPartition becomes active it proceeds through the normal boot 
process and performs, as necessary, the boot action set for each o f the 
boot paths (PRI, HAA, ALT). 
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Configuring Boot Paths and Boot Actions 

You can configure each nPartition's boot paths (device paths for booting 
HP-UX) and boot actions (preferred automatic boot behavior) by using 
the following procedures: 

• Configuring Boot Paths and Actions [BCH} on page 229 

• Configuring Boot Paths andActions [HP-UX} on page 230 

By configuring boot paths and boot actions for an nPartition, you can set 
the nPartition to automatically boot from a primary source or, if the 
primary source fails, from backup devices. 

Each nPartition's boot device paths list the hardware paths of devices 
for booting HP-UX on the nPartition. 

The boot paths are: 

• PRI-Primary boot path. 

• HAA-High-availability alternate boot path, typically a mirror ofthe 
primary root volume. 

• ALT -Altemate boot path. Typically used for install or recovery 
media (such as DAT or CD-ROM drive). 

Each nPartition also has a set ofboot actions (path flags), which 
specify the default actions to be automatically performed when the 
nPartition boots to the BCH interface. Each ofthe three boot paths (PRI, 
HAA, and ALT) has its own path flag setting that defines its boot action. 

The order in which an nPartition's boot actions are attempted is: PRI 
boot action, then HAA boot action (ifnecessary), and finally ALT boot 
action (if necessary). 

The boot actions (path flag settings) for each boot path are: 

• 0-Go to BCH. 

• 1-Boot this path, iffail go to BCH. 

• 2-Boot this path, if fail attempt to perform the next path's boot 
action. 

• 3-Skip this path, attempt to perform the next path's boot action. 

By default, all path flags are set to O ("Go to BCH"). 
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Configuring Boot Paths and Boot Actions 

The boot actions are performed automatically by the BCH in terface when 
an nPartition boots to BCH, as possible and necessary. However, boot 
action settings do not affect the behavior of the BCH BOOT command. 

Setting Autoboot through Boot Paths and Boot Actions 

Each nPartition's Autoboot setting is established by the boot action 
(path flag) settings for the nPartition's boot paths. 

For an nPartition to automatically boot HP-UX, it must be configured in 
the following way: 

• The nPartition must have at least one bootable HP-UX device that is 
pointed to by the PRI, HAA, or ALT boot path variable. 

• The path flag (boot action) setting for a bootable device's path 
variable must be set to ''boot this path" (1 or 2). 

• When the nPartition boots it must proceed to execute a bootable 
device's boot action that specifies to "boot this path", and it must find 
the device. 

For example, an nPartition could automatically boot HP-UX with the 
following configuration: both the PRI and HAA paths point to bootable 
devices, and the PRI action is 2 ("boot this path, iffail attempt to perform 
the next path's boot action") and the HAA action is 1 (''boot this path, if 
fail go to BCH"). 

o 

In this example configuration, the nPartition could automatically boot 
HP-UX even ifthe PRI path were not available. When the nPartition 
boots to BCH it first attempts to boot the PRI device. If the PRI device 
cannot be booted, beca use the PRI path flag specifies to "iffail attempt to 
perform the next path's boot action", it then refers to the HAA path and 
action. Because in this example the HAA path points to a bootable 
device, and because the HAA path flag specifies to attempt to boot the 
HAA device, the nPartition can still automatically boot HP-UX (ifthe O 
HAA device is available). 

J~) 
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Configuring Boot Paths and Actions [BCH] 

Use the BCH Main menu PATH command and Configuration menu 
PATHFLAGS command to configure an nPartition's boot paths and boot 
actions (path flags) through its BCH interface. 

To list all boot path and action settings for an nPartition, you also can 
use the BCH Information menu's BOOTINFO command. 

Step 1. Determine which devices will be used for booting HP-UX on the 
nPartition, and determine the boot behaviors you desire. 

You need to determine the hardware paths of all potential boot devices 
that you will configure as the PRI, HAA, and ALT boot paths. 

You also need to determine which device you want to boot by default (if 
any), and which (if any) device you want to boot ifthe default device fails 
to boot. 

Typically, the PRI path is set to the default boot device and the HAA 
path is set to the device you want to boot if PRI fails to boot. 

Step 2. Login to the service processar (GSP or MP), access the nPartition's 
console, and access the BCH Main menu. 

From the nPartition console you access the nPartition's BCH interface. If 
the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 3. At the BCH Main menu, set the boot path values using the PATH 

command. 

To list the current boot path settings, enter PATH with no arguments. 

To seta boot path, enter PATH VAR hwpath, where VAR is the boot path 
variable (PRI, HAA, or ALT) and hwpath is a boot device's hardware 
path. 

For example, to set the PRI boot path to a new value (4/0/2/0/0.10, in this 
case) enter PATH PRI 4/0/2/0/0.10, as shown below. 

Ma in Menu : Enter command or menu > PATH PRI 4/0/2/0/0.10.0 

Primary Boot Path: 4 / 0/2/0/0.10 
4 / 0/2/ 0 / 0.a (hex) 

Ma in Menu: Enter command or menu > 
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Configuring Boot Paths and Boot Actions 

Step 4. Access the BCH Configuration menu by entering co at the Main menu, 
and set the boot action for each boot path, as desired, by using the 
PATHFLAGS command. 

At the BCH Configuration menu, you can list the path flags (boot 
actions) for all boot path variables by entering PATHFLAGS with no 
arguments. 

To set the boot action for each of the boot paths, enter 
PATHFLAGS VAR action, where VAR is the boot path variable (PRI, HAA, 
or ALT) and action is the boot action (O for "go to BCH", 1 for "boot, if 
fail go to BCH", 2 for "boot, iffail try next path", or 3 for "skip this path, 
try next path"). 

For example, to configure an nPartition to boot from the PRI device or (if 
PRI fails to boot) the HAA device, use the following two BCH 
Configuration commands: PATHFLAGS PRI 2 and PATHFLAGS HAA 1, as 
shown below. 

Configuration Menu: Enter command > PATHFLAGS PRI 2 

Primary Boot Path Action 
Boot Actions: Boot from this path. 

If unsuccessful, go to next path. 

Configuration Menu: Enter command > PATHFLAGS HAA 1 

HA Alternate Boot Path Action 
Boot Actions: Boot from this path. 

If unsuccessful, go to BCH . 

Configuration Menu: Enter command > 

For other help in setting path flags, enter HELP PATHFLAGS at the BCH 
Configuration menu prompt. 

Configuring Boot Paths and Actions [HP-UX] 

Use the pannodify -p# ... and setboot •.• commands to set nPartition 
boot path variables from HP-UX and to check and set the local 
nPartition's PRI boot action (the PRI path flag). 

Step 1. Determine which devices will be used for booting HP-UX on the 
nPartition, and determine the boot behaviors you desire for the PRI boot 
path. 
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Configuring Boot Paths and Boot Actions 

Step 2. Login to HP-UX running on an nPartition in the complex. 

You can modify the boot paths for any nPartition from any other 
nPartition in the complex when using the pannodify command. 

However, when using the setboot command to modify the PRI and ALT 
paths or the PRI boot action, you can modify only the local nPartition's 
settings. 

Step 3. Configure boot path settings using the parmodify -p# ... command. 

Use the following commands to set the boot path variables for a specified 
partition number ( -p#): 

• PRI path- pannodify -p# -b PRiwhere PRiis the hardware path. 

• HAA path-pannodify -p# -s HAA where HAA is the hardware 
path. 

• ALT path-pannodify -p# -t ALTwhere ALTis the hardware path. 

Ifusing the setboot command to set boot paths for the local nPartition, 
you can specify setboot -p PRIor setboot -a ALTbut cannot set the 
HAA path variable. 

You can list an nPartition's current boot path settings by issuing the 
parstatus -v -p# I grep Path command and specifying the partition 
number ( -p#). The setboot command with no arguments lists the PRI 
and ALT settings for the local nPartition as well as the local nPartition's 
PRI path flags (boot actions). 

For example, to set the PRI boot path to 0/0/4/0/0.8.0 and the HAA boot 
path to 0/0/4/0/0.9.0 for partition number O, issue the pannodify -po 
-b o I o I 4 I O I O . 8 . o - s o I o I 4 I O I O . 9 . O command, as shown below. 

# parmodify -pO -b 0/0/4/0/0 .8. 0 -s 0/0/4/0/0.9.0 
Command succeeded. 
# 

Step 4. As needed, configure the PRI boot action for the local nPartition by using 
the setboot -b Autoboot -s Autosearch command. 

The setboot command supports the following options for setting local 
nPartition boot actions: 

-b Autoboot setting for the local nPartition: 
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-b on to automatically boot the PRI path. 

-b off to not boot PRI. 

Autosearch setting for the local nPartition: 

-s on to attempt to perform the HAA path's boot 
action when PRI is not booted (either when -bis off, 
or when PRI fails to boot when -bis on). 

-s off to never attempt to perform the HAA action. 

For example, to always stop the local nPartition at BCH when booting, 
issue the setboot -b off -s off command. 

See Setting Autoboot through Boot Paths and Boot Actions on page 228 or 
the setboot (1M) manpage for details. 
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Configuring Autoboot and Autostart 

Configuring Autoboot and Autostart 
The Autoboot setting specifies whether an nPartition automatically 
boots HP-UX. You can configure each nPartition's Autoboot setting by 
modifying the nPartition's boot actions for its boot paths. See the 
Autoboot Configuration section. 

On HP Superdome servers only, you can configure an Autostart setting 
for each nPartition to specizy the nPartition's boot behavior when one or 
more self tests fails . See the Autostart Configuration section that follows. 

Autoboot Configuration 

Each nPartition's Autoboot setting is established by a combination of its 
boot path variable settings and the settings for each path's boot actions 
(determined by its path flags). 

You can use the BCH Main menu's PATII command and the BCH 
Configuration menu's PATIIFLAGS command to set boot paths and boot 
actions for an nPartition. You also can use the parmodify and setboot 
HP-UX commands to configure some ofthe boot path and action settings. 

See Configuring B-àot Paths and Boot Actions on page 227 for details on 
configuring these settings to enable Autoboot. 

Autostart Configuration 

On HP Superdome servers only, the BCH interface's Autostart setting for 
each nPartition determines the boot behavior when one o f the 
nPartition's components (processors or memory) fails selftest. 

By default Autostart is set to OFF, and the nPartition stops at the BCH 
interface when a processar or DIMM fails self-test. 

When Autostart is ON, the nPartition proGeeds with the normal boot 
process and performs the boot actions for its boot paths as necessary. 
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Autostart Configuration 

Configuring Superdome nPartition Autostart [BCH] 

Use the BCH Configuration menu's AU command to configure Autostart 
for an nPartition on an HP Superdome server. 

This procedure applies to nPartitions on HP Superdome servers only. 

Step 1. Login to the Superdome complex's service processar (GSP), access the 
nPartition's console, and access the BCH Configuration menu. 

From the nPartition console, you can access the nPartition's BCH 
interface. If the nPartition is not at the BCH interface you must either O 
boot the nPartition or shut down HP-UX to retum to the BCH interface. 

From the BCH Main menu, enter co to access the Configuration menu. 

Step 2. From the BCH Configuration menu, use the AU command to list or set 
Autostart for the nPartition. 

Enter AU with no arguments to list the Autostart setting. 

Enter AU ON to set Autostart to ON, or AU OFF to set it to OFF. 

JV 
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Configuring Automatic System Restart for an nPartition 

Configuring Automatic System Restart 
for an nPartition 

The automatic system restart feature on nPartition servers enables 
you to configure an nPartition to be automaticaliy rebooted when HP-UX 
hangs on the nPartition. 

By default, automatic system restart is disabled for nPartitions. 

To enable or disable automatic system restart, use the service processar 
Command menu's AR command, as described in Configuring nPartition 
Automatic System Restart [Service Processar] on page 236. 

To use the AR command, you must login to the server complex's service 
processar using an account that has administrator authority. 

When automatic system restart is enabled for an nPartition, ali cells in 
the nPartition automatically will be reset-and the nPartition will 
reboot-ifHP-UX running on the nPartition is hung for three (3) 
minutes. 

When HP-UX is booted on an nPartition, it indicates that it is "alive" by 
emitting a HEARTBEAT chassis code and an 
ACTIVITY_LEVEL_TIMEOUT chassis code approximately every four 
seconds. 

The service processar manages automatic system restart for each 
nPartition through a timer that tracks the time since the nPartition was 
active. This timer is reset every time an ACTIVITY_LEVEL_TIMEOUT 
chassis code is emitted by HP-UX on the nPartition. IfHP-UX does not 
emit this chassis code for three minutes then it emits an "Alert Level13: 
System hang detected" chassis code. Ifthe nPartition has automatic 
system restart enabled then the service processar issues a 
PARTITION_TIMEOUT_RESET chassis code, resets ali cells assigned to 
the nPartition, and the nPartition reboots. 

The following output shows the chassis codes (with keywords) for an 
HP-UX timeout and automatic reset. 
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129 GSP O *13 Ox591008d1a000205f Ox000065060c0f1611 PARTITION_TIMEOUT_RESET 
128 HPUX 0,0,0 *13 Ox78e004d41100f000 Ox0000000300000009 
128 HPUX 0,0,0 *13 Ox58e00c000000f000 Ox000065060c0f1610 07/12/2001 15:22:16 

Monitoring HP-UX Activity and Chassis Logs 

You can monitor whether HP-UX is active on an nPartition through the 
nPartition's Virtual Front Panel and through the Chassis Logs viewer. 

• You can track an nPartition's HP-UX activity through its Virtual 
Front Panel (VFP) display, which is available through the service 
processar. When HP-UX has booted on an nPartition, the nPartition's 
VFP blinks an HP-UX heartbeat indicator based on the 
HEARTBEAT chassis code. 

• You also can track HP-UX activity though the service processor's Q 
Chassis Logs viewer, which enables you to view live (real-time) 
chassis codes as well as previously recorded error and activity 
chassis codes. 

For example, to monitor an nPartition's chassis codes in real time: 
from the service processar Main menu select SL for the Chassis Logs 
viewer, select the live chassis logs option, then type P and select 
which nPartition's chassis codes you want to monitor (to exit to the 
Main menu type "b). 

Configuring nPartition Automatic 
System Restart [Service Processar] 

Use the service processar Command menu's AR command to enable or 
disable automatic system restart for an nPartition. 

Step 1. Login to the server complex's service processar (GSP or MP) and enter CM 

to access the Command menu. Q 
Step 2. Issue the service processar Command menu's AR command to enable or 

disable automatic system restart for an nPartition. 

GSP:CM> AR 

To use the AR command, you must be logged in using an account that has 
administrator authority. 

This command modifies the automatic system restart configuration of 
the selected partition. 

\~~ I ,J 
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# Name 

O) feshdSa 
1) feshdSb 

Select a partition number: O 

Automatic system restart for partition O is currently enabled. 
Do you want to disable automatic system res tart? (Y/[N)) y 

-> Automatic system restart is disabled. 
GSP:CM> 
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Con:figuring Fast Boot Settin gs (Self Te sts) 
for an nPartition 

The fast boot settings for an nPartition determine which self tests the 
nPartition performs during the power on or nPartition boot process. 

You can configure nPartition fast boot settings by enabling and disabling 
various self tests using these procedures: 

• Configuring Fast Boot for an nPartition [BCH] on page 239 

• Configuring Fast Boot for an nPartition [HP-UX] on page 239 

HP recommends that all selftests be performed for nPartitions. 

When an nPartition reboots due to a system panic, HPMC, or TOC, all 
self tests are performed when the nPartition reboots. 

On HP nPartition servers you can configure the following selftests: 

• PDH tests-Processor-dependent hardware tests that testa 
checksum ofread-only memory. 

Can be configured from BCH and HP-UX setboot as "PDH". 

• Early CPU tests-Firmware, cache, and CPU-specific tests that are 
performed out of firmware. 

Can be configured from BCH (as "EARLY'') and HP-UX setboot (as 
"early _cpu"). 

o 

• Late CPU tests-Firmware, cache, and CPU-specific tests that are o 
performed out of memory and thus are faster than early CPU tests. 

238 

Can be configured from BCH (as "LATE") and HP-UX s e tboot (as 
"late_cpu"). 
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Configuring Fast Boot for an nPartition [BCH] 

Use the Configuration menu's FASTBOOT command to configure an 
nPartition's fast boot settings using its BCH interface. 

Step 1. Login to the server complex's service processar (GSP or MP), access the 
nPartition's console, and access the BCH Configuration menu. 

From the nPartition console you access the nPartition's BCH interface. If 
the nPartition is not at the BCH interface you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

From the BCH Main menu, enter co to access the Configuration menu. 

Step 2. At the BCH Configuration menu use the FASTBOOT command to list or set 
the nPartition's fast boot settings. 

Enter FASTBOOT with no arguments to display the current fast boot 
settings. This lists which selftests are set to be performed or skipped. 

HP recommends that all selftests be performed for ali nPartitions. 

To enable all tests for an nPartition, use the FASTBOOT RUN command at 
the nPartition's BCH Configuration menu. 

To disable an individual test, enter FASTBOOT test SKIP, where test is 
the name ofthe selftest ("PDH", "EARLY'', or "LATE"). 

To enable an individual test, enter FASTBOOT test RUN. 

For details on setting self tests, enter HELP FASTBOOT at the 
Configuration menu. 

Configuring Fast Boot for an nPartition [HP-UX] 

Use the setboot command to configure an nPartition's selftest 
configuration from HP-UX running on the nPartition. 

Step 1. Login to HP-UX running on the nPartition whose selftest configuration 
you want to change. 

From HP-UX you can configure selftests for the local nPartition only. 
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Coniguring Fast Boot SeHings (Self Tests) for an nPartition, Ó. 
Enter the setboot -v command to list the current selftest configuration 
for the local nPartition. 

The self test details listed by setboot -v include: 

TEST-The keyword names o f self tests that you can enable o r disable. 
CURRENT-The nPartition's setting for the test in stable storage: on means 
the test is normally executed on each boot, off means the test is normally 
omitted on each boot, partial means some subtests normally are executed 
on each boot. This may differ from the NEXT BOOT settings. 
SUPPORTED-Whether the server supports the test completely (yes), 
partially (partial), or not at ali (no). 
DEFAULT-The default setting for the test, either on, off, or partial. 
NEXT BOOT-The nPartition's selftest behavior for the next boot only. If 
these settings differ from CURRENT, then the CURRENT set tings are 
reestablished after the next boot. O 

The following example shows setboot -v output for an nPartition. 

# setboot -v 
Primary bootpath 0/0/6/0/0.6.0 
Alternate bootpath : 0/0/1/0/0.8.0 

Autoboot is OFF (disabled) 
Autosearch is OFF (disabled) 

Note: The interpretation of Autoboot and Autosearch has changed for 
systems that support hardware partitions. Please refer to the manpage. 
TEST CURRENT SUPPORTED DEFAULT NEXT BOOT 

------- --------- ------- ---------
all partial partial partial partial 

# 

SELFTESTS on yes on on 
early_ cpu on yes on on 
late _cpu on yes on on 

FASTBOOT partial partial partial partial 
full _memory off no off off 
PDH on yes on on 

CEC off no off off 

Step 3. Use the setboot ... command to enable or disable boot-time selftests 
for the local nPartition. 

You can use the following commands to configure tests: 

setboot -t test_ name=[onioff idefault] 

setboot -T test_name=[onioffidefault] 
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test_name is the name ofthe selftest ("PDH", "early_cpu", "late_cpu") or 
is "all" (for all tests). 

The setboot command's -t option changes the test setting in stable 
storage and affects all following boots. The -T option changes the test 
setting for the next boot only. 

HP recommends that all selftests be performed for all nPartitions. 

To enable all tests for an nPartition, use the following command: 
setboot -t all=on 

For example, to enable the early CPU tests and PDH tests but disable 
the late CPU tests issue the following command: 

setboot -t early_cpu=on -t PDH=on -t late_cpu=off 

This changes the local nPartition's settings for these tests in its stable 
storage and uses these test confi.gurations for all following boots. 

After modifying an nPartition's self test confi.guration, you can list the 
new settings with_the setboot -v command. 

For more details see the setboot (1M) manpage. 
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Boot Timer Configuration for an nPartition 

The boot timer setting establishes the number of seconds an nPartition 
will wait for a boot device before timing out. 

When a boot device does not respond to a boot request within the number 
of seconds defined by the boot timer setting, the boot is considered 
unsuccessful. 

Configuring an nPartition Boot Timer [BCH] 

Use the Configuration menu's BOOTTIMER command to configure an 
nPartition's boot timer setting from its BCH interface. 

Step 1. Login to the server complex's service processar (GSP or MP), access the 
nPartition's console, and access the BCH Configuration menu. 

From the nPartition console, you access the nPartition's BCH interface. 
If the nPartition is not at the BCH interface, you must either boot the 
nPartition or shut down HP-UX to return to the BCH inter face. 

From the BCH Main menu, enter co to access the Configuration menu. 

Step 2. From the BCH Configuration menu, use the BOOTTIMER command to list 
or set the boot timer setting. 

Enter BOOTTIMER with no arguments to list the current setting. 

Enter BOOTTIMER seconds to set the boot timer setting to the specified 
(seconds) number of seconds. 
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Managing nPartitions 

This chapter presents the procedures for creating, configuring, and 
managing nPartitions on HP servers that support them. 

For an introduction to nPartition features, refer to the chapter nPartition 
System Overviews on page 31. 

For nPartition configuration requirements and related HP 
recommendations, refer to the chapter Planning nPartition 
Configurations on page 109. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 243 

RQS n° 03/2005 - '"' • ' 
CPMI · CORREIO .. 

F's: O 1 3 9 
.. 

3697 
Doe: 

-



Managing nPartitions 

Coordinating Changes to nPartitions 

Coordinating Changes to nPartitions 

When you modifY nPartitions, you should perform your changes so that 
they occur ata time when they will not conflict with other nPartition 
changes in the same server complex. 

The HP-UX nPartition configuration commands and the Partition 
Manager utility coordinate their actions by using locks to r estrict access 
to portions of the server's Complex Profile data while they modifY that 
data. 

Commands and utilities can lock Stable Complex Configuration Data 
and Partition Configuration Data to ensure that only the command 
holding the lock can modifY that portion o f the Complex Pro file. 

In most cases, the nPartition commands and utilities will not have 
locking conflicts because they can complete changes quickly (within 
about a second), usually before any other commands attempt to modifY 
the same portion o f the server's Complex Pro file data. 

However, some nPartition changes involve locking parts o f the Complex 
Profile for a longer time. 

• The Partition Manager utility locks all parts of the server's Complex 
Profile that it may potentially modizy, and it keeps them locked for as 
longas the associated menu items are being used. 

244 

For example, the Partition -> Create Partition menu item and the 
Complex -> Set Complex Name menu item lock the Stable Complex 
Configuration Data portion o f the server's Complex Pro file. You 
cannot use other tools to perform any tasks that modifY the Stable 
Complex Configuration Data (such as adding or removing cells) until 
the task that acquired the lock completes or is canceled. 

Likewise, the Partition -> Modify Partition menu item locks both the 
Stable Complex Configuration Data as well as the selected 
nPartition's Partition Configuration Dat a. As a result, no other tool 
(including another instance ofPartition Manager) can add or remove 
cells or modifY the selected nPartition until this task h as completed 
or been canceled. 

Some tasks performed through Partition Manager also require 
performing a reboot for reconfig to release locks (for example, 
removing an active cell from an nPartition). 
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• When removing an active cell from an nPartition, you must perform a 
reboot for reconfig (shutdown -R, not -r) ofthe modified nPartition 
to release the Complex Profile lock, regardless ofwhether you use 
parmodify or Partition Manager. 

You must perform the reboot for reconfig before you can add or 
remove other cells from nPartitions in the server complex. (The lock 
on the Stable Complex Configuration Data is not released in this 
case until the reboot for reconfig has occurred.) 

• When you add or remove cells from an active nPartition and specify 
the parmodify command's - B option, the Stable Complex 
Configuration Data remains locked until the modified nPartition has 
performed a reboot for reconfig. In this situation, no further changes 
to cell assignments can occur until after the reboot for reconfig. 

Although you can use the parunlock command to force-unlock any parts 
of a server's Complex Profile, you should not use this command unless 
the program that established the lock has abnormally terminated. 
Instead, if possible, you should allow the Complex Profile to be unlocked 
as part o f the normal procedures described above. See the parunlock 
(1M) manpage for details. 
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Rebooting to lmplement nPartition Changes 

Once an nPartition has booted and is active, the nPartition has a fixed 
set of active hardware resources. In order to establish a different set of 
active hardware resources for an nPartition you must reboot the 
nPartition, as described below. 

You can add and remove cells from an active, booted nPartition; however, 
you only can add or remove inactiue cells without having to reboot the 
nPartition. 

To remove an active cell from an nPartition, or to make a newly added 
cell or inactive cell actiue, you must perform a reboot for r econfig ofthe 
nPartition. 

The following list describes situations where you may need to reboot an 
nPartition to implement changes. 

• Perform a reboot for reconfig (shutdown -R) of an nPar tition in the 
following situations. 

When you want to add one or more cells to an nPartition. 

Newly added cells initially are inactive when assigned to an 
nPartition. To allow the new cells to rendezvous (join the 
nPartition as active members), perform a reboot for reconfig. 

When you remove one or more cells from an nPartition. 

Removing an active cell requires an nPartition 
reboot for reconfig, but removing an inactiue cell does not require 
an nPartition reboot for reconfig. Inactive cells are removed 
immediately. 

o 

When you change a cell's use-on-next-boot value from "n" (no, do O 
not use) to "y" (yes, use the cell). 

246 

A reboot for reconfig permits the cell to rendezvous into the 
nPartition and become active; see below. 

When you want to allow a currently inactive cell to become 
active. 

A reboot for reconfig reboots all cells, allowing them an 
opportunity to join (rendezvous) the nPartition as active 
members. 
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• Reset an nPartition to the ready for reconfig state (shutdown -R -H) 

to make the nPartition inactive. 

Ali cells in an nPartition remain inactive when the nPartition is in 
the ready for reconfig state; the cells do not perform a partition 
rendezvous. 

• Perform a standard reboot (shutdown -r) of an nPartition in most 
other situations where you do not need to add or remove cells from 
the nPartition. 

A standard reboot causes only the currently active cells in an 
nPartition to reboot, and it does not allow any pending complex 
configuration changes to complete (the changes remain pending, still 
requiring a reboot for reconfig for them to be in effect). 

Pending changes that require a reboot for reconfig (shutdown -R, not 
a shutdown -r) include removing an active cell from an nPartition. 
The cell cannot be unassigned until its nPartition has a reboot for 
reconfig performed. 

Other changes, such as adding a cell to an nPartition or changing a 
cell's use-on-next-boot value from "n" to "y", also require performing 
a reboot for reconfig (shutdown -R, nor -r) to enable the inactive cell 
to become active. 
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Listing the Local (Current) Partition Number 

Each nPartition within a server complex has a unique number assigned 
to it. This partition number identifies the nPartition in various menus, 
commands, and utilities. You also can specify the partition number when 
performing operations on an nPartition, such as adding or removing cells 
or resetting an nPartition. 

You can list the local partition number by using the following procedures: 

• Listing the Local nPartition Number [BCH] on page 248 

• Listing the Local nPartition Number [HP-UX] on page 248 

Listing the Local nPartition Number [BCH] 

Use the Configuration menu PD command to list the local partition 
number from the BCH interface. 

Step 1. Access the Boot Console Handler (BCH) interface for the nPartition, and 
access the BCH Configuration menu. 

Enter CO from the BCH Main menu to access the Configuration menu. If 
you are ata BCH menu other than the Main menu, enter MA to access the 
Mainmenu. 

Step 2. From the BCH Configuration menu, enter the PD command to list the 
local nPartition's name and partition number. 

Configuration Menu: Enter command > PD 

Partition Number: 1 
Partition Name: julesOl 

Configuration Menu: Enter c ommand > 

Listing the Local nPartition Number [HP-UX] 

Use the parstatus -wcommand to list the partition number ofthe local 
(current) nPartition from HP-UX. 

Step 1. Login to HP-UX running on the nPartition. 
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Step 2. Issue the parstatus -w command to list the partition number for the 
local nPartition. 

# parstatus -P 
[Partition] 
Par 
Num Status 

# parstatus -w 
The local partition number is o. 
# 

The parstatus -P command lists ali nPartitions within the server 
complex, including the local nPartition. 

# o f # o f I/0 
Cells Chassis Core cell Partition Name (first 30 chars) 

======== ========== 

c ~ 
# 

a ctive 
active 

2 
2 

2 cabO,cellO 
2 cabO,cell4 

julesOO 
julesOl 

c 
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Listing Ali Configured nParti tions 

You can configure each server complex to have multiple nPartitions, 
which are composed of cells in the complex. 

You can list all configured nPartitions in the server complex by using the 
following procedures: 

• Listing All nPartitions [Service Processo r] on page 250 

• Listing All nPartitions [HP-UX] on page 251 

• Listing All nPartitions [Partition Manager] on page 252 

Listing Ali nPartitions [Service Processar] 

Use the Command menu CP command to list all nPartitions in a server 
complex from the complex's service processar. 

Step 1. Login to the service processar for the complex and enter CM to access the 
Command menu. 

# telnet sdome-s 
Trying ... 
Connected to sdome-s.rsn.hp.com. 
Escape c haracter is 'A]'. 
Local flow control off 

GSP login: Accountname 
GSP password: Password 

GSP > CM 

GSP:CM> 
Enter HE to get a list of available commands 

Step 2. From the service processar Command menu , enter the CP command to 
list all configured nPartitions within the server complex. 

The CP command lists each nPartition (by partition number ) and 
indicates which cells from each cabinet are assigned to the nPartition. 

In the following example the complex has two nPartitions: partition 
number O has cells O and 2, and partition number 1 has cells 4 and 6. 
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Cabinet I o 1 2 3 4 5 
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6 7 
--------+--------+--------+--------+--------+--------+--------+--------+--------

Slot I01234567I01234567I01234567I01234567I01234567I01 234 567I01234567I01 234 567 
--- ---- -+----- -- -+- --- ----+-- --- ---+--------+ ---- ----+-- --- --- + --------+ - -------

Part O I X · X· · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · 
Part 1 I · · · · X · X · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · I · · · · · · · · 

GSP:CM > 

To the right of each partition number is a list of cells assigned to the 
nPartition. Assigned cells are marked with an ''X". The cell's slot (O to 7) 
and its cabinet number (0 or above) are listed above each cell. 

You also can use the DU command to list all celis in a server complex (and 
other complex hardware details), including unassigned celis. 

Listing Ali nPartitions [HP-UX] 

Use the parstatus -P command (and parstatus -c, for more details) 
to list information about ali nPartitions in a server complex from HP-UX. 

From any nPartition in a complex, you can list details about ali celis and 
nPartitions within the complex. 

Step 1. Login to HP-UX running on any ofthe server complex's nPartitions. 

You can login to HP-UX on the nPartition either by connecting with 
telnet or rlogin, or by logging in to its complex's service processar and 
accessing the nPartition's console. 

Step 2. Issue the para tatus -P command to list brief details about ali 
nPartitions in the server complex. 

# parstatus -P 
[Partition) 
Par 
Num Status 

The parstatus -P command lists ali nPartitions and shows each 
nPartition's number and name, the number of cells assigned to it, the 
number of active 110 chassis, and the nPartition's active core celi. 

# of # of I /O 
Cells Chassis Core c ell Partition Name (first 30 chars) 
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1 active 
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2 
2 

2 
2 

cabO,cellO julesOO 
cabO,cell4 jules01 

While an nPartition is booting, the parstat us command cannot 
determine the nPartition's 110 chassis and core cell information. When 
this is the case parstatus does not count the 110 chassis and reports a 
question mark (?) for the core cell. When the nPartition h as completed 
booting, parstatus reports all details. 

Step 3. To list detailed information about all cells and nPartitions in the server 
complex, issue the parstatus -C command. 

# par status 
[Cell] 

Hardware 
Location 
========== 
cabO,cellO 
cabO,cell1 
cabO,cell2 
cabO,cell3 
cabO,cell4 
cabO,cellS 
cabO,cell6 
cabO,cell7 

# 

-c 

Actual 
Usage 

The parstatus -c command presents more detailed information about 
all cells and nPartitions. These details include each cell's status (active, 
inactive), its processor and memory configuration, its 110 chassis 
connections (if any), the cell's use-on-next-boot setting, and nPartition 
assignment. 

CPU Memory Use 
OK/ (GB) Core On 
Deconf/ OK/ Cell Next Par 
Max Deconf Connected To Capable Boot Num 

============ ======= ========= =================== ======= 

active 
absent 
active 
absent 
active 
absent 
active 
absent 

core 4/0/4 2.0/ 0.0 cabO,bayO,chassis1 yes yes o 

base 4/0/4 2.0/ 0.0 cabO,bay1,chassis3 yes yes o 

core 4/0/4 2.0/ 0.0 cabO ,bayO ,chassis3 yes yes 1 

base 4/0/4 2.0/ 0.0 cabO,bay1,chassis1 no yes 1 

For cells and nPartitions that have not finished booting, the parstatus 
command cannot determine processor, memory, or 110 details and 
instead reports a question mark (?) for these details. 

Listing Ali nPartitions [Partition Manager] 

View the left side ofPartition Manager primary window to see a list of all 
nPartitions in a server complex using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 
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Step 2. When the Partition Manager starts up, the left side of its primary 
display lists the nPartitions in the complex. 

The right si de of the primary display also lists the complex's nPartitions 
when nothing is selected on the display's left side, or when My Complex is 
selected. 
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Listing Cell nPartition A 

Each cell in an nPartition server complex either is assigned to an 
nPartition, or it is unassigned (if it is an available resource). 

You can list all cells and their nPartition assignments by using these 
procedures: 

• Listing Cell nPartition Assignments [Seruice Processar] on page 254 

• Listing Cell nPartition Assignments [HP-UX] on page 254 

• Listing Cell nPartition Assignments [Partition Manager] on page 255 

Listing Cell nPartition Assignments [Service Processor] 

Use the Command menu's CP and DU commands to list all cell nPartition 
assignments (and other details) from the server complex's service 
processo r. 

Step 1. Login to the service processor for the complex and enter CM to access the 
Command menu. 

Step 2. Enter the CP command to list all configured nPartitions in the server 
complex. 

Step 3. Enter the DU command to list additional details (such as available 
core 1/0) for the cells assigned to the various nPartitions in the server 
complex. 

On HP Superdome servers, you also can use the service processor 
Command menu's IO command to list cell-to-1/0 chassis connections. 

Listing Cell nPartition Assignments [HP-UX] 

Use the parstatus -C command to list all cells in a server complex and 
their nPartition assignments. 

Step 1. Login to HP-UX running on one ofthe server complex's nPartitions. 

Step 2. Issue the parstatus -C command to list all cells, any 1/0 chassis 
connections, and any nPartition assignment s for the cells. 
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In addition to reporting the cell nPartition assignments (listed in the 
"Par Num" column), the parstatus -c command reports each cell's 
current status (absent, inactive, active core, active base) in the "Actual 
Usage" column. 

# par status -C 
[Ce ll] 

Hardware 
Location 
========== 
cabO,cellO 
cabO,celll 
cabO,cell2 
cabO,cell3 
cabO,cell4 
cabO,cellS 
cabO,cell6 
cabO,cell7 

# 

CPU Memory Use 
OK/ (GB) Core On 

Actual Deconf / OK/ Cell Nex t Par 
Usage Max Deconf Connected To Capable Boot Num 
============ ======= ========= =================== ======= 
active core 4/0/4 2 . 0/ 0.0 cabO,bayO,chassisl yes yes o 
absent 
active base 4/0/4 2 . 0/ 0.0 cabO,bayl,chassis3 yes yes o 
absent 
active core 4/0/4 2 . 0/ 0.0 cabO,bayO,chassis3 yes yes 1 
absent 
inactive 4/0/4 2.0/ 0.0 cabO,bayl,chassisl no 
absent 

For cells that are not assigned to an nPartition, parstatus -c lists a 
hyphen (-)in the "Par Num" column instead ofthe cell's partition 
number. The "Conp.ected To" column lists any 110 chassis connections for 
the cells, and "Core Cell Capable" lists whether core 110 is available 
through each the cell's 110 chassis. 

Listing Cell nPartition Assignments [Partition Manager] 

Select each nPartition and Available Resources on the left side of the 
primary window to view ali cell nPartition assignments in a server 
complex from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. At the Partition Manager primary window, select each nPartition on the 
left side ofthe window to list the nPartition's celi assignments on the 
window's right side, or select Available Resources to list ali unassigned 
celis. 
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Listing Cell nPartition Assignments 

On the right side ofthe primary window, for each selected nPartition, 
Partition Manager lists the cell assignments and any I/0 chassis 
connected to the cells. 
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Creating a Genesis Partition 

When you create a Genesis Partition, you establish a one-cell nPartition 
on the server complex. The Genesis Partition replaces ali other 
nPartitions, and once created it is the only nPartition in the server. 

The only way to create a Genesis Partition isto use the service processar 
Command menu's cc command on the server complex. 

Genesis Partition Creation [Service Processor] 

Use the service processar Command menu's CC command and G option to 
create a Genesis Partition on an HP nPartition server. 

As a result of this procedure, all existing nPartitions are destroyed and 
are replaced with a single, one-cell nPartition (the Genesis Partition). 

You can revert to the previous nPartition configuration-if any existed 
before you created the Genesis Partition-by using the CC command's L 

option to restare the last configuration. 

Step 1. Save ali current nPartition configuration details, if any nPartitions are 
configured in the complex. 

Saving the current nPartition information provides you the details you 
would need to re-create ali nPartitions as they currently exist. 

Use the parstatus -v -p# HP-UX command (or an equivalent parmgr 
procedure) to save configuration details about each nPartition. 

For each nPartition, enter the parstatus -v -p# command to display 
detailed information about the partition number ( -p#) specified. 

Step 2. Determine which cell will be configured as the Genesis Partition. 

The cell must be connected to an 110 chassis. The 110 chassis must have a 
core 110 card installed, and it should have a bootable HP-UX disk (ora 
method for installing HP-UX anda disk onto which it can be installed). 

Step 3. Ensure that all nPartitions within the complex are in the 
ready for reconfig (inactive) state. 
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If an nPartition is running HP-UX, you can shut down the nPartition to 
the ready for reconfig state by using the shutdown -R -H command. 

Or, you can put an nPartition into the ready for reconfig state by using 
the BCH interface's RECONFIGRESET command or using the service 
processar Command menu's RR command. 

Step 4. Login to the server complex's service processar (GSP or MP). 

Login as a user with administrator privileges, which are required for 
creating a Genesis Partition. 

Step 5. Enter CM to access the service processar Command menu. 

Step 6. Issue the CC command, select G for Genesis Complex Profile, and specify 
the cabinet and cell slot for the cell that will comprise the Genesis Q 
Partition. 

GSP:CM> CC 

This command allows you to change the complex profile. 

WARNING : You must shut down all Protection Domains before 
executing 

this command. 

G - Genesis Complex Profile 
L - Last Complex Profile 

Select Profile: g 

Enter Cabinet number: O 

Enter Slot number : O 

Do you want to modify the complex profile? (Y / [N]) y 

-> The complex profile will be modified. 
GSP:CM > 

You can confirm that the Genesis Partition was successfully created if 
the CC command reports that the "complex profile will be modified". 

If the CC command reports "Sorry, command failed", then the Genesis 
Partition was not created, possibly because one or more nPartitions are 
not at the ready for reconfig state. If this is the case, go back to Step 3 
and ensure all nPartitions are inactive at the ready for reconfig state. 
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Creating a Genesis Partition 

Step 7. Issue the BO command to boot the Genesis Partition past its 
ready for reconfig state and make it an active nPartition. 

When a Genesis Partition is created, it remains at boot-is-blocked (in an 
inactive, ready for reconfig state), so you must boot it manually. 

The Genesis Partition always is assigned partition number O, because 
when it is created it is the first and only nPartition in the server complex. 

Using the BO command to boot partition O will boot the Genesis Partition 
to its Boot Console Handler (BCH) interface. 

GSP:CM> BO 

This command boots the selected partition. 

# Na me 

O) Partition O 

Select a partition number : O 

Do you want to boot partition number O, 
named Partition O? (Y/[N]) y 

-> The selected partition will be booted. 
GSP:CM> 

Step 8. Access the Genesis Partition's console and configure the nPartition as 
appropriate and necessary. 

From the service processor Command menu, enter MA to return to the 
Main menu, then enter co to access the Console menu. The Genesis 
Partition is partition O and by default is named "Partition 0". 

You will need to set the boot paths (PRI, ALT, and HAA), any core cell 
choices, the nPartition name, and other settings as appropriate. You also 
may need to add cells to the Genesis Partition ifyou want it to have more 
than one cell. 
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Creating a New nPartition 

In a server complex, you can create multiple nPartitions if the server has 
enough cells and core 110 to support the nPartitions. 

You can create a new nPartition by using the following procedures: 

• Creating a New nPartition [HP-UX] on page 260 

• Creating a New nPartition [Partition Manager] on page 264 

At least one cell in each nPartition must be connected to an 110 chassis 
that has core 110 attached. To boot HP-UX the nPartition also must have 
a boot device and any required PCI cards and devices installed. 

When creating an nPartition, you should adhere to the HP nPartition 
requirements and guidelines. HP recommends only specific sets of 
nPartition configurations. 

If no nPartitions exist in a server complex, you must first establish a 
Genesis Partition before creating other nPartitions. 

Creating a New nPartition [HP-UX] 

Use the parstatus, parcreate, and parmodify commands to create and 
configures a new nPartition from HP-UX. 

This procedure uses parstatus to find available (unassigned) cells, uses 
parcreate to create an nPartition using the cells, and uses pannodify to 
modify the nPartition's settings and configure it for use. 

o 

One alternative to using this complete procedure is to replace steps 2-5 O 
with a single parcreate command. 

For example, the commands performed in steps 2-5 could be replaced 
with the following parcreate command line. 

# parcreate -c4:base:y:ri -c6:base:y:ri -P "hostname05" -r0/4 \ 
> -r0/6 -b 4/0/1/0/0.9 -B 
Partition Created. The partition number is : 1 
# 

~.Q/ 
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In the above alternative command line, the -B option is specified and 
causes the nPartition to be booted past boot-is-blocked immediately, thus 
making the new nPartition active. (It is booted to its BCH interface.) 

Step 1. Login to HP-UX running on an existing nPartition in the server complex, 
and plan your nPartition configuration by selecting which cells will 
comprise the new nPartition. 

# parstatus -AC 
[Cell] 

Hardware Actual 
Location Usage 

Use the parstatus -AC command to list all unassigned (available) cells 
in the server complex. 

CPU Memory Use 
OK/ (GB) Core On 
Failed/ OK/ cell Next Par 
Max Failed Connected To Capable Boot Num 

========== ============ ======= ======= =================== ======= 
cabO,celll absent 
cabO,cell3 absent 
cabO,cell4 power 
cabO,cellS absent 
cabO,cell6 power 
cabO,cell7 absent 

# 

on 4/0/4 2.0/0.0 cab O,bayO,chassis3 yes 

on 4/0/4 2.0/0 . 0 cab O,bayl,chassisl yes 

You can select any of the cells listed to create the new nPartition; only 
the cells that are not "absent" are present within the server complex. 

Ali cells that you choose must meet the hardware requirements for 
nPartitions (for example, they all must have the same processar revision 
and firmware) and should form an HP-recommended nPartition 
configuration. At least one cell must have an I/0 chassis with core I/0. 

Step 2. After confirming that cells you have chosen would establish a valid 
nPartition configuration, use the parcreate -c ... command to create a 
new nPartition with the cells. 

When using the parcreate command, do not specify the -B option for 
this procedure. 

(The -B option causes parcreate to immediately boot the newly-created 
nPartition past the default ready for reconfig state, thus making the 
nPartition active and preventing you from further modifying it.) 
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By not specifying -B, the new nPartition can be further modified because 
it will remain inactive at the ready for reconfig state (until you boot it 
using the service processor Command menu's BO command). 

If creating a single-cell nPartition, just use one -c option. 

To create a multiple-cell nPartition, you should specifY the -c option 
multiple times (once for each cell) issuing a single command line. 

# parcreate -c4:base:y:ri -c6:base:y:ri 
Partition Created. The partition number is : 1 
# 

When parcreate successfully creates a new nPartition, it reports 
"Partition Created" and reports the nPartition number ("partition 
number is ... "). 

lfparcreate detects any problems or issues when creating an nPartition, 
it lists them in its output. If it cannot create the nPartition, parcreate 
reports "Command failed" along with more details. 

The parcreate command's -c option is as follows : 

-c cell: [cell_type]: [use_on_next_boot]: [failure_usage] 

This option specifies the cell ID (cell) to be assigned to the nPartition. 

• The only valid cell_ type value is: base (base cell, the default). 

• The valid use on next boot values for cells are: 

y 

n 

Participate in reboot (the default). 

Do not participate in reboot. 

• The only valid failure_usage value is : ri (reactivate with 
interleave, the default). 

For details, see the parcreate (1M) manpage. 

Step 3. Use the parmodify command to modifY the new nPartition's 
configuration and set the nPartition name ( -P), boot paths ( -b, -s, and 
-t), and any core cell choices (-r). 

When using the parmodify command, you must use the -p# option to 
specifY the partition number for the nPartition. Use the par tition 
number that the parcreate command reported in Step 2. 
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# parmodify -pl -P "hostname05" 
Command succeeded. 
# parmodify -pl -r0/4 -r0/6 
Command succeeded. 
# parmodify -pl -b 4/0/1/0/0.9 
Command succeeded. 
# 

When each modification takes place, pannodify reports "Command 
succeeded". Otherwise it reports any problems. 

You can specify each configuration option on a separate command line or 
can combine ali options into a single, longer command line. 

For details on the various options for modifying nPartition settings, see 
the parmodify (1M) manpage. 

Step 4. Use the parstatus -V -p# command to list ali details about your newly 
created and configured nPartition. 

If any configuration details should be modified, use the pannodify 
command before you boot the nPartition in the next step. 

# parstatus -V -pl 
[Partition] 
Partition Number 
Partition Name 
Status 
IP address 

1 
hostname05 
inactive 

Prmary Boot Path 
ALternate Boot Path 
HA Alternate Boot Path 

4/0/1/0/0.9 
0/0/0/0/0/0/0/0.0.0 
0/0/0/0/0/0/0/0 . 0.0 

PDC Revision 104.1 
IODCH Version 23664 
CPU Speed 552 MHz 
Core Cell ? 
Core Cell Alternate 

[Cell] 

O. cabO,cell4 
1 . cabO,cell6 

CPU Memory 
OK/ (GB) 

Hardware Actual Failed/ OK/ 
Location Usage Max Failed Connected To 

Core 
cell 
Capable 
======= 

cabO,cell4 inactive 
cabO,cell6 inactive 

4/0/4 
4/0/4 

2 .0 / 0.0 cab O,bayO,chassis3 yes 
2.0/ 0.0 cab O,bay1,chassis1 yes 
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Boot your newly-created nPartitio~ past boot -is-blocked to make it active 
and make its BCH interface available. 

Use the service processor Command menu's BO command to boot the 
nPartition. 

Once the nPartition is booted, you can access its BCH inter face through 
its console. Use the service processor Console menu (enter co at the 
service processor Main menu). 

Creating a New nPartition [Partition Manager] 

Use the Partition -> Create Partition action to create a new nPartition 
using Partition Manager. O 

Step 1. Plan your nPartition configuration by selecting which cells will comprise 
the new nPartition. 

All cells that you choose must meet the hardware requirements for 
nPartitions (for example, they all must have the same processar revision 
and firmware) and should form an HP-recommended nPartition 
configuration. At least one cell must have an I/0 chassis with core I/0. 

Step 2. Run Partition Manager (/opt/panngr/bin/panngr) or access it from 
SAM or a Web browser. 

You optionally can specify the panngr -t create command and options 
to automatically launch the Partition -> Create Partition action. See the 
parmgr (1M) manpage for command option details. 

Step 3. Select the Partition -> Create Partition action to run the Partition 
Manager task wizard for creating a new nPartition. 

Partition Manager guides you through the steps it requires for creating a O 
new nPartition. 

You can move backward and forward through the steps by using Next and 
Back buttons. At the final steps, you can verify the settings you have 
established for the new nPartition and, if they are correct for your 
purposes, click the Finish button to create the new nPartition. 

You can cancel the new nPartition creation at any time by clicking the 
Cancel button. 
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The following window shows the first step and overview for Partition 
Manager's create Partition -> Create Partition action. 

If you specif:Y for Partition Manager to automatically boot the new 
nPartition, you can access the new nPartition's BCH interface from its 
console when you finish using the create partition task wizard. 

Otherwise, ifyou do not specif:Y to automatically boot the new nPartition, 
you must use the service processar Command menu's BO command to 
boot the nPartition past boot-is-blocked (inactive, ready for reconfig 
state) and make its BCH interface available. 
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Assigning (Adding) Cells to an nPartition 

You can add cells to the local nPartition or to any remate nPartitions in 
the same server complex. 

Adding cells to an nPartition involves selecting available cells (those not 
currently assigned to an nPartition) and assigning them to an existing 
nPartition. Both the selected cells and any I/0 chassis connected to the 
cells are assigned to the designated nPartition. 

You can add cells to an nPartition by using the following procedures: 

• Adding Cells to an nPartition [HP-UX] on page 267 

• Adding Cells to an nPartition [Partition Manager] on page 268 

When adding cells to an nPartition, you should refer to the guidelines in 
the chapter Planning nPartition Configurations on page 109. 

Reboot for Reconfig Guidelines for Adding Cells 

In some situations, you must immediately perform a reboot for reconfig 
of a modified nPartition after adding cells to it. 

• You must immediately perform a reboot for reconfig (shutdown -R) 
of an nPartition when you have added a cell to an active nPartition 
and you specified the - B option to the parmodify command. 

• You should perform a reboot for reconfig of an nPartition as soon as 
possible after you have added a cell to an active nPartition and have 
specified a "y" use-on-next-boot value for the new cell. 

• You need not perform a reboot for reconfig of an nPartition in these 
situations: 

266 

When you have added a cell to an inactive nPartition . 

When you have added a cell with a "n" use-on-next-boot value 
and you did not specify the - B option to the parmodify command. 
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Adding Cells to an nPartition [HP-UX] 

Use the parstatus and pannodify commands to add cells to an 
nPartition using HP-UX commands. 

Step 1. Use the parstatus -A -c command to list all available cells (the 
unassigned cells) in the server complex. 

Step 2. Choose one or more eligible cells from the list to add to the nPartition. 

Adding the cell(s) to the nPartition should create a configuration that 
adheres to the hardware requirements and performance guidelines. 

Step 3. Modify the nPartition by issuing the pa:r:modify -p# -a# ... command 
to add the cell. 

The -p# option specifies the partition number (#)for the nPartition being 
modified. 

The -a cell: type:use:fail option specifies the cell ID and other details 
for the cell to be added to the nPartition. 

To add multiple cells, you can specify the -a option multiple times in the 
same command. 

For example: parmodify -pl -ao: base: y: ri -a2 :base: y: ri adds two 
cells (cell IDO and cell ID 2) to nPartition number 1. 

The -a option (-a cell: type: use: fail) specifies the following details 
for each cell that you add to the nPartition. 

cell 

type 

use 

fail 

The cell to be added to the nPartition. You can specify 
the cell in global ( cell) format o r in hardware location 
(cabinet/slot) format. 

The cell type: base is the only supported cell type and 
it is the default. 

The cell's use-on-next-boot value: y or n. Use y (the 
default) if the cell is to be an active member o f the 
nPartition, or use n ifthe cell isto remain an inactive 
member. 

The cell's failure usage: ri (reactivate with interleave) 
is the only supported failure usage policy and it is the 
default. 
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You can optionally specify the pannodify command's - B option to require 
that the modified nPartition be rebooted. 

• When you specify - B to modify an inactiue nPartition, the inactive 
nPartition completes partition rendezvous and becomes active if 
possible. 

• When you specify -B to modify an actiue nPartition, you must 
perform a reboot for reconfig of the nPartition before any other cell 
assignment changes can be made within the server complex. 

The pannodify -pl -ao :base :y: ri -a2 :base :y: ri command adds 
cell O and cell2 to partition number 1. This command also sets a "y" 
use-on-next-boot value for both cells, meaning that they will be active 
members ofthe nPartition following the next t ime all cells boot (for 
example, when reboot for reconfig is performed on the nPartit ion. 

Because this example command does not include the -B option , if 
partition 1 were an inactiue nPartition, it would remain inactive; if 
partition 1 were an actiue nPartition the new cells would be assigned, but 
they would remain inactive cells until a reboot for reconfig is performed. 

See the parmodify (1M) manpage for details on all options. 

Step 4. As needed, perform a reboot for reconfig (shut down -R) on the modified 
nPartition. 

See the Reboot for Reconfig Guidelines for Adding Cells on page 266 for 
details on when to perform a reboot for reconfig. 

Adding Cells to an nPartition [Partition Manager] 

Use the Partition -> Modify Partition action, Add/Remove Cells tab to add 
cells to an nPartition from Partition Manager. 

Step L Run Partition Manager (/opt/panngr/bin/panngr) or access it from 
SAM ora Web browser. 

Step 2. In the Partition Manager primary window, select the nPartition to which 
you want to add cells, then select the Partition -> Modify Partit ion menu 
item. 

Step 3. In the Modify Partition window, click the Add/Remove Cells tab. 
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Step 4. Select the cells that you want to add to the nPartition from the Available 
Cells list, then click the Add button to add them to the nPartition's cell 
list. 

If adding multiple cells, you can select multiple cells by pressing the 
Control key while clicking on the cells. 

Adding the cell(s) to the nPartition should create a configuration that 
adheres to the hardware requirements and performance guidelines. 

Step 5. After you add the new cells to the nPartition's celllist, click the OK 
button. 

The cells are not actually assigned to the nPartition until after the next 
step. 

Step 6. Review the information shown in the Notes and Warnings, the Summary of 
Changes, and the HA Checks tabs. 

Partition Manager generates this information when it checks details of 
the new nPartition configuration, such as cell compatibility and various 
high -availabili ty guidelines. 

To cancel all nPartition changes, click the Cancel button in the Notes and 
Warnings window and then click Cancel in the Modify Partition window. 

To proceed with adding the cell(s) to the nPartition, click OK. 

Step 7. Once Partition Manager confirms that the "partition has been 
successfully modified" click the OK button. 

The cells are assigned to the nPartition after clicking OK in the previous 
step. However, any cells you have added to an active nPartition will 
remain inactive until you perform a reboot for reconfig of the modified 
nPartition. · 

Step 8. As needed, perform a reboot for reconfig (shutdown -R) ofthe modified 
nPartition. 

See the Reboot for Reconfig Guidelines for Adding Cells on page 266 for 
details on when to perform a reboot for reconfig. 
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Unassigning (Removing) Cells 
from an nPartition 

Removing a cell from an nPartition involves unassigning the cell from 
the nPartition to which it is assigned and, if necessary, performing a 
reboot for reconfig of the nPartition. 

You can remove any cell from the local nPartition and can remove 
inactive cells from remote nPartitions in the same server complex. 
However, at least one core-capable cell must remain in each nPartition. 

You can remove (unassign) cells from nPartitions by using these 
procedures: 

• Removing Cells from an nPartition [HP-UX] on page 271 

• Removing Cells from an nPartition [Partition Manager 1 on page 27 4 

When removing cells from an nPartition, you should ensure that the 
modified nPartition still adheres to the hardware requirements and 
performance guidelines for nPartitions. Refer to the chapter Planning 
nPartition Configurations on page 109 for details. 

Mter you remove a cell from an nPartition, the cell's I/0 chassis also is 
removed from the nPartition. As a result, any I/0 devices associated with 
the cell are made unavailable to the nPartition after the cell is removed. 

If you want to remove the last cell in an nPartition, you must instead 
remove the nPartition using the parremove command or Partition 
Manager. 

o 

Once a cell is unassigned, the cell (and any I/0 resources connected to O 
the cell) is considered to be an available resource that is on the "free cell 
list" and can be assigned to any nPartition in the server complex. 
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Reboot for Reconfig Guidelines for Removing Cells 

In some situations, you must immediately perform a reboot for reconfig 
(shutdown -R) of a modified nPartition after removing cells from it. 
Performing a required reboot for reconfig completes cell assignment 
changes and unlocks the server's Complex Profile. 

• You must immediately perform a reboot for reconfig of an nPartition 
when you have removed an active cell from the nPartition. 

• You must immediately perform a reboot for reconfig of an nPartition 
when you have removed a cell from an active nPartition and specified 
the - B option to the parmodify command. 

• You need not perform a reboot for reconfig of an nPartition when you 
have removed an inactive cell from an nPartition and did not specify 
the - B option to the parmodify command. 

In the cases where you must imniediately perform a reboot for reconfig 
after removing a cell, not doing so willleave the Complex Profile locked 
and thus will prevent any other changes to the server complex 
configuration. In these cases, the reboot for reconfig is required to 
complete the cell assignment changes and permit other changes to occur. 

Removing Cells from an nPartition [HP-UX] 

Use the parstatus and parmodify commands to remove cells from an 
nPartition using HP-UX commands. 

Step 1. List the current nPartition assignments and status for the cells you plan 
to remove from their assigned nPartition by issuing the 
parstatus .. c# ... HP-UX command. 

Specify each cell you planto remove with a separate -c option. 

For example, to list details on cells O, 1, and 2, issue the 
parstatus -co -cl -c2 command. 

The cells must ali be assigned to the same nPartition in order to remove 
them using a single procedure. Otherwise, if the cells are assigned to 
different nPartitions, you must perform this procedure separately for 
each nPartition. 
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In order to remove cells that are not assigned to the local nPartition, the 
cells must be inactive (their ''Actual Usage" must be "inactive"). You can 
list the local nPartition by issuing the parstatus -w command. 

To remove an active cell from its nPartition, you must doso when logged 
in to HP-UX running on the cell's nPartition. 

Step 2. Remove the cell from the nPartition to which it is assigned by using the 
pal:1II.odify -p# - d# ... command. 

Specify the partition number ( -p#) and each cell ( -d#) that you want to 
remove from the nPartition. 

If removing multiple cells from an nPartition, specify each cell with a Q 
separate -d# option on the same command line (such as: parmodify -pl 
-do -d2 ... to remove cells O and 2 from partition number 1). 

Slightly different procedures are required for removing active cells and 
inactive cells. See the following information for details (Guidelines for 
Removing an Active Cell and Guidelines for Removing an lnactive Cell). 

When you are removing multiple cells from the local nPartition, if at 
least one ofthe cells you planto removeis currently active, then you 
should follow the guidelines for removing active cells. 

• Guidelines for Removing an Active Cell 

272 

You should specify the - B option to parmodify when removing an 
active cell from the local nPartition if you want the nPartition to 
become active following its reboot for reconfig. 

For example, the following command removes cell 4 from partition O 
and the -B option ensures that the nPartition will be active following Ü 
its reboot for reconfig. 

# parmodify -pO -d4 -B 
Cell 4 is active. 
Use shutdown -R t o shutdown the s y stem to ready for 
reconfig state. 
Command succeeded. 
# 

You must perform a reboot for reconfig (shutdown -R) after you 
issue the parmodify command to remove active cell(s) from the 
nPartition. (This is covered in Step 3 that follows.) 
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• Guidelines for Removing an lnactive Cell 

When removing an inactive cell from an nPartition you do not need to 
specify the - B option to parmodify and do not need to perform a 
reboot for reconfig ofthe cell's nPartition. 

When you use parmodify to remove an inactive cell, the cell is 
immediately unassigned from its nPartition. 

Ifyou specify the -B option when removing an inactive cell from an 
inactive nPartition, then the cell is immediately removed and the 
modified nPartition is booted past its inactive ready for reconfig state 
and becomes an active nPartition. 

For example, the following command removes cell 2 from partition O. 
Because cell 2 is inactive, it is immediately unassigned. 

# parmodify -pO -d2 
Command succeeded. 
# 

Step 3. As needed, perform a reboot for reconfig (shutdown -R) ofthe nPartition 
being modified. 

You must perform a reboot for reconfig ifyou have removed an active cell 
or have specified the -B option when modifying an active nPartition. 

See the Reboot for Reconfig Guidelines for Removing Cells on page 271 
for details on when to perform a reboot for reconfig. 

This reboot for reconfig enables the cell remova! to complete and the 
Complex Profile to be unlocked. 

If you have removed an active cell and you did not specify the - B option 
to parmodify, then the nPartition will remain inactive in the 
ready for reconfig state after you perform the reboot for reconfig. To 
make the inactive nPartition active, use the service processar Command 
menu's BO (boot) command. 
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Removing Cells from an nPartition [Partition Manager] 

Use the Partition -> Modify Partition action, Add/Remove Cells tab to 
remove cells from an nPartition using Partition Manager. 

Step 1. Determine which cell(s) you want to remove from the nPartition. 

The cells must all be assigned to the same nPartition in order to remove 
them using a single procedure. Otherwise, if the cells are assigned to 
different nPartitions, you must perform this procedure separately for 
each nPartition. 

Step 2. Run Partition Manager (/opt/panngr/bin/panngr) or access it from 
SAM or a Web browser. 

Step 3. In the Partition Manager primary window, select the nPartition from 
which you want to remove cells, then select the Partition -> Modify 
Partition action. 

Step 4. In the Modify Partition window, click the Add/Remove Cells tab. 

Step 5. From the "Cells in the Partition" list, select the cells that you want to 
remove from the nPartition. Then click the Remove button to move them 
to the Available Cells list. Ifremoving multiple cells, you can select 
multiple cells by pressing the Control key while clicking on the cells. 

Removing the cell(s) from the nPartition should create a configuration 
that adheres to the hardware requirements and performance guidelines. 

Step 6. Mter you have removed the cells from the nPartition's celllist, click the 
OK button. 

The cells are not actually removed from the nPartition until after the 
next step. 

Step 7. Review the information shown in the Notes and Warnings, the Summary of 
Changes, and the HA Checks tabs. 

Partition Manager generates this information when it checks details of 
the new nPartition configuration. 

Ifyou must perform a reboot for reconfig ofthe nPartition, such as when 
removing an active cell from the nPartition, then the Notes and 
Warnings tab provides details and options. 
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• If a reboot for reconfig is required, the Notes and Warnings tab has 
information about the reboot procedure. (See Step 9 for details.) 

• When a reboot for reconfig is required, the Notes and Wamings tab 
also has a check box (''Automatically boot partition") that-when 
selected-enables the nPartition to rendezvous and be active after 
the reboot for reconfig. 

To cancel ali nPartition changes, click the Cancel button in the Notes and 
Wamings window and then click Cancel in the Modify Partition window. 

To proceed with removing the cell(s) from the nPartition, click OK. 

Step 8. When Partition Manager confirms that the "partition has been 
successfully modified", review any additional information and respondas 
needed to the dialog box presented. 

(The cells were designated to be removed from the nPartition after 
completing the previous step, however a reboot may be required.) 

• lfyou have removed only inactiue cells from the nPartition, Partition 
Manager provides no additional info and you can click OK to 
complete the procedure (a reboot is not needed). 
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• If you have removed one or more active cells from the nPartition, 
then Partition Manager provides more info about performing the 
required reboot for reconfig of the nPartition. 

You must reboot the nPartition as soon as possible, so you should 
click the Yes button to exit Partition Manager and proceed with the 
next step of this procedure. Q 

Step 9. As needed, perform a reboot for reconfig (shutdown -R) ofthe modified 
nPartition. 

• If you have removed only inactive cells from an nPartition, then you 

. __ )' 

do not need to perform a reboot for reconfig o f the nPartition. Q 
• If you have removed any active cells from the nPartition, then you 

must perform a reboot for reconfig and will have seen a detailed 
message about rebooting from Partition Manager (see Steps 7 and 8). 

276 

Mter you issue the shutdown -R command, the nPartition performs 
the reboot for reconfig. If you selected the "Automatically boot 
partition" check box earlier in this procedure (see Step 7), then the 
nPartition is active after the reboot for reconfig and you can interact 
with it through its console. 
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Ifyou did not select the "Automatically boot partition" check box, 
then the nPartition is inactive (at the ready for reconfig state) after 
the reboot for reconfig occurs. In this situation, you can make the 
nPartition active by using the service processar Command menu's BO 
command. 
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Removing (Deleting) an nPartition 

You can delete (remove) any nPartition within a server complex. 

The HP-UX nPartition deletion capabilities include restrictions for 
security reasons: you can delete only the local nPartition and inactive 
remate nPartitions. 

You can delete an nPartition using these procedures: 

• Deleting an nPartition [HP-UX} on page 278 

• Deleting an nPartition [Partition Manager] on page 280 

When removing the local nPartition, you must complete the procedure by 
issuing the shutdown -R -H command as soon as possible after 
initiating the local nPartition's removal. 

Deleting an nPartition causes all o f the nPartition's cells (and any l/O 
resources connected to the cells) to be unassigned. ABa result, all of 
these cells become available resources that are on the "free celllist" and 
can be assigned to any nPartition in the server complex. 

Deleting an nPartition [HP-UX] 

Use the parremove command to delete an nPartition using HP-UX 
commands. 

Step 1. Use the parstatus -P command to list all nPartitions, and check the 
status (active or inactive) for the nPartition you plan to remove. 

o 

To check the local partition number, use the parstatus -w command. o 
The local nPartition always is active when it is running HP-UX. 

If you are planning to remove a remo te nPartition, check to see whether 
the remate nPartition is inactive. 

Step 2. If a remate nPartition that you planto remove currently is active, then 
put the nPartition into the ready for reconfig state to make it inactive. 

Ifthe remate nPartition is running HP-UX, you can shut down the 
nPartition to the ready for reconfig state by 1) logging in to HP-UX on 
the remate nPartition, 2) shutting down all applications and warning 
users, and 3) issuing the shutdown -R -H command. 
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You also can put the nPartition into the ready for reconfig state by using 
the BCH interface's RECONFIGRESET command or the service processar 
Command menu's RR command. 

Step 3. Save all current configuration details about the nPartition you plan to 
remove. 

Use the parstatus -v -p# command to display all current 
configuration information related to the nPartition you plan to remove. 

Save this information, as you can use it to manually recreate the 
nPartition if necessary at a la ter time. 

Step 4. Remove the nPartition. 

Use one ofthe following procedures (Removing an Inactive Remate 
nPartition or Removing the Local nPartition) to remove the nPartition. 

• Removing an lnactive Remote nPartition 

1. Issue the parremove -p# command to remove the inactive 
remote nPartition, where the -p# option specifies the partition 
number. For example: 

# parremove -p1 

2. Issue the parstatus -P command to confirm that the nPartition 
was removed. 

Ifthe nPartition was removed, it no longer is listed in the 
parstatus command's output. 

• Removing the Local nPartition 

To remoye the local nPartition (the nPartition on which you currently 
are issuing commands), perform the following steps. 

1. Shut down all applications and warn users. Follow the same 
procedures you would use if you were to reboot the nPartition. 

2. Issue the parremove -F -p# command, which initiates the 
complex profile revisions that will take place when the nPartition 
is removed. 

When using parremove to remove the local nPartition, you must 
specify both the -p# option (to specify the local partition number) 
and the -F option (to force-remove the local nPartition). 
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Note that the local nPartition re~ad"!a~ive following the 
parremove -F -p# command, until you perform a 
shutdown for reconfig (shutdown - R - H) to complete the 
removal. 

As soon as possible you should proceed with the 
shutdown for reconfig because the server Complex Profile will 
remain locked-and no other changes can occur-until the 
pending nPartition remova! is completed. 

3. Perform a shutdown for reconfig (shutdown -R -H) ofthe local 
nPartition. 

The shutdown -R -H command shuts down the nPartition and Q 
all cells so that the configuration changes occur and the 
nPartition is deleted. 

Mter you complete the nPartition remova!, the nPartition no longer 
exists-its configuration information has been deleted. 

All cells (and associated I/0 chassis) that used to be assigned to the 
deleted nPartition now are unassigned and can be assigned for other 
uses. 

Deleting an nPartition [Partition Manager] 

Use the Partition -> Delete Partition action to remove an nPartition using 
Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. In the Partition Manager primary window, select the nPartition you 
want to remove. 

Click the nPartition's name in the list on the left si de o f the primary 
window to select the nPartition. 

If you plan to remove a remote nPartition, then after you select the 
nPartition's name, all of the nPartition's hardware (listed on the right 
si de o f the primary window) should be listed as having an Actual U sage 
of"inactive". To remove a remate nPartition it must be inactive. 
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Step 3. Select the Partition -> Delete Partition action to request that the selected 
nPartition be removed (deleted). 

Partition Manager presents the following window to confirm whether 
you want to delete the selected nPartition. 

You can view details about the nPartition by clicking the Show Details 
button, or cancel the deletion by clicking Cancel. 

Step 4. Proceed with the nPartition deletion by clicking the OK button in the 
Partition Manager confirmation window. 

Step 5. Perform any remaining tasks (such as a shutdown -R -H) as needed. 

You may need to perform a shutdown for reconfig, depending on the type 
of nPartition you are removing (local or remate) and its state (active or 
inactive). Review the following list for details: 

• Ifyou are removing a remate nPartition that was inactive, the 
nPartition was removed immediately so this remova! procedure is 
finished and you do not need to perform any shutdowns. 

• lfyou attempt to remove a remate nPartition that is active, Partition 
Manager cannot remove the remote nPartition. You first must make 
the remote nPartition inactive by putting it into the 
ready for reconfig state. 

To put the remote nPartition in the ready for reconfig state: login to 
the remo te nPartition and issue the shutdown -R -H command, or 
issue the BCH RECONFIGRESET command or the service processar RR 

command for the remote nPartition. 

Mter the remate nPartition is inactive, you must perform this 
remova! procedure again using Partition Manager on the local 
nPartition ifyou want to remove the remote nPartition. 

• lfyou are removing the local nPartition, Partition Manager will 
display the following information to you after you click OK to remove 
the nPartition. 

To complete the local nPartition's remova!, you must perform a 
shutdown for reconfig (shutdown -R -H) ofthe local nPartition as 
soon as possible. 
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Because the Complex Profile will remain locked until the local 
nPartition's remova! is completed, no other changes can occur in the 
server complex until you perform the shutdown for reconfig. 

After Partition Manager removes an nPartition, the nPartition no longer 
exists-its configuration information has been deleted. 

All cells (and associated 110 chassis) that used to be assigned to the 
deleted nPartition now are unassigned and are available resources that 
can be assigned for other uses. 
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Naming and Renaming nPartitions 

Each nPartition has both a partition number and an nPartition name. 

The partition name for each nPartition can have from 1 to 64 
characters, including upper- and lowercase letters; numbers; and dashes, 
underscores, and spaces ("-" "_" and" "). 

You can customize each nPartition's name to help you distinguish among 
the nPartition in a server complex. (You cannot change the partition 
number, which is a permanent unique identifier that is automatically 
assigned for each nPartition in a server complex.) 

You can name and rename nPartitions using these procedures: 

• Renaming an nPartition [BCH} on page 283 

• Renaming an nPartition [HP- UX} on page 284 

• Renaming an nPartition [Partition Manager} on page 285 

Partition names are displayed (along with partition numbers) in various 
reports and menus provided by the service processar, Boot Console 
Handler (BCH), and the HP-UX nPartition tools. Note that some utilities 
display only the first 30 characters of nPartition names. 

Renaming an nPartition [BCH] 

Use the Configuration menu PD command to check and sets the local 
nPartition's name from the BCH interface. 

Step 1. Login to the ~ervice processar for the server complex in which the 
nPartition resides. 

Step 2~ Access the nPartition's console. 

From the service processar Main menu, enter co to access the console 
menu and select the nPartition. 

Ifnecessary, type "ecf (Control-e c f) to get write access for the console. 

Note that ifthe nPartition is booted to HP-UX, you should instead use 
the HP-UX command method ofmodifying the nPartition name. 

Step 3. Access the BCH interface's Configurat~on menu. 
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From the Main menu, enter co to access the Configuration menu. 

If at another BCH menu, enter MA to access the Main menu, then enter 
co for the Configuration menu. 

Step 4. At the BCH Configuration menu, use the PD command to check and set 
the local nPartition's name. 

Enter PD to check the current name, or enter PD New Name to set the 
nPartition's name to the new name. No quotation marks are needed 
when specifying the new name. 

Configuration Menu : Enter command > PD 

Partition Number: 1 
Partition Name : Partition 1 

Configuration Menu : Enter command > 

Configuration Menu : Enter command > PD My New Name 

Partition Name: My New Name 
Configuration Menu: Enter command > PD 

Partition Number: 1 
Partition Name: My New Name 

Configuration Menu: Enter command > 

Renaming an nPartition [HP-UX] 

Use the parmodify -p# -P name command to set the nPartition name 
for nPartitions using HP-UX commands. 

Step 1. List the current nPartition states and names using the parstatus - P 

command. 

This shows all nPartitions, their current status (active or inactive), and 
their partition numbers and nPartition names. 

Step 2. Use the parmodify -p# -P name command to set the nPartition name 
for any o f the nPartitions in the server complex. 

Specify both the partition number ( -p#) and the new name for the 
nPartition (- P name). If the nPartition name contains spaces then 
quotation marks must surround the name. 
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# parmodify -pl -P "New Name" 
Command succeeded . 
# 
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You can list the nPartition's new name by using the parstatus -p# 
command or parstatus -P. 

Renaming an nPartition [Partition Manager] 

Use the Partition -> Modify Partition action, General tab to name and 
rename nPartitions using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. In the Partition Manager primary window, select the nPartition whose 
name you want to change. 

Click the nPartition's name in the list on the left si de of the primary 
window to select the nPartition. 

Step 3. Select the Partition -> Modify Partition action, and access the General tab. 

The nPartition name is listed-and can be edited-in the Partition Name 
field in the General tab. 

Step 4. Edit the nPartition's name in the Partition Name field, and click OK 
when done editing the name (or click Cancel to cancel any changes). 

Step 5. Review any Notes and Warnings that Partition Manager presents, and 
click OK to implement the name change (or click Cancel to cancel the 
change). 

If there are any important notes or warnings, Partition Manager 
presents them in the window before completing the changes. 

When the name change is complete, Partition Manager presents a final 
dialog box confirming that the nPartition was successfully modified. 
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Setting and Checking Cell Attributes 

Each cell assigned to an nPartition has use-on-next-boot and fai lure 
usage attributes that determine how the cell is used within the 
nPartition. 

You can list and set cell attributes by using these procedures: 

• Setting Cell Attributes [BCH] on page 287 

• Setting Cell Attributes [HP-UX] on page 289 

• Setting Cell Attributes [Partition Manager] on page 292 

Each cell's use-on-next-boot and failure usage attribute settings 
establish the following behaviors for the cell: 

• Use-on-Next-Boot 

The use-on-next-boot setting for each cell indicates whether the cell 
will be used (active) the next time the cell's nPartition is booted. 

• Failure Usage 

The failure usage setting (called the "Failure Mode" in Partition 
Manager) for each cell indicates whether the cell will be used, if 
possible, if any processors or memory fail during the cell's self-tests. 

Currently, only one failure usage setting is supported: reactivate with 
interleave (ri). 

The reactivate-with-interleave setting allows a cell to actively join its 
nPartition following processar or memory failures during the cell's 
self tests. The cell joins its nPartition if at least one processar and 
any valid amount ofmemory passes selftests. Any ofthe cell's 
components that fail (processors or memory) are not available to the 
nPartition. 

Mter changing a cell's attributes, the new attribute settings are used 
starting the next time the nPartition and cells are rebooted. 

~ 
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Use the Configuration menu CELLCONFIG command to list and seta cell's 
use-on-next-boot setting from the BCH interface. 

From the BCH interface you can modify only cell use-on-next-boot 
settings. 

Step 1. Login to the complex's service processar, access the nPartition's console, 
and access the BCH interface. 

From the nPartition console, you access the nPartition's BCH interface. 
Ifthe nPartition is not at the BCH interface, you must either boot the 
nPartition or shut down HP-UX to return to the BCH interface. 

Step 2. Access the BCH Configuration menu by entering co from the BCH Main 
menu. 

If you are at a BCH menu other than the Main menu, enter MA to return 
to the Main menu and then enter co to access the Configuration menu. 

Step 3. From the BCH Configuration menu, use the CELLCONFIG command to list 
or set each cell's use-on-next-boot setting. 

To list the use-on-next-boot settings for all cells in the nPartition, issue 
the CELLCONFIG command with no arguments. 

Configuration Menu : Enter command > CELLCONFIG 

c 

Cell Configuration Data for Partition 

Configured Set OxOOOOOOOOOOOOOOSO 
Deconfigured Set: OxOOOOOOOOOOOOOOOO 
Free Cell Set Oxffffffffffffffaa 

Cab/ 
Cell Slot Cell State Configuration Status 

-- --- ----- ------------------ --
4 0/4 Alive Configured 
6 0 /6 Alive Configured 

Configura tion Menu: Enter command > 

To change the use-on-next-boot setting for a cell, issue the CELLCONFIG 
command with arguments: CELLCONFIG cell [ON I OFF] 
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For example, CELLCONFIG 6 OFF sets the use-on-next-boot setting for cell 
6 to OFF. This causes the cell to be inactive (not rendezvous and thus not 
be used) the next time the nPartition boots. 

Configuration Menu: Enter command > CELLCONFIG 6 OFF 

Are you sure you want to DECONFIGURE cell 6 for next boot? 
(y/[n]) » y 
Cell 6 will be disabled during next reboot. 

Configuration Menu: Enter command > 

Step 4. Reboot the nPartition to use the cells' new use-on-next-boot settings. 

lfyou have changed any cell use-on-next-boot settings for the nPartition, 
you should reboot the nPartition in either oftwo ways: 

• Use the BCH interface's REBOOT command to perform a reboot. 

lfyou have only changed cell configurations from ON to OFF, then 
perform a reboot using the REBOOT command. Any cells set to not be 
used will still be assigned to the nPartition but will not be used (will 
not rendezvous) in the nPartition. 

• Use the BCH interface's RECONFIGRESET command to put the 
nPartition in the ready for reconfig state, then use the service 
processar Command menu's BO command to boot the nPartit ion. 

288 

lfyou have changed any cell from OFF ("n", do not use on next boot) 
to ON ("y", use the cell on next boot), then you must perform these 
two tasks; this resets and reconfigures the nPartition and boots it. 
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Service Processor (GSP or MP) 
pSP:CM> HU 

~bis command boots the selected partition . 

# Name 

O) julesOO 
1) jules01 

Select a partition number : 1 

Managing nPartitions 
Setting and Checking Cell Attributes 

Do you want to boot partition number 1? (Y / [N]) y 

-> The selected partition will be booted . 
pSP:CM> 

Setting Cell Attributes [HP-UX] 

Use the parstatus and parmodify -p# -m# ... commands to list and 
set the use-on-next-boot and failure usage settings for cells using HP-UX 
commands. 

Step 1. Login to HP-UX running on the nPartition. 

You can login to HP-UX on the nPartition either by connecting with 
telnet or rlogin, or by logging in to its complex's service processor and 
accessing the nPartition's console. 

Connecting through the service processar allows you to maintain 
nPartition console access after HP-UX has shut down. 

Step 2. From the HP-UX command line, use the parstatus command to list the 
use-on-next-boot and failure usage attribute settings for cells in the 
server complex. 

You can list and modify any cell's settings from HP-UX running on any 
nPartition in the server complex. 

Use either parstatus -cor parstatus -v -c# to list the cell attribute 
settings. The following examples and text describe both these commands. 

• A use-on-next-boot value of"yes" means the cell will be active as part 
of the nPartition the next time the nPartition boots. ,, h.l ~ 
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I 

''Yes" is equivalent to a BCH cell configuration value of ON and "no" 
is equivalent to OFF. 

• A failure usage setting of"activate" (equivalent to "ri") indicates that 
the cell is set to reactivate with interleave in the event of any failure 
during the cell's self test. 

Use the parstatus -c command to list the use-on-next-boot set ting for 
all cells, which is shown in the ''Use On Next Boot" column. 

# parstatus -C 
[Cell] 

CPU Memory Use 
OK/ (GB) Core On 

Hardware Actual Deconf/ OK/ Cell Next Par 
Location Usage Max Deconf Connected To Capable Boot Num 
========== ============ ======= ========= =================== ======= 

cabO,cellO active core 4/0/4 2.0/ 0.0 cabO,bayO , chassis1 yes yes o 
cabO,cell1 absent 
cabO,cell2 active base 4/0/4 2.0/ 0.0 cabO,bay1 , chassis3 yes yes o 
cabO,cell3 absent 
cabO,cell4 active core 4/0/4 2.0/ 0.0 cabO,bayO,chassis3 yes yes 1 
cabO,cellS absent 
cabO,cell6 active base 4/0/4 2.0/ 0.0 cabO,bay1,chassis1 no yes 1 
cabO,cell7 absent 

# 

To lista specific cell's failure-usage and use-on-next boot settings, issue 
the parstatus -v -c# command and specify the cell number. 

# parstatus -V -c2 
[Cell] 
Hardware Location 
Global Cell Number 
Actual Usage 
Normal Usage 
Connected To 
Core Cell Capable 
Firmware Revision 
Failure Usage 
Use On Next Boot 
Partition Number 

Memory OK 2 .00 
Memory Deconf 0.00 

# 

290 

GB 
GB 

cabO,cell2 
2 
active base 
base 
cabO,bay1,chassis3 
yes 
6 . 0 
activate 
yes 
o 

rV 
HP System Partitions Guide: Administration for nPartitions, rev 6.0 

o 

o 

I 
/ 



c 

c 

Managing nPartitions 
Setting and Checking Cell Attributes 

Step 3. To modify a cell's use-on-next-boot and failure usage attribute settings, 
use the parmodify -p# -m# . .. command and specify the cell's new 
settings. 

Specify both the -p (partition number) and -m (modify cell) options when 
using pannodify. The following example modifies cell 2 to not be used 
the next time its nPartition (partition number O) boots. 

# parmodify -pO -m2:base:n:ri 
Command succeeded. 
# 

The pannodify command's -m option is as follows: 

-m cell: [cell_type] : [use_on_next_boot] : [failure_usage] 

This option specifies the cell ID (cell) whose settings are modified using 
the following arguments. 

• The only valid cell_ type value is base (base cell). 

• The valid use on next boot values for cells are: 

y 

n 

Participate in reboot (the default). 

Do not participate in reboot. 

• The only valid failure_usagevalue for cells is ri (reactivate and 
interleave). 

For details, see the parmodify (1M) manpage. 

Step 4. If you have modified a cell's attribute settings, you must reboot the 
nPartition to which the cell is assigned for the settings to be used. 

Rebooting the cell's nPartition allows the nPartition to use each cell's 
new attribute settings. 

• If a cell's use-on-next-boot setting is changed from "n" (do not use) to 
"y" (use), you must perform a reboot for reconfig ofthe cell's 
nPartition by using the shutdown -R command. 

• Otherwise, ifthe cell use-on-next-boot settings are only changed from 
"y" to "n" then you can perform a standard reboot using the 
shutdown -r command. 

'•' !. 
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Setting Cell Attributes [Partition Manager] 

Use the Partition -> Modify Partition action, Change Cell Attributes tab to 
list and set the configurable cell attributes using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. In the Partition Manager primary window, select the nPartition whose 
cell attributes you want to change. 

Click the nPartition's name in the list on the left si de of the primary 
window to select the nPartition. 

Step 3. Select the Partition -> Modify Partition action, and click the Change Cell 
Attributes tab. 

Step 4. Highlight the cell whose attributes you want to modify, click the Modify 
Cell button, and configure the cell attrihutes as desired. 

You can modify the settings for multiple cells at once by selecting all 
desired cells (press Control while clicking on the cells) before clicking the 
Modify Cell button. 

Configure th'e cell attributes in the window, and then click OK to apply 
the modified attributes or Cancel to cancel any changes. 

Step 5. Ifyou have modified any cell attributes, when you return to the Change 
Cell Attributes tab you can click OK to apply the changes or click Cancel to 
cancel them. 

Review any Notes and Warnings that Partition Manager presents, then 
click OK to proceed or Cancel to cancel the changes. 
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Setting and Checking Cell Attributes 

If the cell attribute changes are implemented, Partition Manager 
presents a final confirmation that the nPartition was successfully 
modified. 

Step 6. If you have modified a cell's attribute settings, you must reboot the 
nPartition to which the cell is assigned for the settings to be used. 

Rebooting the cell's nPartition allows the nPartition to use each cell's 
new attribute settings. 

• If a cell's use-on-next-boot setting is changed from "no" (do not use) to 
"yes" (use), you must perform a reboot for reconfig ofthe cell's 
nPartition by using the shutdown -R command. 

• Otherwise, ifthe cell use-on-next-boot settings are only changed from 
"yes" to "no" then you can perform a standard reboot using the 
shutdown -r command. 
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Setting and Checking nPartition 
Core Cell Choices 

The core cell choice settings for an nPartition are optional preferences 
that establish which cells in the nPartition are preferred to be selected as 
the core cell for the nPartition. 

You can list and set an nPartition's core cell choices by using these 
procedures: 

• Setting nPartition Core Cell Choices [BCH} on page 295 

• Setting nPartition Core Cell Choices [HP-UX] on page 296 

• Setting nPartition Core Cell Choices [Partition Manager} on page 297 

You do not need to specify core cell choices for a valid core cell to be 
chosen. 

By default on HP Superdome and HP rp8400 server, system firmware 
selects the lowest numbered eligible cell as an nPartition's active core 
cell. By default on HP rp7405/rp7410 servers, cell l is selected as the 
core cell. 

You should specifY only core-capable cells as core cell choices. A cell must 
have an 110 chassis with core 110 attached to be eligible to be chosen as 
the core cell. 
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Setting nPartition Core Cell Choices [BCH] 

Use the Configuration menu coe command to set the core cell choices for 
an nPartition using the nPartition's BCH interface. 

Step 1. Access the BCH menu for the nPartition whose core cell choices you wish 
to set. 

Step 2. Access the BCH Configuration menu for the nPartition. 

From the BCH Main menu, enter CO to enter the Configuration menu. 

Step 3. Issue the coe command to check current core cell choice preferences. 

Entering coe with no arguments lists all core cell choice preferences. 

Step 4. Issue the coe command with arguments to set or change the nPartition's 
core cell choice preferences. 

The coe command syntax is: coe choice cell, where choice is 0-3 
(with O being the highest-priority choice) and where cell is the cell ID. 

For example, coe o 2 sets the most preferred core cell choice to be 
cell ID 2. Likewise, coe 1 4 sets the next (second-highest priority) core 
preference to be cell ID 4. 

Use the HELP coe command for other details about the coe command. 

Step 5. [Optional] Ifyou have changed the setting for the highest-priority core 
cell choice (choice O) and you want the cell you have specified to become 
the active core cell, then issue the BCH menu's REBOOT command. 

Even if you do not perform this step, the new core cell choice settings will 
be used the next time the nPartition is rebooted. 
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Setting nPartition Core Cell Choices [HP-UX] 

Use the parstatus and parmodify commands to list and set the core cell 
choices for an nPartition using HP-UX commands. 

Step 1. Issue the parstatus -v -p# command to list the nPartition's current 
core cell choices and core cell use. 

The parstatus -v -p# command list detailed status, including the 
current active core cell ("Core Cell"), and any core cell choice settings 
(the "Core Cell Alternate" listings, if any). 

# parstatus -V -pO 
[Partition] 
Partition Number o 
Partition Name julesOO 
Status active 
IP address 0.0.0.0 
Primary Boot Path 0/0/2/0/0.13.0 
Alternate Boot Path 0/0/2/0/0.0.0 
HA Alternate Boot Path 0/0/2/0/0.14 . 0 
PDC Revision 6.0 
IODCH Version 23664 
CPU Speed 552 MHz 
Core Cell cabO,cellO 
Core Cell Alternate [1]: cabO,cellO 
Core Cell Alternate [2 ]: cabO,cell2 

Core 
Hardware Location Usage IO 
=================== ============ 
cabO,bayO,chassis1 active yes 
cabO,bayl,chassis3 active yes 

# 

Connected 
To 
========== 
cabO,cellO 
cabO , cell2 

Par 
Num 

o 
o 

The core cell choice preferences are listed by pars tatus as the "Core Cell 
Alterna te" settings with "1" being the highest priority and "2" through 
"4" as the lower priority core cell choices. 

The parstatus core cell choice listings (1 through 4) directly cor respond 
to the BCH core cell choice listings (O through 3). 

Step 2. Modify the nPartition's core cell choices using the 
pa:rmodify -p# -r# ... command. 
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You can modify the core cell choices for the local nPartition or any remate 
nPartition in the server complex. 

Use the following command: parmodify -p# -r# -r# ... 

Specify the partition number ( -p#) and the cell ID (-r#) for ali cells you 
wish to designate as core cell choices. 

# parmodify -pO -r2 -rO 
Command succeeded. 
# 

The order in which you list the cells is the order in which the nPartition's 
core cell choices are established; the first celllisted is the first preferred 
core cell (choice 1), and the subsequent cells are lower-priority core cell 
choices (choices 2 through 4, if specified). 

Step 3. [Optional] Ifyou wish to immediateiy use the new core cell choice 
settings, reboot the nPartition whose core cell choices you have changed. 

Even if you do not reboot now, the new core cell choices will be used the 
next time the nPartition is rebooted. 

You can issue the shutdown command with the -r option to reboot the 
nPartition and use the new core cell choice settings. (You do not need to 
perform a reboot for reconfig of the nPartition.) 

If you have modified an inactive remate nPartition, use the service 
processar Command menu's BO command to boot the remate nPartition; 
the designated core cell choices will be used to select the active core cell. 

Setting nPartition Core Cell Choices [Partition Manager] 

Use the Partition -> Modify Partition action, Cell Cell Choices tab to set the 
core cell choices for an nPartition using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. In the Partition Manager primary window, select the nPartition whose 
core cell choices you want to change. 

Click the nPartition's name in the list on the left side of the primary 
window to select the nPartition. 
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Managing nPartitions 
Setting and Checking nPartition Core Cell Choices 

Step 3. Select the Partition -> Modify Partition action, and click the Cell Cell 
Choices tab. 

Step 4. Modify the core choice setting for each cell whose core choice priority you 
want to revise. 

Highlight the cell whose core cell choice you want to configure, select the 
desired choice priority (1st, 2nd, none, etc.) from the Core Cell Choice 
pop-up list, and click the Modify button to modify the priority. 

Step 5. Click the OK button when done changing the core choice priorities (or 
click Cancel to not revise any priorities). 

Review any Notes and Warnings that Partition Manager presents, then Q 
click OK to proceed or Cancel to cancel the changes. 

If the cell choice priority changes are implemented, Partition Manager 
presents a final confirmation that the nPartition was successfully 
modified. 

The new core cell choice priorities will be used the next time the 
nPartition is rebooted. 
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Reassigning (Moving) a Cell 
to a Different nPartition 

To move a cell from one nPartition to another nPartition in the same 
server complex, use the high-level procedure described here. 

This high-level procedure involves: 

1. Removing (unassigning) the cell from its original nPartition. 

2. Performing a reboot for reconfig (shutdown -R) ofthe original 
nPartition, if needed. 

3. Adding (assigning) the cell to the new nPartition. 

4. Performing a reboot for reconfig (shutdown -R) ofthe cell's new 
nPartition. 

Be aware that this procedure modifies the hardware configurations of 
both nPartitions involved. 

You should adhere to the hardware requirements and performance 
guidelines when removing the cell from its original nPartition and when 
adding it to its new nPartition. 

When you remove a cell from an nPartition, any I/0 connected to the cell 
also is removed from the nPartition. As a result, any I/0 devices 
associated with the cell are made unavailable to the nPartition. 

Moving a cell that has an attached I/0 chassis from one nPartition to 
another is effectively the same as moving the associated I/0 devices from 
one computer to another. 

Ali precautions you would take when moving I/0 devices from one 
computer to another must be taken in this situation. 

For example, LVM volume groups that are being moved from one 
nPartition to another must be exported from their original nPartition 
before the cell or I I O chassis is moued. For details see the ugexport (lM) 
manpage and Managing Systems and Workgroups. 
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Reassigning (Moving) a Cell to a Different nPartition 

The following high-level procedure moves a cell to a different nPartition. 

You can perform these steps using either HP-UX commands or Partition 
Manager. 

Step 1. See the procedure Unassigning (Removing) Cells from an nPartition on 
page 270 to remove the cell that you want to move to the other 
nPartition. 

As part ofthis step, you perform a reboot for reconfig (shutdown -R) of 
the nPartition to which the cell is originally assigned. 

As a result of this step, the cell is unassigned (on the "free celllist" of 
available resources) so is is available to be assigned to the other 
nPartition in the next step. 

Step 2. See the procedure Assigning (Adding) Cells to an nPartition on page 266 
to assign the cell you made available in Step 1 to its new nPartit ion. 

This step also requires that you perform a reboot for reconfig 
(shutdown -R) ofthe nPartition to which the cell is being added. 

Following the reboot for reconfig, the cell is available (assigned and 
active) in the new location. 
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Managing nPartitions 

Restoring a Complex Profile 

You can restare a previous Complex Profile configuration, which 
effectively allows you to undo your last nPartition configuration change. 

Restoring the previous Complex Profile allows you to revert to the 
previous complex configuration-including the nPartition 
configurations-that existed before you made your last change. 

Because restoring a prior Complex Profile requires shutting down all 
nPartitions to an inactive ready for reconfig state, you should use this 
procedure only when absolutely necessary. 

Restoring a Complex Profile [Service Processor] 

Use the Command menu CC command and L option to restare the prior 
complex configuration that existed before you made your last nPartition 
configuration change. 

Step 1. Ensure that all nPartitions within the server complex are inactive at the 
ready for reconfig state. 

You can put each nPartition into the ready for reconfig state by using the 
shutdown -R -H command, the BCH interface's RECONFIGRESET 
command, or using the service processar Command menu's RR command. 

Step 2. Login to the server complex's service processar, and enter CM to access the 
Command menu. 

Login as a user with administrator privileges, which are required for 
restoring the previous complex profile configuration. 

Step 3. Issue the CC command, select Last Complex Profile (L), and confirm that 
you want to modify the Complex Profile configuration. 

GSP:CM> CC 

This command allows you to change the complex profile. 

WARNING: You must either shut down the OSs for reconfiguration or 
execute the RR (reset for reconfiguration) command for all 
partitions before executing this command. 
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G - Build g e n e sis complex profile 
L - Restore last complex profile 

Se lect profile to build or restore : L 

Do you want to modify the c omplex profil e ? (Y / [N]) y 

- > The c omp lex profile will be modified . 
GSP:CM > 

Step 4. Confirm that the nPartition cell assignments are what you intended to 
establish. 

GSP:CM> CP 

Cabinet I o 

Use the service processar Command menu's CP command to display the 
current complex profile configuration. 

1 2 3 4 5 6 7 
- -- -----+--------+--------+--------+--------+ - -------+--------+-- ---- --+--------
Slot lü1234567I01234567I01234567I01234567I01234567I01234567I01234567I 01234567 

--------+- -- -----+--- -- ---+--------+--------+--------+--------+--------+--- ---- -
PD o I X . X ..... I ... . . ... I . . ..... . I ...... . . I .. . . .... I ....... . I . .. ... .. I ...... . . 
PD 1 I . ... X . X . I .. . ..... I ... .. ... I ...... . . I .... .. . . I . ... . ... I . ..... .. I . ... ... . 
PD 2 I . X . X .... I .. . ..... I ........ I . .. ..... I .. .. .. . . I . .. .. . .. I ..... .. . I ...... . . 
PD 3 I ..... X . X I . . .. . . .. I ..... . .. I ....... . I ... ... . . I .. .. ... . I .. . .. . .. I . .... . . . 

GSP:CM> 

:) 

o 

If the nPartition cell assignments are not what you intended-that is, if 
you prefer the nPartition configuration you had before you restored the 
existing nPartition configuration-you can repeat this procedure to 
restore the configuration you had before beginning the procedure. O 
One levei of undo is provided by the service processo r Command menu's 
CC command. This allows you to undo your last nPartition change, and 
undo your undo. 

Step 5. Issue the BO command to boot any nPartitions you want to make active. 

Mter you use the CC command, all nPartitions still are in a 
boot-is-blocked ready for reconfig state and thus are inactive nPartitions. 

You can use the Command menu's BO command to boot the nPar titions 
past boot-is-blocked to make the nPartitions active. 
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Managing nPartitions 
U~locking Complex Profiles 

This section describes how you can force-unlock portions ofthe 
nPartition Complex Profile data 

Do not force-unlock complex profile data except in extremely rare cases 
following nPartition or server crashes. 

Improperly force-unlocking complex profiles can result in the loss of 
pending configuration changes to nPartitions and the server complex. 

Under normal circumstances you do not need to manually unlock the 
Complex Profile. The commands, utilities, and related procedures handle 
alllocking and unlocking. 

In some situations, you must perform a reboot for reconfig 
(shutdown -R) of a modified nPartition in order to complete an 
nPartition reconfiguration and unlock the changed portion of the 
Complex Profile. (For example, when removing an active cell from an 
nPartition you must perform a reboot for reconfig.) 

HP-UX provides the parunlock command to force-unlock parts of a 
server's Complex Profile in situations where the normal procedures and 
utilities have failed. 

The service processo r ( GSP or MP) also provides the RL command for 
resetting Complex Profile locks. 
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Listlng and Managing 
Server Hardware 

This chapter covers the tools and procedures for listing details about the 
hardware assigned to nPartitions. This chapter also covers getting 
information about server hardware, and managing the hardware 
resources in nPartitions and their server complexes. 

For an introduction to nPartition servers and hardware features, refer to 
the chapter nPartition System Overviews on page 31. 
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Tools for Listing and Managing Hardware 

Tools for Listing and Managing Hardware 

You can use several software tools to list server hardware details and 
manage the hardware in a server complex. These tools have features that 
overlap for some tasks, but each tool also has unique features. 

The tools for listing and managing system hardware are: 

• Service Processor (GSP or MP) menus 

Service processar menus provide a complex-wide service interface 
that can allow access to all hardware and nPartitions. 

The service processar in HP servers is sometimes called the 
Management Processar (MP) and sometimes the Guardian Service 
Processar (GSP). 

Regardless of the name, the service processo r in these servers 
provides approximately the same features and performs essentially 
the same role. 

Throughout this document, the term "service processar" refers to 
both the MP and GSP service processors. 

Hardware management features include the service processar 
Command menu's DU, ID, PE, PS, and SYSREV commands. 

• Boot Console Handler (BCH) interfaces 

o 

The BCH interface is the method for interacting with an nPartition O 
before it has booted HP-UX. 

• 

306 

Hardware management features include the BCH interface's 
Configuration menu, Interface menu, and Service menu. 

HP-UX Commands 

HP-UX commands allow you to manage and monitor nPartitions and 
hardware within a server complex from HP-UX running on any of 
the server's nPartitions. 

Hardware management features include the parstatus, f rupower, 
fruled, and rad commands, among many others. 
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• Partition Manager ( /opt/parmgr/bin/parmgr) 

• 

Partition Manager provides a graphical interface for managing and 
monitoring nPartitions and hardware within a server complex. 

Hardware management features include menus and windows that 
list details about cells, I/0 chassis, and PCI I/0 card slots in the 
server complex. 

System Administration Manager (SAM, /usr I sbin/ sam) 

The SAM graphical interface (GUI) provides an alternate way to 
launch Partition Manager as a SAM area. 

SAM also provides a Peripheral Devices area, which has a Cards 
subarea that is the recommended method for managing PCI I/0 
cards and PCI slots. 

The Peripheral Devices -> Cards area includes errar checking and 
resource analysis not available from the HP-UX command line. 
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Powering Server Cabinets On and Off 

You can power on and power off the cabinets within a server complex 
either by using the main power switch on the front o f the cabinet, or by 
using the service processar Command menu. 

You can use the following procedures: 

• Powering Serve r Cabinets On and Off [Power Switch] on page 309 

• Powering Seruer Cabinets On and Off[Seruice Processar] on page 310 

When powering off a cabinet, you turn off 48-volt power to the cabinet 
thus causing all cells and all 110 chassis to power off, and causing most 
fans to turn off. 

When you power on or off HP Superdome 64-way compute cabinets, you 
must power off and power on cabinet O and cabinet 1 in such a way that 
both cabinets are off for an overlapping interval. 

If either Superdome 64-way cabinet is powered offthen powered on while 
the other cabinet remains on, then communications between the two 
cabinets is lost. 

Before powering off system hardware, you first must check whether it is 
being used. 

The cabinet power switch and the service processar Command menu's PE 
command do not check whether system hardware is in use before 
powering it off. 

Changes in cabinet power status do not affect the standby power that 
supplies system utilities such as the service processar (GSP or MP) and 
keeps some fans running. These utilities and fans can receive power as 
long as standby power is enabled. 
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Powering Server Cabinets On and Off 

The way in which standby power is enabled and disabled differs for 
various HP server models. On HP Superdome servers, standby cabinet 
power is switched using the power breakers on the rear ofthe cabinet. 
On HP rp7405/rp7410 and HP rp8400 servers, standby power is enabled 
through the power cords connecting to the inputs on the rear o f the 
cabinet. 

Powering Server Cabinets On and Off [Power Switch] 

Use the Virtual Front Panel to check status, and then use the cabinet 
power switch to manage a cabinet's 48-volt power with the cabinet 
hardware. 

Step 1. Login to the system's service processar and access the Virtual Front 
Panel for the system. 

From the service processar Main menu, enter VFP to access the Virtual 
Front Panel menu, then enter s to access the "system VFP" that displays 
the current status for all nPartitions. 

Step 2. Check the VFP status to see whether any cabinet hardware is running 
HP-UX. 

Any nPartition whose state is "HP-UX heartbeat" is running HP-UX and 
thus should not have its hardware powered offuntil after HP-UX is shut 
down. 

Type Ab (Control-b) to exit the VFP. 

Step 3. Shut down HP-UX running on any cabinet hardware that you plan to 
power off. 

Step 4. Confirm that nobody else is using or servicing the cabinet hardware you 
plan to power on or off. 

You should both physically inspect the hardware, and check whether 
others are remotely accessing the system's service processar ( using the 
Command menu's WHO command). 

Step 5. Access the cabinet hardware and flip the power switch (located on the 
cabinet's front) to the on o r off position in arder to power the cabinet on 
or off. 
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Powering Server Cabinets On and Off [Service Processar] 

Use the Virtual Front Panel, and the use the Command menu PE 
command to turn a cabinet's 48-volt power on or off from the service 
processar (GSP or MP). 

Step 1. Login to the system's service processar and access the Virtual Front 
Panel for the system. 

From the service processar Main menu, enter VFP to access the Virtual 
Front Panel menu, then enter s to access the "system VFP" that displays 
the current status for ali nPartitions. 

Step 2. Check the VFP status to see whether any cabinet hardware is running O 
HP-UX. 

Any nPartition whose state is "HP-UX heartbeat" is running HP-UX and 
thus should not have its hardware powered offuntil after HP-UX is shut 
down. 

Step 3. Shut down HP-UX running on any cabinet hardware that you plan to 
power off. 

Step 4. Confirm that nobody else is using or servicing the cabinet hardware you 
plan to power on or off. 

You should both physically inspect the hardware, and check whether 
others are remotely accessing the system's service processar (using the 
Command menu's WHO command). 

Step 5. Access the system's service processar Command menu, issue the PE 

command, then select the cabinet to power on or power off. 

From the service processar Main menu, enter CM to access the Command o 
menu. To exit the Command menu enter MA. 

When using the PE command enter B to power on or off a cabinet; specifY 
the cabinet number; and then enter ON (power on), OFF (power offi, or Q 
(quit without changing the power status). 

GSP:CM> PE 

This command controls power enable to a hardware device. 

)FV10 

B - Cabinet 
C - Cell 
I - IO Chassis 

Select Device : b 
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Powering Seryer Cabinets On and Off 

Ente r cabine t number : 1 

The power state is ON for Cabinet 1 . 
In what state do you want the power? (ON/OFF) 
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Powering Cells and 110 Chassis On and Off 

This section covers cell and I I O chassis power management procedures, 
which allow you to control power for cells and 110 chassis from remote 
locations, without physically accessing the system hardware. 

You can use the following procedures: 

• Powering Cells and I I O Chassis On and Off [Seruice Processar] on 
page 313 

• Powering Cells and I I O Chassis On and Off [HP-UX] on page 314 

• Powering Cells and I I O Chassis On and Off [Partition Manager] on 
page 316 

On HP nPartition systems, powering on a cell also powers on any 110 
chassis attached to the cell, and powering off a cell also powers off any 
110 chassis attached to the cell. 

Powering on or off an 110 chassis connected to a powered-on cell causes 
the cell to reset if the celllocated and mapped the 110 chassis during its 
cell boot process. 

The frupower command and Partition Manager permit you to power on 
or off inactiue cells and 110 chassis that are assigned to the current 
nPartition orare not assigned to any nPartition. 

The service p'rocessor Command menu's PE command permits you to 
power on or off any hardware in the complex, including active cells and 
110 chassis. The PE command does not check the current usage of 
components. 
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Powering Cells and 1/0 Chassis On and Off [Service Processor] 

Use the Command menu PE command to power on and power off cells, 
I/0 chassis, and cabinets from the service processar interface (GSP or 
MP). 

When using the service processar Command menu's PE command to 
power on or off hardware, you should be certain to specify the correct 
component to power on or off. 

The PE command does not check whether the hardware is actively being 
used. 

You can manage the power for ali components within the system complex 
using the service processar Command menu's PE command, regardless of 
any nPartition assignment or the status (active or inactive) for the 
hardware components. 

Step 1. Login to the system's service processar and access the Command menu. 

From the service processar Main menu, enter CM to access the Command 
menu. To exit the Command menu enter MA. 

Step 2. Issue the PE command and specify the type ofhardware whose power you 
want to turn on or turn off. 

You can manage power to cells, I/0 chassis, and cabinets. 

Step 3. Specify the hardware device to power on or power off. 

The service processar does not check whether the specified component is 
currently being used. 

• Cabinets-When you power on or off a cabinet, the firmware also 
powers on or off all cells and I/0 chassis in the cabinet. 

• Cells-When you power on or off a cell, the firmware also powers on 
or off any I/0 chassis attached to the cell. 

When specifying a cell, you indicate both the cabinet number and the 
slot in which the cell resides. 
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Powering Cells and 1/0 Chassis On and~ ~ . 

• 110 Chassis-When you po;0~ 110 chassis from the service 
processar Command menu, t.::d.t~ firmware resets the cell 
attached to the I/O chassis (if the celllocated and mapped the I/0 
chassis during its cell boot process). 

When specifying an I/0 chassis, you indicate the cabinet, bay, and 
chassis numbers to identify it. 

In the following example, the service processar powers off cell 2 in 
cabinet O. 

GSP:CM > PE 

This command controls power enable to a h a rdware device . 

B - Cabinet 
C - Cell 
I - IO Chassis 

Select Device: c 

Enter cabinet number: O 
Enter slot number: 2 

The power is ON for the Cell in Cabine t O, Slot 2 . 
In what state do you want the power for the 
Cell in Cabinet O, Slot 2? (ON/OFF) OFF 

GSP:CM> 

Powering Cells and 1/0 Chassis On and Off [HP-UX] 

Use the frupower -o -c# and frupower -f -c# commands to power on 
and power off cells (and their associated I/0 chassis) from HP-UX. 

You can use the frupower command to power on or off inactiue cells that 
are either assigned to the local nPartition or are not assigned to an 
nPartition. 

You cannot power off active cells or power on or off cells assigned to a 
remote nPartition when using frupower. 

To power on or off an I/0 chassis using frupower, doso by power cycling 
the cell to which it is connected. 
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Powering Cells and 1/0 Chassis On and Off 

Step 1. Login to HP-UX running on one ofthe system's nPartitions. 

To manage a cell's power, you must login to the nPartition to which the 
cell is assigned. If the cell is not assigned to an nPartition, you can 
manage its power from any nPartition. 

Step 2. Use the frupower command to turn on or turn offthe cell's power. 

Specify the frupower -f -c# command to power off a cell. (-c#). This 
also powers off any 110 chassis connected to the cell. 

Specify the frupower -o -c# command to power on a cell (-c#). This 
also powers on any 110 chassis connected to the cell. 

The following example shows severa! sample frupower commands and 
their results. 

# frupower -f -cO 
Errar: Can not power off active cell O. 
# frupower -f -c2 
# frupower -o -c2 
# frupower -f -c6 
Errar: Cell 6 belongs to partition 1 . Can not power off cell. 
# 
# frupower -f -i0/1/1 
Errar: I/O chassis 0/1/1 is attached to a powered-on free 
cell 4 . Please power off the free cell . 
# 

In the above example, cell O is active and thus cannot be powered off 
using frupower. Cell2 is inactive and is powered off(frupower -f -c2) 
and then powered back on (frupower -o -c2). Cell6 is assigned to a 
remote nPartition (partition number 1) and thus cannot be powered off. 
110 chassis 0/111 is attached to cell4, so to power it off cell4 must be 
powered off. 
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NOTE 

Powering Cells and 1/0 Chassis On and Off [Partition Manager] 

Use the Cell-> Power On Cell action, or Cell-> Power Off Cell action, to 
power on and power off cells (and their associated I/0 chassis) from 
Partition Manager. 

You can use Partition Manager to power on or off inactive cells that are 
assigned to the local nPartition. 

You cannot power off active cells or power on or off cells assigned to a 
remote nPartition when using Partition Manager. 

To power on or off an I/0 chassis using Partition Manager, do so by power 
cycling the cell to which it is connected. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select the nPartition that contains the cell you want to power on or off. 

Partitions are listed on the left si de of the Partition Manager primary 
window. 

The cells and I/0 chassis assigned to the nPartition are listed on the 
right si de o f the primary window once the nPartition is selected. 

Step 3. Select the cell whose power you want to turn on or off. 

Step 4. Select the Cell -> Power On Cell menu item, or select the 
Cell -> Power Off Cell menu item. 
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Power Status for Hardware Components 

You can use system software to check power status for the following 
components from remote locations: 

• Cabinets 

• Bulk Power Supplies and Power Boards 

• Cell Boards 

• 1/0 Chassis 

• Individual PCI Slots 

Cabinet power details and power supply details are specific to each 
server model. For example, HP Superdome servers and HP rp8400 server 
have different power configurations and requirements. 

You can use the following procedures: 

• Determining Hardware Power Status [Seruice Processar] on page 318 

• Determining Hardware Power Status [HP-UX] on page 320 

• Determining Hardware Power Status [Partition Manager] on 
page 322 
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Determining Hardware Power Status [Service Processar] 

Use the Command menu PS command to check power status for cabinets, 
bulk power supplies and power boards, cells, and core 110 from the 
service processor. 

Step 1. Login to the system's service processor and enter CM to access the 
Command menu. 

Step 2. Issue the service processor Command menu's PS command. 

The PS command can list detailed information-including power 
status-for components within the system complex. 

The PS command summarizes all cabinets, cells, and core 110 cards, and 
prompts you to specify which hardware device you want information 
about. 

GSP:CM> PS 

This command displays detailed power and hardware configuration status. 

The following GSP bus devices were found: 
+----+-----+-----------+----------------+-----------------------------------+ 
I I I Core IOs I 
I I I IO Bay I IO Bay I IO Bay I IO Bay I 
I I UGUY I C e 11 s I O I 1 I 2 I 3 I 
I Cab. I I I IO Chas. I IO Chas. I IO Chas. I IO Chas. I 
1 # 1 GSP CLU 1 PM lo 1 2 3 4 s 6 7 lo 1 2 3 lo 1 2 3 lo 1 2 3 lo 1 2 3 1 
+----+-----+-----+-----+----------------+--------+--------+--------+--------+ 

o I * * * I* * * * * * * * I * * I I 
1 I * * I* * * * * * * * I * * I I 
si * *I I* *I* *I 

You may display detailed power and hardware status for the following items: 

B -

c -
G 
I -

Cabinet (UGUY) 
Cell 
GSP 
Core IO 
Select Device : 

Step 3. Specify the cabinet whose hardware and power status you want to check. 

For each cabinet (B), the PS command reports detailed information that 
includes the power status for all components within the cabinet, 
including: 
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Power Status for Hardware Components 

• Cabinet Power-Whether the 48-volt cabinet power switch is on or 
off, whether cabinet power is enabled, and details about power 
boards and bulk power supplies. 

• Cell Power-Whether power is enabled and on for all cells within 
the cabinet. 

• Core 110 Card Power-Whether power is enabled and on for all 
core 110 cards within the cabinet. 

For system complexes that have multiple cabinets, you must check 
details for each cabinet separately. 

You also can use the PS command to check individual cell (C) o r core 110 
(I) hardware and power status. 

The following example shows cabinet power details for cabinet O of an 
SD64000 model Superdome server. 

Enter cabinet number: O 

status for SD64000 compute cabinet #0 : NO FAILURE DETECTED 
ower switch: on; Power: enabled, good; Doer : closed 
an speed: normal; Temperature state: normal 
edundancy state : fans or blowers redundant, BPSs redundant 

I 

Main BPI I IO Backplanes 
Power IO Bay O I IO Bay 1 

I 
Main Boards Cells Chassis Chassis 
BP O 1 2 O 1 2 3 4 5 6 7 O 1 2 3 O 1 2 3 

------------- -+------+--------+-----------------+--------- -+----------+ 
Populated 
Power Enabled * * • * • • • * • • 
Powered On * * • * • * * • • • • * * 
Power Fault 
Attention LED 

BPS 
1 2 3 4 

Cabinet 
Blowers 
o 1 2 3 I 

IO I Fans 
o 1 2 3 4 

---- -------+-------------+---------+------ ---- -+ 
Populated I * · * * * * I * * * * I • * * * * I 
Failed 
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Determining Hardware Power Status [HP-UX] 

Use the parstatus -B, parstatus -v -b#, frupower -d -c, 
frupower -d -I, or rad -q command to check the power status for 
system hardware from HP-UX. 

For details on these HP-UX commands, see the online manpages for 
parstatus (1M), frupower (1M), and rad (1M). 

Step 1. Login to HP-UX running on one ofthe system's nPartitions. 

To check the power status for PCI card slots, you must login to the local 
nPartition where their PCI card cage resides. 

You can check the power status for cabinets, cells, and 110 chassis from 
any nPartition . 

Step 2. Issue the HP-UX commands to check the power status for the system 
components o f interest to you. 

• Cabinet Power-Use the para tatus -v -b # command to check 
cabinet power status for the specified cabinet (-b#), or use the 
parstatus -B command for briefpower status for all cabinets. 

The parstatus command gives details about each cabinet's bulk 
power supplies and power boards, as well as details about cabinet 
fans and blowers. 

• Cell Power-Use the frupower -d -c command to list cell power 
status for all cells, or use the frupower -d -c# command to list 
power status for a specific cell ( -c#). 

• 1/0 Chassis Power-Use the frupower -d -I command for power 

o 

status for all 110 chassis, or use the use frupower -d -i#/#/# Q 
command to list details for a specific 110 chassis ( 
cabinet/ bay/ chassis) 

• PCI Card Slot Power-Use the rad -qcommand and option to list 
details including PCI card slot power for all PCI card slots within the 
local nPartition. 

The rad command lists information for the local nPartition only. 

The following example output shows power details for an HP Superdome 
system's cabinet, cells, 110 chassis, and PCI slots, as presented by 
various HP-UX commands. 

r.-2-0 ________ H_P_S_y_s-te_m_A_a_r_tit-io-ns_G_w_·d-e:_A_d_m-in-is-t-ra-tio-n-~-o-r n_P,_a_rt-itJ-.o-ns-, -re-v-6-. O 
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Cabinet 
Blowers 
OK/ 
Failed/ 

Cabinet Type N Status 
============ ========= 

Supply O ok 
Supply 1 ok 
Supply 2 ok 
Supply 3 ok 
Supply 4 ok 

Boards 

o ok 
1 ok 
2 ok 

·· ... 

I/0 
Fans 
OK/ 
Failed/ 
N Status 
========= 

Bulk Power Backpl ane 
Supplies Power Boards 
OK/ OK/ 
Failed/ Failed/ 
N Status N Status GSP 
========== ============ 

N+ There are one or more spare items {fans/power supplies) . 
N The number of items meets but does not exceed the need. 
N- There are insufficient items to meet the need . 
? The adequacy of the cooling system/power supplies is unknown . 

. frupower -d -c 
lobal cell O; cabinet O, cell o is powered on . 
lobal cell 2; cabinet O, cell 2 ia powered on . 
lobal cell 4; cabinet O, cel l 4 is powered on. 
lobal cell 6; cabinet O, cell 6 ia powered off . 

frupower -d -c• 
lobal cell 4; cabinet O, cell 4 ia powered on . 

frupower -d -I 
abinet O, bay o, chassis 1 is powered on. 
abinet O, bay O, chassis 3 is powered on . 
abinet O, bay 1, chassis 1 is powered off . 
abinet O, bay 1, chassis 3 is powered on. 

frupower -d -i0/1/3 
abinet O, bay 1, chassis 3 is powered on. 

rad -q 
Driver{s) 

Path Power Occupied Suspended Capabl 
0/ 0/0 On Yes No No 
0/ 0/1/ 0 On No N/A N/A 
0/0/2/0 On Yes No Yes 
0/0 / 3/0 On No N/A N/A 
0/0/4/0 On No N/A N/A 
0/0/6/0 On N/A N/A 
0/0/1410 

Cabinet Power 

CellPower 

110 Chassis Power 

PCI Slot Power 
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Determining Hardware Power Status [Partition Manager] 

Use the Complex -> Show Complex Details menu to list system hardware 
power status using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select the Complex -> Show Complex Details menu item. 

This displays the Complex Details window, which has tabs providing info 
for cabinets (the General tab), Cells, and I/0 Chassis. 

To update the information in the Complex Details window, click the the O 
Rescan Complex button. 

Step 3. Select and view the power status information for the components of 
interest to you. 

• Cabinet Power-Click the Cabinet lnfo tab for details on the system 
complex's cabinet, including cabinet power status. 

• Cell Power-Click the Cells tab for details on cells including their 
power status. 

• 110 Chassis Power-Click the 1/0 Chassis tab for details on I/0 
chassis including their power status. 

• PCI Card Slot Power-Click the 1/0 Chassis tab, then select the I/0 
Chassis whose PCI slots you want to list, and then click the Show 
Details button. 
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Turning Attention Indicators (LEDs) 
On and Off 

HP's nPartition systems provide attention indicators (LEDs) to help 
you to visually select and confirm which hardware you want to perform 
operations on. Attention indicators are amber (orange) lights. 

Table 7-1 on page 324lists attention indicator meanings and LED states 
(off, blinking, and on). These states and meanings adhere to the PCI 
Hot-Plug specification. 

You can control the attention indicators for various hardware 
components by using the following procedures: 

• Turning Attention LEDs On and Off [HP- UX] on page 325 

• Turning Attention LEDs On and Off[Partition Manager] on page 327 

On HP Superdome servers, the attention indicator behavior has changed 
since the original HP-UX lli release. 

Starting with the June 2001 HP-UX lli release, the HP-UX command 
and utility behavior isto blink attention indicators (rather than light 
them to a steady-on state, as was the original behavior). 

As a result, HP Superdome servers upgrading to the June 2001 or later 
release will exhibit the new, blinking behavior (see Table 7-1 on 
page 324) when cell and I/0 chassis attention indicators are enabled. 

In cases where some nPartitions are running the original HP-UX lli 
release and others are running a more recent release, both behaviors (the 
original "steàdy-on" behavior and the "PCI Hot-Plug" behavior) may be 
exhibited-possibly within the same server complex. 
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Table 7-1 

Attention 
Indicator Stàte 

OFF 

BLINKING 

ON 

J ·' .' 

Listing and Managing Server Hardware 
Turning Attention lndicators (LEDs) On and Off 

Table 7-llists the meanings for the various attention indicator states. 
When all of a system's components are functioning and no service 
operations are occurring, every attention indicator should be tumed off. 
(HP Superdome cabinet number LCDs remain lit or blinking when 
cabinet power is on.) 

Attention Indicator (LED) States and Meanings 

Meaning 

N ot selected. 

Selected to be used in a service operation. 

Supported for PC! card slot LEDs only. 

Service required, problems have been identified with the component. 

LEDs for Hardware Components 

You can control (tum off, blink, and/or turn on) attention indicators for 
the following hardware components. 

• Cell LEDs 

Each cell or cell slot has its own attention indicators. 

On HP Superdome servers, each cell's attention indicator is 
located on the server cabinet hardware below the cell's slot, just 
to the right of the cell slot's power LED. 

On HP rp7405/rp7410 and rp8400 servers, each cell's attention 
indicator is located on the cell hardware, to the outside o f the 
cell's. power LEDs. 

• 1/0 Chassis LEDs 

On HP Superdome servers only, each 1/0 chassis has a attention 
indicator, which is located on the cabinet above the 1/0 chassis. 

• PCI Card Slot LEDs 

On all HP nPartition systems, each PCI card slot has an attention 
indicator that you can use to select the card slot. You can view a PCI 
card slot's attention indicator when accessing the card cage. 
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On HP rp7405/rp7410 and rp8400 servers only, you also can view 
each PCI slot's attention indicator beneath the corresponding slot, on 
the cabinet's externai chassis at the rear ofthe server cabinet. 

• Cabinet Number LCDs 

On HP Superdome servers only, each cabinet has a cabinet number 
LCD that serves as the cabinet's attention indicator. 

The cabinet "attention" light on HP Superdome, HP rp8400, and HP 
rp7405/rp7410 servers is not user-controllable. 

The cabinet "attention" light automatically turns on when one or more 
alert level6 (or higher) chassis codes has been recorded in the error logs 
and has not yet been read. This light automatically turns offwhen a user 
enters the service processar (GSP or MP) chassis logs viewer. 

Turning Attention LEDs On and Off [HP-UX] 

Use the fruled -o ... , fruled -f ... , or rad -f ... command to 
manage attention indicators by turning them on, off, or blinking them 
fromHP-UX. 

Step 1. Login to HP-UX running on one ofthe system's nPartitions. 

You can manage cabinet, cell, and I/0 chassis attention indicators from 
HP-UX on any nPartition. To manage PCI slot attention indicators, you 
must access HP-UX in the local nPartition to which the PCI slot's chassis 
is assigned. 

Step 2. Use the fruled command or the rad command to manage (turn on, off, 
or blink) the attention indicator for a system hardware component. 

From HP-UX you can manage LEDs for the following hardware 
components: 

• Cells-Use fruled to blink or turn off a cell's attention indicator. 

Turn Off: The fruled -f -c# command turns offthe attention 
indicator for the specified cell (-c#). To turn off ali cell attention 
indicators use the fruled -f -C command. 
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Blink: The fruled -o -c# command blinks the attention 
indicator for the specifi.ed cell (-c#). 

• 1/0 Chassis-Use fru.led to blink or turn offHP Superdome 110 
chassis attention indicators. 

Specify the 110 chassis using cabinet/ bay/ chassis notation 
(#/ #/ #). 

Turn Off: The fru.led -f -i#/#/# command turns off the 
attention indicator for the specified 110 chassis (-i#/ #/ #). To 
turn off all 110 chassis attention indicators use the 
fruled -f -I command. 

Blink: The fruled -o -i#/#/# command blinks the attention 
indicator for the specified 110 chassis (-i#/ #/ #). 

• Cabinet Numbers---Use fru.led to blink or not-blink (keep lit) the 
cabinet number LCD for an HP Superdome cabinet. 

Not-Blink: The fruled -f -b#command stops blinking (keeps it 
lit) the cabinet number LCD for the specified cabinet ( -b#). 

Blink: The fruled -o -b# command blinks the cabinet number 
LED for the specified cabinet ( -b#). 

• PCI Card Slots-Use rad to turn on, off, or blink the attention 
indicator for a PCI card slot. 

Specify the PCI slot using cabinet-bay-chassis-slot (#-#-#-#) 
notation. 

Turn Off: The rad -f off slot command turns offthe attention 

l 

o 

indicator for the specified PCI card slot (slot) . o 
Blink: The rad -f attention slot command blinks the 
attention indicator for the specified PCI card slot (slot). 

Turn On: The rad -f on slot command turns on the attention 
indicator for the specified PCI card slot (slot). 

For details see the fruled (1) manpage or the rad (1M) manpage. 

The following example turns off and blinks various attention indicators 
on an HP Superdome system, including cell, 110 chassis, PCI slot, and 
cabinet LEDs. 
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fru1ed -f -c 
fru1ed -f -I 

fru1ed - o - cO -c2 - c4 
fru1ed -o -i0/0/1 -i0/0/3 
fru1ed -o -bO 

fruled -f -c 
fru1ed -f -I 
fru1ed -f -bO 

rad -f attention 0-0-1-2 
rad -f off 0-0-1-2 

Listing and Managing Server Hardware 
Turning Attention lndicators (LEDs) On and Off 

Turn off ali celi and I/O chassis attention 

Blink attention indicators for celis O, 2, 
and 4 and I/0 chassis 0/0/1 and 0/0/3. 
Blink the cabinet number LCD for 

Turn off ali celi and I/O chassis attention 
indicators and stop blinking the cabinet 
numberLED. 

Blink the attention indicator for PCI slot 
2 in cabinet O, bay O, chassis 1. Then turn 
off the same PCI slot's attention 

Turning Attention LEDs On and Off [Partition Manager] 

Use the Cell-> Light Cell LED action, the 1/0 -> Light 1/0 Chassis LED 
action, or the 1/0 -> Light Chassis and Slot LEDs action to manage a 
hardware component's attention indicator by blinking it and turning it 
off from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. In Partition Manager's primary window, select the nPartition to which 
the hardware component (cell, I/0 chassis, or PCI slot) is assigned, or 
select Available Resources if the component is not assigned. 

Step 3. Select the hardware component whose attention indicator you want to 
blink, then select the appropriate menu item to blink the LED. 

You can manage LEDs for the following hardware components: 

• Cells-Select the cell in Partition Manager's primary window, then 
select the Cell -> Light Cell LED menu item. 

- ·~\-): ·· 
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Listing and Managing Server Hardware 
Turning Attention lndicators (LEDs) On and Off 

This menu item blinks the selected cell's attention indicator. On HP 
Superdome servers this also blinks the cabinet number LCD for the 
cabinet in which the cell resides. 

• 1/0 Chassis-Select the 1/0 chassis in Partition Manager's primary 
window, then select the 1/0 -> Light 1/0 Chassis LED menu item. 

On HP Superdome servers this menu item blinks the attention 
indicator for the selected 1/0 chassis, and also blinks the cabinet 
number LCD for the cabinet in which the 1/0 chassis resides. 

• PCI Card Slots-Double-click the PCI slot's 110 chassis in Partition 
Manager's primary window, then select the PCI slot listed in the 1/0 
chassis window, and then select the 1/0 -> Light Chassis and Slot LEDs 
menu item. 

This menu item blinks the selected PCI card slot's attention 
indicator. 

On HP Superdome servers, this also blinks the 1/0 chassis attention 
indicator and blinks the cabinet number LCD. 

Step 4. Click the OK button in the window to turn off the attention indicator for 
the hardware component you selected. 

On HP Superdome servers, this also turns off any 1/0 chassis attention 
indicator and stops blinking any cabinet number LCD changed by this 
procedure. 
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Listing Cell Processor an<;l Memory Configurations 

Listing Cell Processor and Memory 
Configurations 

You can determine the processar and memory configurations for cells in a 
server complex by using software tools and utilities. 

Table 7-2 on page 330 lists the processar version info (HVERSIONs) that 
is reported by the procedures given in this section. 

You can list processar and memory details using the following 
procedures: 

• Listing Cell Processors and Memory [Service Processar] on page 331 

• Listing Cell Processors and Memory [BCH] on page 333 

• Listing Cell Processors and Memory [HP-UX] on page 334 

• Listing Cell Processors and Memory [Partition Manager] on page 335 
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Listing and Managing Server Hardware 

Listing Cell Processar and Memory Configurations 

Table 7-2 Processor (CPU) Versions for Cells 

HVERSION for 
Cell's Operating HP rp7405/rp7410 HVERSION for HP 
CPU Frequency and rp8400 Superdome Servers 

Servers 

PA8600- 552 MHz - Ox5c70 

PA8700- 650 MHz Ox5e60 Ox5d70 

PA8700- 750 MHz Ox5e40 Ox5e70 

PA8700- 875 MHz OxSebO OxSeaO 

PA-RISC Processor HVERSIONs 

Table 7-2 lists the processar HVERSION numbers that are reported for 
nPartitions and cells. These are hexadecimal numbers. HP Superdome 
processar HVERSIONs differ from rp7405/rp7410 and rp8400 
HVERSION s. See the procedures that follow for info on listing 
HVERSIONs. 

The HVERSION indicates the current operating frequency for processors 
in cells, but does not necessarily indicate the processar hardware 
revisions. 

For a cell that is assigned to an nPartition, the processar HVERSION is 
based on the operating frequency o f the monarch cell in the nPartition to 
which the cell is assigned. 

Likewise, for a cell not assigned to an nPartition, the reported 
HVERSION 'refers to the operating frequency ofthe cell. 

Ali processors in a cell operate at the same frequency, and ali cells in an 
nPartition must opera te at the same frequency. Different nPartitions in a 
server can operate at different frequencies. 
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Listing and Managing Server Hardware 
Listing Cell Processor and Memory Configurations 

Listing Cell Processors and Memory [Service Processor] 

Use the Command menu PS command to list cell processor and memory 
configurations using the service processor Command menu. 

Step 1. Login to the system's service processor and enter CM to access the 
Command menu. 

You can check processor and memory details for any cell in the complex 
from the service processor. 

Step 2. Issue the PS command and specify the cell whose processor and memory 
details you want to view. 

The PS command reports details for the cell including its processor 
configuration (CPU population) and its memory configuration (DIMM 
population). 

For the cell memory configuration details, the PS command displays each 
populated DIMM and identifies it using its rank notation (OA-OD, 
lA-lD, and so on). 

The following example shows details for cell O in cabinet O, which has 
four processors (0-3) and four DIMMs installed (OA-OD). 
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Listing Cell Processar and Memory Configurations 

B - Cabinet (UGUY) 
C - Cell 
G - GSP 
I - Core IO 

Select Device : c 

Enter cabinet number: O 
Enter s lot number: O 

W status for Cell O in cabinet 0: NO FAILURE DETECTED 

ower status: on, no fault 
oot is not blocked; PDH rnernory is shared 
ell Attention LED is off 
IO cable status : connected 
IO cable connection physical location: cabinet O, IO bay 1, IO chassis 3 
ore cell is cabinet O, cell o 

status LEDs: 
C PUs 

o 1 2 3 
Populated * * * * 
Over ternperature 

IMMs populated: 
----- A -----+ +----- B -----+ +----- C -----+ +----- D -----+ 

1 2 3 4 5 6 7 o 1 2 3 4 5 6 7 o 1 2 3 4 5 6 7 o 1 2 3 4 5 6 7 
* * * 

firrnware rev 10 . 0 
controller firrnware rev 7.6 , time starnp : TUE MAY 08 20:42:26 2001 

. 
' J 
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Listing and Managing Server Hardware 
Listing Cell Processar and Memory Configurations 

Listing Cell Processors and Memory [BCH] 

Use the Information menu PR and ME commands to list cell processar and 
memory configurations from an nPartition's BCH interface. 

Using the BCH interface, you can check these details only for the active 
cells in the local nPartition. 

Step 1. Access the BCH interface for the nPartition to which the cell is assigned, 
and access the BCH Information menu. 

From the BCH Main menu, enter IN to access the BCH Information 
menu. (If you are not at the BCH Main menu, enter MA to go to the Main 
menu.) 

Step 2. From the BCH Information menu, list the processar or memory status 
for ali celis by issuing the PR and ME commands. 

• Processor status---Use the PR command to report details about all 
processors on all active cells in the nPartition. 

• Memory status-Use the ME command to report details about ali 
active cells' memory configurations. 

The ME command summarizes memory (DIMM) details for each 
ranks ofmemory. Each rank is a set of 4 DIMMs. 

These BCH commands do not report details for inactive cells. 

Information Menu: Ente r command > PR 

PROCESSOR INFORMATION 

o Cab/ Processar 
Cell Slot CPU Speed HVERSION SVERSION CVERSION State 

-------- -------- -- ------ -------- -------------
4 0/4 o 552 MHz Ox5c70 Ox0491 Ox0301 Active 

1 552 MHz Ox5c70 Ox0491 Ox0301 Idle 
2 552 MHz Ox5c70 Ox0491 Ox0301 Idle 
3 552 MHz Ox5c70 Ox0491 Ox0301 Idle 

6 0/6 o 552 MHz Ox5c70 Ox0491 Ox0301 Idle 
1 552 MHz Ox5c70 Ox0491 Ox0301 Idle 
2 552 MHz Ox5c70 Ox0491 Ox0301 Idle 
3 552 MHz Ox5c70 Ox0491 Ox0301 Idle 

Information Menu: Enter command > ME 

Partition Memory Informatibn 
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Listing Cell Processar and Memory Configurations 

/ 
i 

DIMM Rank 0/ 1 DIMM Rank 2/3 DIMM Rank 4 / 5 DIMM Rank 6/ 7 
Size Status Size Status Size Status Size Status 

4 2 048MB Active 

6 2048MB Active 

Partition Total Memory: 4096 
Partition Active Memory: 4096 

Partition Deconfigured Memory: O 

* status is scheduled to change on next boot. 

Information Menu: Enter command > 

Listing Cell Processors and Memory [HP-UX] 

Use the parstatus command with various options to list cell processar 
and memory configurations from HP-UX. 

You can check these details for any cell in the complex. 

Step 1. Login to HP-UX running on any of the system's nPartitions. 

You can list processar and memory details from any nPartition. 

Step 2. Issue the parstatus command to view cell hardware details including 
processar and memory configurations. 

Use any ofthe following parstatus commands to view cell hardware 
information: 

• parstat~s -v -c# 

List detailed processar and memory configuration information for the 
specified cell. 

• parstatus -C 

List brief processo r and memory information for ali cells in the entire 
complex. 

• parstatus -v. -p# 

334 

List briefprocessor and memory information for ali cells assigned to 
the specified nPartition. 

HP System Partitions Guide: Administration for nPartitions, rev 6. O 

o 

o 



c 

o 

parnuus - - c u 
(Ce ll] 
~~rdware Locat i on 
ploba l Cell Number 
ctual Usage 

~ormal Us age 
o nnected To 
ore Cell Capable 
irmwa re Revi s i o n 
ailure Usage 

~se On Next Boot 
rartit i on Number 
IPar tition Name 

(CPU Details ] 
IIYPe ' 5C70 
~p .. e d ' 552 Mllz 
FPu Status 
1--- ------

0 ok 
1 ok 
2 ok 
3 ok 
PUs 

JK , 4 
Deconf ' O 
~ax ' 4 

(Memory Details] 
prMM Siz e (MB) St atus 

Listing and Managing Server Hardware 

Listing Cell Processor and Memory Configurations 

The following example shows the parstatus -V -co command's output. 
This presents detailed processar and memory info for cell O in cabinet O. 

: cabO,cellO 
' o 
: act i ve cor e 
: base 
: cabO , bayl,chass i s3 
: yes 
' 10 . o 
: a c t i vate 
: yes 

' o 
: fes hdS a 

--- -------== ----=·=·· pA 51 2 ok 
ps 51 2 ok 
pc 51 2 ok 
po 512 ok 
~emory 

1-------------------------piMM OK , 4 
PIMM Dec o n f ' O 
~a.x DIMMs : 32 
kemory OK : 2 . 00 GB 
Memory Deconf : O. 00 GB 

Listing Cell Processors and Memory [Partition Manager] 

Use the Cell - > Show Cell Details action, CPUs/Memory tab to list cell 
processar and memory details from Partition Manager. 

Step 1 ~ Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM ora Web browser. 

Step 2. On the left of the primary window, select the nPartition to which the cell 
is assigned, or select Available Resources if the cell is unassigned. 

Step 3. On the right of the primary window, select the cell whose processar and 
memory details you want to list, then select the Cell -> Show Cell Details 
menu item. 
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Listing Cell Processor and Memory Configura~~ . 

Step 4. Click the CPUs/Memory tab to list ~C:~- cell's processor and 
memory configurations. ·· ~ ~tecr-
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Listing and Managing Server Hardware 
Deconfiguring Cells, Processors, and Memory 

Deconfiguring Cells, Processors, and Memory 

You can deconfigure (make inactive) a cell that is assigned to an 
nPartition by setting its use-on-next-boot value to "n" (do not use). This 
causes the cell to remain assigned to the nPartition, but the cell will be 
inactive the next time its nPartition boots, meaning the cell's resources 
will not be used. 

You also can deconfigure processors and memory from any cell that 
is assigned to an nPartition. This causes the deconfigured processors or 
memory to not be available for use by the cell or its nPartition. 

Whenever you configure or deconfigure cells, processors, or memory, you 
must reboot the corresponding nPartition for the configuration change to 
take effect. 

You can use the following procedures: 

• Deconfiguring Cells, Processors, and Memory [BCH] on page 337 

• Deconfiguring Cells, Processors, and Memory [HP-UX] on page 339 

• Deconfiguring Cells, Processors, and Memory [Partition Manager] on 
page 340 

Deconfiguring Cells, Processors, and Memory [BCH] 

Use the Configuration menu CELLCONFIG or CPUCONFIG command, or 
Service menu DIMMDEALLOC command, to configure and deconfigure cells, 
processors, and memory from the BCH interface. 

Step 1. Access the BCH interface for the nPartition whose cells, processors, or 
memory you want to configure or deconfigure. 

Step 2~ To change cell or processar configurations, access the Configuration 
menu. To change memory configurations, access the Service menu. 

To access the Configuration menu, enter co at the BCH interface's main 
menu. To access the Service menu enter SER. 

Step 3. Configure or deconfigure the cell, processors, or memory. 
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Deconfiguring Cells, Processors, and Memor(_ ., ·:. · o ""-
You cannot deconfigure the last cell, processar, or DIMM rank. Cells 
must have at least one configured processar or DIMM rank, and 
nPartitions must have at least one configured cell. 

• Cells 

From the Configuration menu, use the CELLCONFIG command to 
configure or deconfigure a cell in the nPartition. 

CELLCONFIG # OFF deconfigures the cell (#) by setting its 
use-on-next-boot value to "n" (do not use). 

CELLCONFIG # ON configures the specified cell ( #) by setting its 
use-on-next-boot value to "y" (use the cell). 

Enter HELP CELLCONFIG for details. 

• Processors 

From the Configuration menu, use the CPUCONFIG command to 
configure or deconfigure a processar on a cell in the nPartition. 

CPUCONFIG cell cpu OFF deconfigures the specified processo r ( cpu) 
on the specified cell (cell). 

CPUCONFIG cell cpu ON configures the specified processar on the 
cell 

Enter HELP CPUCONFIG for details. 

• Memory 

DIMMs operate in ranks offour. Each rank is numbered (0, 1, 2, and 

o 

so on) and the DIMMs in the rank are lettered (A to D). For example, o 
rank O includes DIMMs OA, OB, OC, and OD. 

338 

From the Service menu, use the DIMMDEALLOC command to configure 
or deconfigure memory on a cell in the nPartition. 

When you deallocate a DIMM, all other DIMM s in the rank also will 
not be used the next time the nPartition boots. 

DIMMDEALLOC cell di.mm OFF deconfigures the specified DIMM 
(dimm) on the cell (cell) indicated. 

DIMMDEALLOC cell dimm ON configures the specified DIMM on the 
cell . 
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Deconfiguring Cells, Processors, and Memory 

For example, DIMMDEALLOC O lB OFF sets DIMM lB on cell 0 to be 
deallocated the next time the nPartition boots, andas a result ali 
other DIMMs in the same rank (IA, IC, and ID) also will not be 
used. 

Enter HELP DIMMDEALLOC for details. 

Step 4. Reboot the nPartition using the REBOOT command. 

Whenever changing cell, processar, or memory configurations you must 
reboot the corresponding nPartition to allow the configuration changes to 
take place. 

Deconfiguring Cells, Processors, and Memory [HP-UX] 

Use the parmodify -p# -m#: : [y In] : command to configure or 
deconfigure (makes inactive) cells from the HP-UX command line. 

Step 1. Login to HP-UX on the nPartition whose cell you want to configure or 
deconfigure. 

Step 2. Issue the parstatus -C command to list all cells, their nPartition 
assignments, their actual (current) usage, and their use-on-next-boot 
values. 

Step 3. Issue the parmodify -p# -m#: : [y In] : command to configure or 
deconfigure the specified cell ( -m#) from the nPartition ( -p#). 

The parmodify -p# -m#: :n: command deconfigures the specified cell 
( -m#). This sets the cell's use-on-next-boot value to "n" (do not use). 

The parmodify -p# -m#: :y: command configures the specified cell to 
be used. This sets the cell's use-on-next-boot value to "y" (use the cell). 

The partition number ( -p#) you specify must be the local nPartition 
number, which you can list using the parstatus -w command. 

Step 4. Reboot the nPartition using the shutdown -R command. 

You must reboot the partition to allow the new use-on-next-boot values to 
take effect. 

The shutdown -R command performs a reboot for reconfig for the 
nPartition, which allows all cells to reboot, including any currently 
inactive cells in the nPartition. ~ 
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Deconfiguring Cells, Processors, and Memory [Partition Manager] 

Use the Partition -> Modify Partition menu, Change Cell Attributes tab to 
configure and deconfigure (makes inactive) cells using Partition 
Manager. 

Step 1. Run Partition Manager (/opt/pa:rmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select the nPartition whose cell configuration you want to modify, then 
select the Partition -> Modify Partition menu item. 

Step 3 . Click the Change Cell Attributes tab. 

Step 4. Select the cell whose configuration you want to modify, then click the 
Modify Cell(s) button. 

Step 5. In the Modify Cell Attributes window, set the cell's use-on-next-boot 
value, then click the OK button. 

To configure the cell to be used set use-on-next-boot to "yes". 

To configure the cell to not be used set use-on-next-boot to "no". 

Step 6. Exit Partition Manager, then reboot the corresponding nPartition using 
the shutdown -R command. 

You must reboot the nPartition whose use-on-next-boot cell values you 
changed to allow the new use-on-next-boot values to take effect. 
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Listing tiie -Server Product Number and 
Serial Number 

You can list the product number and the serial number for your server 
complex by using software commands and utilities. 

You can use the following procedures: 

• Listing Product and Serial Numbers [Service Processar] on page 341 

• Listing Product and Serial Numbers [BCH] on page 342 

• Listing Product and Serial Numbers [HP-UX] on page 343 

• Listing Product and Serial Numbers [Partition Manager] on 
page 343 

Listing Product and Serial Numbers [Service Processar] 

Use the Command menu ID command to list the system complex's 
product number and serial number from the service processar. 

Step 1. Login to the system's service processar and enter CM to access the 
Command menu. 

Step 2. Issue the service processar Command menu's ID command to display the 
system complex information, including the product and serial numbers. 

Step 3. Type n (or type q) to not modify the system complex information that was 
displayed. 

GSP:CM> ID 

, This command allows you to change certain fields in the Stable complex 
configuration portion of the complex profile. 

Retrieving the stable complex configuration portion of the complex profile. 

GSP modifiable stable complex configuration data fields. 
Model String 9000/800/SD64000 
Complex System Name feshdS 
Complex Serial Number USR2024FP1 
Original Product Number: A5201A 
Current Product Number A5201A 
Enterprise Id 
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Do you want to modify any of this information? (Y/[N]) n 

-> No fields modified. 
GSP:CM> 

Listing Product and Serial Numbers [BCH] 

Use the Information menu CID command to list the system complex's 
product number and serial number from the BCH interface. 

Step 1. Access the BCH interface for any nPartition in the complex. 

You can list the complex's product number and serial number from any 
nPartition in the server. 

Step 2. Access the BCH Information menu by entering I N from the BCH Main 
menu. 

If you are at a BCH menu other than the Main menu, enter MA to go to 
the Main menu and then enter IN to access the Information menu. 

Step 3. From the BCH Information menu, use the CID command to list the 
complex's ID information, including the product number and serial 
number. 

The CID BCH command (also: ComplexiD) displays information that is 
stored as part of the server's Stable Complex Configuration Data. 

Information Menu: Enter command > CID 

COMPLEX ID INFORMATION 

Complex Name: feshd4 
Model String: 9000/800/SD16000 

Original Product Number: A5201A 
Current ?roduct Number: A5201A 

Serial Number: USR2025FP2 
Enterprise ID: Ox2020202020202020 

Number of Supported Cells: 32 
Complex Revision Number: 1 . 0 

Information Menu: Enter command > 
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Listing the Server Product Number and Serial Number 

Listing Product and Serial Numbers [HP-UX] 

Use the parstatus -X command to lista system complex's product 
number and its serial number from HP-UX. 

Step 1. Login to HP-UX running on any ofthe system's nPartitions. 

You can list the product and serial numbers from any nPartition. 

Step 2. Issue the parstatus -X command and option to display system complex 
attributes, including the product and serial numbers. 

# parstatus -X 
[Complex] 

# 

Complex Name : feshdS 
Complex Capacity 

Compute Cabinet (8 cell capable) : 2 
!O Expansion Cabinet : 1 

Active GSP Location : cabinet O 
Model : 9000/800/SD64000 
Serial Number : USR2024FP1 
Current Product Number : A5201A 
Original Product Number : A5201A 
Complex Profile Revision : 1 . 0 
The total number of Partitions Present : 2 

Listing Product and Serial Numbers [Partition Manager] 

Use the Complex -> Show Complex Details menu to list the system 
complex's product and serial numbers using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select the Complex -> Show Complex Details menu item. 

The Complex Details window displays the complex's product and serial 
numbers through the General tab. 
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Checking Blower and Fan Status 

Checking Blower and Fan Status 

You can remotely check the operating status of a server complex's 
blowers and fans by using software commands and utilities. 

Different HP server and cabinet models have different blower and fan 
configurations. 

You can use the following procedures: 

• Checking Fan Status [Service Processo r 1 on page 345 

• Checking Fan Status [HP-UX] on page 346 

• Checking Fan Status [Partition Manager] on page 347 

Checking Fan Status [Service Processar] 

Use the PS command's "Cabinet" option to check fan and blower status 
from the service processar Command menu. 

Step 1. Login to the complex's service processar and enter CM to access the 
Command menu. 

Step 2. Issue the PS command, select the "Cabinet" option, and specify the 
cabinet number whose fan status you want to check. 
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Fan 3 o}( 

I/0 Fana 

Fan O ok 
Pan 1 failecl. 
Fan 2 ok 
Fan 3 ok 
Fan 4 ok 

Bulk Power Supplies(BPS) 
~~=====================; 

Power Supply O ok 

o ... 

o 

Checklng Fan Status [Partition Manager) 

Use t.he Compl&x-> Show Complex Detalls menu, Power/Coollng tab to list 
fan status from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr /bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select t.he Complex-> Show Complex Oetalls menu item. 

Th.is displays the Complex Details window. 

Step 3. Click the Power/Coollng tal> to view the pane! that has information about 
the status o f the blowers and fans in the complex. 
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Usllng and Managlng Server Hardware 
Comptex Heallh Analysis of a Serve r 

. ·• .... 

' ~ 

l: s~~s 
' \ ' . 

Complex Health Analysis of a Server 

You can quickly che<:k for hardware problems in an nPartition server by 
using Partition Maaager's "Analyze Complex Health~ feature. 

This feature sca.ns the server complex and uses problem detectors to 
check the operatíng status of cells, YO chassis, fans and blowers, and 
power supplies. 

Partition Manager automatically performs this task when you launeh 

.•. 

the application; if any problems are detected then the complex health O 
analysis is displayed before Partition Manager's primary window. 

Analyzing Server Complex: Health (Partition Manager} 

Use the Complex -> Analy.ze Complex Health action to quickly check a 
server complex's operating status frorn Partition Manager. 

Step 1. Run Partition Manager (/opt /parmgr/bin/parmgr) or o.ccess it from 
SAM ora Web browser. 

Step 2. Select the Complex -> Analyze Complex Health action. 

Partition Manager displays a window that reports the hardware analysis 
results. To re-analyze the server's health click the Refresh button. 
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Ustlng and Managl ng Server Hardware 
Complex Health Analysis or a Server 
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llstlng and Managlng Sefver Hardware 
Usting the Cabinats in a Server Complex 
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Listing the Cabinets in a Server Complex 
You can list ali cabínets in a aerver complex by using sof\ware commands 
and utilities, wlúch. allow you to detennine the complex's cabinet 
configuration from a remote location. 

You can use the following procedures: 

• Listing Cabinets [Service Processor] o a page 350 

• Listing Cabinets [HP·UXJ on page 351 

• Listing Cabinets [Partition Manager} on page 351 

Ustlng Cablnets [Servlce Processor] 

Use the Command menu D11 command to list ali cabinets in the server 
oomplex using the service processo r. 

Step 1. Login to the server's service processor and enter CM to access the 
Command menu. 

Step 2. Issue the DU command to list ali cabinets in the server complex.. 

GSP:CM> D!:J 

The following GSP bus àeviees ~ere founà: 

I 
I 
I I 
ICab.l 
I " I GSP 

lJGtJY 

CLU I PM 

I 
I 
I Cells 
I 
l o 1 2 J 4 s 6 1 

I core IOs I 
I IO Bay I IO Say I IO Bay I IO Bay I 
I o I 1 I 2 I 3 I 
) IO Chas.IIO chas. l ro Chas.IIO Chas.j 
Jo 1 2 3 lo 1 2 3 lo 1 2 3 1o 1 2 3 1 

+ --- -+~~--~+~~~ --+----· + ··---··-········ +·--·----+--------+--- -- -- - + - -~-- ---+ 
I o I • • • 1• + • • • I • I I I 
I 1 I • • I• • • I • I I I 

·1 e1 • • 1 •1• I I I 

GSP: Cl>l> 
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Wsting Cabinets (HP-UX) 

.~ 

ll&tlng and Managlng Serve r Hardware 
lisling the Cabinets in a Server Cclmplex 

Usetheparstatus -Borparstatus -V ·b#command tolistcsbinet 
details from HP-UX. 

Step 1. Login to HP·UX running on any of the server's nPartitions. 

You ca.n list cabinet information from any nPartition. 

Step 2. Issue the parsta.tus -B command and optíon to list all cabínets and 
their current status. 

For more information, issue the parstatus -v -b# command for details 
on the specified cabinet number ( -b#). 

# paratatua ·B 
(Cabinetl 

Cabinet I/0 Bulk Power Backplane 
Blowers Fans Supplies l?ower Boaràs 
OK/ OK/ OK/ OK/ 

Cab Failed/ Faileà/ Paileà/ Failed/ 
Num Cabinet Type N Status N Status N Status N Status GSP 
••• aawv:;;:;;;::;;:;;==== ========= ==:::;::;;::;;:;:;;:;;:: =====.:::::::::::: ···········= =•••s• 
o SD64000 4/ 0/ li .. 5/ 0/ ? S/ OI N+ 3/ O/ N" active 
l SD64000 4/ 0/ N+ 5/ 0/ ? 5/ 0/ N+ 3/ O/ N" none 

Notes: N+ ~ There are one or more apare 1tems (fans/power suppliesl. 

o 

N g The number of items meets but does not exceed the need. 
ti- ; There are insufficiene ieema to meet the need. 
? = The adequacy of the cooling system/power supplies is unknown. 

Lí&tlng Cablnets (Partltlon Manager] 

Use the Comptex-> Show Complex Details menu, Cablnet lnfo pane} to lis~ 
the cabinets in a server comple..x from Partítion Ma.nager. 

Step 1. Run Partition Maneger (/opt /parmgr/ bin/ parmgr) or aCce$S it from 
SAM or a Web browser. 

Step 2. Select the Complel< -> Show Complex Detaita menu item, then click the 
Cablnet tnfo pane!. 
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Listing and Managing Server Hardware 
Listing the nPartitions in a Server 

Listing the nPartitions in a Server 

You can list details about the nPartitions defined in a server complex, 
including the partition numbers, nPartition names, and the cells 
assigned to the nPartitions. 

You can use the following procedures: 

• Listing nPartitions [Service Processar] on page 352 

• Listing nPartitions [HP-UX] on page 353 

• Listing nPartitions [Partition Manager] on page 353 

Listing nPartitions [Service Processor] 

Use the Command menu CP command to list all nPartitions from the 
service processar. 

Step 1. Login to the server's service processar and enter CM to access the 
Command menu. 

Step 2. Issue the service processar Command menu's CP command to list all 
nPartitions defined in the server complex. 

The CP command lists the partition number (PartO, Part 1, and so on) for 
each nPartition and lists which cells are assigned to each nPartition. 

GSP:CM> CP 

Cabinet I o, 
- -------+- - --+ 
Slot I 01231 

--------+ - ---+ 
Part O I* ... I 
Part 1 I . * .. I 

GSP : CM > 
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Listing nPartitions [HP-UX] 

Listing and Managing Seryer Hardware 

Listing the nPartitions in a Server 

Use the parstatus - P command to lista server's nPartitions from 
HP-UX. 

Step 1. Login to HP-UX running on any ofthe server's nPartitions. 

You can list all nPartitions from any nPartition in the server. 

Step 2. Issue the parstatus -P command and option to list all nPartitions and 
their current status. 

# parstatus -P 
[Partition] 
Par 
Num Status 

O active 
1 active 

# 

# o f # o f I/0 
Cells Chassis 

======== 
2 2 
2 2 

Core cell 
========== 
cabO,cellO 
cabO,cell4 

Partition Name (first 30 chars) 

julesOO 
julesOl 

Listing nPartitions [Partition Manager] 

View the left side of the primary window to see a display of all 
nPartitions in the server from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Access Partition Manager's primary window, and view the list of 
nPartitions shown on the window's left side. 

Each nPartition is listed separately. Also listed here are the server's 
Available Resources, which are not assigned to any nPartition. 
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NOTE 

Listing and Managing Server Hardware 

Naming or Renaming a Server Complex 

Naming or Renaming a Server Complex 

You can assign a name for each server complex in order to better identify 
the complexas you work with it. 

Several commands and utilities display the server complex name as part 
of their output and interfaces. For example, some nPartition commands 
and Partition Manager list the complex name. 

The server complex name only serves as a helpful identifier; changing 
the name does not affect the way in which commands and utilities 
interact with the complex. 

You can use the following procedures: 

• Renaming a Serve r Complex [Seruice Processo r] on page 354 

• Renaming a Seruer Complex [Partition Manager} on page 355 

The server complex name is stored as part of the server's complex pro file 
(part of its "stable complex configuration" data). 

Each server complex name has up to 20 characters, which can include 
upper- and lowercase letters; numbers; and dashes, underscores, periods, 
and spaces ("-" "_" "." and ""). 

Renaming a Server Complex [Service Processor] 

Use the Command menu ID command to list and modify the server 
complex name from the service processar. 

Step 1. Login to the server's service processar and enter CM to access the 
Command menu. 

Step 2. Issue the service processar Command menu's ID command to list the 
complex's name. 

The ID command lists some of the current server complex's "stable 
complex configuration" data, including the complex name. 

~ -3-~---------------H-P--S-ys_re_m __ R_ar_b_uo_n_s_G_u-~-e-:A_d_m_l_n_~_lfa_t_w_n_ro_r_n_Pa_r_tit_w_n_s.-~-ev-6--.0 
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Listing and Managing Serv.~r Hardware 

Naming or Renaming a Server Complex 

GSP:CM > ID 

This command allows you to change certain fields in the Stable complex 
configuration portion of the complex profile. 

Retrieving the stable complex configuration portion of the complex profile. 

GSP modifiable stable complex configuration data fields. 
Model String 9000/800/SD64000 
Complex System Name feshd5 
Complex Serial Number USR2024FP1 
Original Product Number: A5201A 
Current Product Number A5201A 
Enterprise Id 

Do you want to modify any of this information? (Y/[N]) 

Step 3. Specify whether you want to modify the complex profile, including its 
name. 

You should only modify the "complex system name". Do not change the 
model string, serial number, or other details used by commands, utilities, 
and licensing tools. 

To cancel the changes at any time, enter q to quit the ID command 
without modifyingthe complex profile data. 

Renaming a Server Complex [Partition Manager] 

Use the Complex -> Set Complex Name action to rename a server complex 
using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web interface. 

Step 2. Select the Complex -> Set Complex Name menu item. 

Step 3. Enter the complex's new name in the pop-up window. 

The pop-up window shows the current complex name. Ifno name was 
previously assigned, the default name is "MyComplex". 

Step 4. Click OK to set the new name or click Cancel to keep the previously 
assigned name. 
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Listing and Managing Server Hardware 

Checking for Power Supply Failures 

Checking for Power Supply Fa ilures 

From remate locations, you can check the operating status of power 
supplies by using software commands and utilit ies. 

Different HP server and cabinet models have different supply 
requirements and configurations. 

You can use the following procedures: 

• Checking Power Supply Status [Service Processar] on page 356 

• Checking Power Supply Status [HP-UX] on page 356 

• Checking Power Supply Status [Partition Manager] on page 358 

Checking Power Supply Status [Service Processor] 

Use the Command menu PS command's "Cabinet" option to check power 
status from the service processar. 

Step 1. Login to the complex's service processar and enter CM to access the 
Command menu. -· 

Step 2. Issue the PS command, select the "Cabinet" option, and specifY the 
cabinet number whose power status you want to check. 

Checking Power Supply Status [HP-UX] 

Use the parstatus -B or parstatus -v -b#command to list the status 
ofpower supplies from HP-UX. 

Step 1. Login to HP-UX running on any ofthe system's nPartitions. 

You can check power details from HP-UX running on any nPartition. 

Step 2. Issue the parstatus -B command for a brief summary of all cabinets 
including power status, or issue the parstatus -V -b# command for 
detailed power status for a specific cabinet ( -b#) whose details you want 
to view. 
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Listing and Managing Serv.~r Hardware 

Checking for Power Supply Failures 

• The parstatus -B command summarizes the power status for all 
cabinets in the system complex. 

• The parstatus -v -b# command displays a detailed status ("ok" or 
"failed") for all power supplies in the specified cabinet ( -b#). 

The following example shows power supply details for cabinet number O, 
which has one failed bulk power supply (Power Supply 3). 

# parstatus -V - b O 
[Cabinet] 

Cab 

Cabinet 
Blowers 
OK/ 
Failed/ 

I/0 
Fans 
OK/ 
Failed/ 

Bulk Power 
Supplies 
OK/ 
Failed/ 

Num Cabinet Type N Status N Status N Status 

Backplane 
Power Boards 
OK/ 
Failed/ 
N Status GSP 

o SD32000 4/ 0/ N+ 5/ 0/ ? 3/ 1/ N 3/ 0/ N+ active 

Cabinet Blowers 

Fan O ok 
Fan 1 ok 
Fan 2 ok 
Fan 3 ok 

I /O Fans 
============== 
Fan o ok 
Fan 1 ok 
Fan 2 ok 
Fan 3 ok 
Fan 4 ok 

Bulk Power Supplies(BPS) 
======================== 
Power Supply o ok 
Power Supply 1 ok 
Power Supply 3 failed 
Power Supp l y 4 ok 

Backplane Power Boards 

Power Supply O ok 
Power Supply 1 ok 
Power Supply 2 ok 

Notes : N+ 
N 

There are one or more spare items (fans / power supplies) . 
The number of items meets but doe s not exceed the need . 

HP System Partitions Guide: Administration for nPartitions, rev 6. O 

fvV 
/ 

357 

. RQS n° õJi2ôü5 ~ 
CPMI · CORR.E

1

1~ 
Fls: O 1 9 6.. 

3 697 
CJoc: 



N -

? 

# 

Listing and Managing Server Hardware 

Checking for Power Supply Fai/ures 

There a r e ins ufficient items t o mee t the 
The adequa c y of the cooling system/ powe r 

~ 
7~~--· · 
( tr" 

need . 
supp l ies is unknown . 

Checking Power Supply Status [Partition Manager] 

Use the Complex -> Show Complex Details action, Power/Cooling tab to list 
power status from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. Select the Complex -> Show Complex Details menu item. 

This displays the Complex Details window. 

Step 3. Click the Power/Cooling tab to bring up the panel that contains 
information about the status o f the power supplies in the complex. 
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Listing and Managing Server Hardware 

Checking for Memory DIMM Failures 

Checking for Memory DIMM Failures 

You can list cell memory configurations and check for memory DIMM 
failures using software tools and utilities. 

You can use the following procedures: 

• Checking Memory Status [HP-UX] on page 359 

• Checking Memory Status [Partition Manager} on page 361 

Checking Memory Status [HP-UX] 

Use the parstatus -v -c# command to lista cell's memory status, 
including any DIMM failures, from HP-UX. 

Step 1. Login to HP-UX running on any of the system's nPartitions. 

You can check memory details for any cell from any nPartition. 

Step 2. Issue the par status -V -c# command to list detailed information about 
the specified cell (-:c#). 

The detailed information parstatus reports includes a list of all DIMMs 
(memory modules) installed on the cell, and the status of each DIMM. 

Any memory listed as "failed" either has failed self-tests or has been 
software deconfigured by the Boot Console Handler (BCH) Service 
menu's DIMMDEALLOC command. 

For any DIMM that fails or is deallocated, all other DIMMs in the same 
rank also are deallocated. All four DIMMs within the same rank must 
pass self-test and must be allocated for the rank to be made available for 
use by the cell and its nPartition. 

In the following example, eight DIMMs (OA-OD and lA-lD) are installed 
and are available ("ok") for use by the cell's nPartition. 

# parstatus -V -cO 
[Cell] 
Hardware Location : cabO,cellO 
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Listing and Managing Server Hardware 

Checking for Memory DIMM Failures 

Global Cell Number 
Actual Usage 
Normal Usage 
Connected To 

[CPU Details] 
Type : 5E70 
Speed : 750 MHz 
CPU Status 

O ok 
1 ok 
2 ok 
3 ok 

C PUs 

OK 4 
Deconf O 
Max 4 

[Memory Details] 
DIMM Size (MB) Status 

: o 
active 
base 
cabO ,bayO,chassisl 

========= ========= 
OA 512 ok 
OB 512 ok 
o c 512 ok 
OD 512 ok 
lA 512 ok 
1B 512 ok 
1C 512 ok 
lD 512 ok 
Memory 

DIMM OK 8 
DIMM Deconf O 
Max DIMMs 
Memory OK 
Memory Deconf 

# 

32 
4.00 GB 
0.00 GB 

In the above example, if any DIMM had failed it s status would be "failed" 
and all other DIMMs in its rank (for instance, rank O or rank 1) also 
would be listed as failed. 
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Listing and Managing Serv.er Hardware 

Checking for Memory DIMM Failures 

Any one or more of the failed DIMMs might have been software 
deallocated or might have failed self tests. In either case, all DIMMs in 
the rank automatically are deallocated when any ofthe rank's DIMMs 
fails or is deallocated. 

Checking Memory Status [Partition Manager] 

Use the Cell-> Show Cell Details action, CPUs/Memory tab to lista cell's 
memory status, including any DIMM failures, from Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. On the left ofthe primary window, select the nPartition to which the cell 
is assigned, or select Available Resources if the cell is unassigned. 

Step 3. On the right of the primary window, select the cell whose memory details 
you want to list, then select the Cell -> Show Cell Details menu item. 

Step 4. Click the CPUs/Memory tab to display the status of memory modules 
(DIMMs) for the cell. 
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Listing and Managing Server Hardware 

Checking for Processar Failures 

Checking for Processor Failures 

You can list cell processar configuration, including any processar failures, 
using software tools and utilities. 

You can use the following procedures: 

• Checking Processar Status [HP-UX] on page 362 

• Checking Processar Status [Partition Manager] on page 363 

Checking Processor Status (HP-UX] 

Use the parstatus -v -c# command to lista cell's processor status, 
including any failures, from HP-UX. 

Step 1. Login to HP-UX running on any ofthe system's nPartitions. 

You can check processor details for any cell from any nPartition. 

Step 2. Issue the parstatus -v -c# command to list detailed information about 
the specified cell (-c#). 

The detailed information parstatus reports includes a list of all 
processors (CPUs) installed on the cell, and the status of each CPU. 

Any processors listed as "failed" either have failed self-tests or have been 
software deconfigured by the Boot Console Handler (BCH) Configuration 
menu's CPUCONFIG command. 

# parstatus -v -cs 
[Cell] 

Hardware location 
Global Cell Number 
Actual Usage 
Normal Usage 
Connected To 
Core Cell Capable 
Firmware Revision 
Failure Usage 
Use On Next Boot 
Partition Number 
Partition Name 

362 

cabO,cell5 
5 
active base 
base 

no 
32.5 
ac tivate 
yes 
o 
betty 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 

o 

o 



c 

o 

[CPU Details] 
Type : 23664 
Speed : 552 MHz 
CPU Status 

====== 
o ok 
1 failed 
2 ok 
3 failed 

C PUs 

OK 2 
Failed 2 
Max : 4 

Listing and Manªg_ing Server Hardware " ' .. _ 
Checking for Processar Failures 

Checking Processar Status [Partition Manager] 

Use the Cell-> Show Cell Details menu, CPUs/Memory tab to list processor 
details and any failures using Partition Manager. 

Step 1. Run Partition Manager (/opt/parmgr/bin/parmgr) or access it from 
SAM or a Web browser. 

Step 2. On the left ofthe primary window, select the nPartition to which the cell 
is assigned, o r select Available Resources if the cell is unassigned. 

Step 3. On the right of the primary window, select the cell whose processor 
details you want to list, then select the Cell -> Show Cell Details menu 
item. 

Step 4. Click the CPUs/Memory tab to display the processors installed in the 
selected cell and list the status for each processor. 
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Checking for Processar Failures 
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Onlin~d and Replacêfueilt 
(OLAR) of PCI Cards 

This chapter presents background information and procedures for 
performing PCI 1/0 card online addition and replacement (OLAR) on 
HP's nPartition servers. 

The main procedures for adding and replacing PCI cards are: 

• Online Addition (OLA) for a PC! Card on page 383 

• Online Replacement (OLR) for a PC! Card on page 389 

See the sections that follow for info on tools, requirements, limitations, 
and other PCI card OLAR details. 

For an introduction to 1/0 hardware on nPartition servers, refer to the 
chapter nPartition System Overviews on page 31. 

Ais o refer to the book Configuring HP- UX for Peripherals for further 
details on configuring PCI cards and related devices. 
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Online Add and Replacement (OLAR) of PCI Cards 

Overview of PCI Card Online Addition and Replacement (OLAR) 

Overview of PCI Card Online Addition 
and Replacement (OLAR) 

HP-UX Ui supports online addition and replacement (OLAR) of PCI I/0 
cards on HP nPartition systems. Without rebooting HP-UX running on 
an nPartition, you can add or replace PCI cards whose device drivers 
support OLAR. 

The HP-UX PCI card OLAR features allow for: 

• Adding a new PC! card without affecting other components of the 
system and without requiring a system reboot. 

This procedure is presented in Online Addition (OLA) for a PC! Card O 
on page 383. 

• Replacing an existing PC! card without affecting other components 
of the system and without requiring a system reboot. 

This procedure is presented in Online Replacement (OLR) for a PC! 
Card on page 389. 

nPartition System OLAR Notes 

The core I/0 cards in HP nPartition servers are not supported for online 
addition or replacement. 

On HP rp7405/rp7410 servers, two PCI card slots (chassis O, slot 1 and 
chassis 1, slot 8) are dedicated for use by a combination SCSI/LAN card. 
This SCSIILAN card is supported for online addition or replacement. 

On HP rp7405/rp7410 and rp8400 servers, the PCI card slot latches must o 
be used in conjunction with PCI card OLAR procedures when HP-UX is 
running. When a card slot latch is open, the slot is powered off and the 
slot is made accessible for card addition or replacement. 

See the chapter nPartition System Overviews on page 31 and the section 
PC! Card Slot Latches and Doorbells on page 376 for other I/0 hardware 
details. 
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Online Add and Replacement (OLAR) of PCI Cards 

OLAR Tools and Interfaces 

OLAR Tools and Interfaces 

This section discusses the tools available for performing online card 
addition and replacement tasks. Also given here are example uses of 
some of the commonly used OLAR commands and interfaces. 

The primary tools for performing PCI card OLAR tasks are the System 
Administration Manager utility (SAM, /usr I sbin/ sam) and Partition 
Manager (/opt/panngr/bin/parmgr). 

Always use SAM or Partition Manager when performing card addition 
and replacement tasks, because these tools perform criticai resource 
analysis and properly execute all scripts and commands in the correct 
sequences. 

The /usr/bin/rad command and other utilities also can provide useful 
OLAR-related information. 

Details on the OLAR tools and interfaces are given in Table 8-1. 

Tools and Interf~ces for PCI Card Online Addition 
and Replacement (OLAR) 

OLAR Toolllnterface Description 

System Administration /usr/sbin/sam 
Manager (SAM) 

SAM provides both a graphical user interface (GUI) and an 
equivalent text-based terminal interface. 

To perform OLAR tasks from SAM, enter the 
Peripheral Devices > Cards area, which gives a listing of all PCI 
cards currently available in the local nPartition. When you 
select a slot or path from this list, items in the Actions menu 
enable you to perform OLAR-related tasks on the selection. 
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Table 8-1 

Online Add and Replacement (OLAR) of PCI Cards 

OLAR Tools and Interfaces 

Tools and Interfaces for PCI Card Online Addition 
and Replacement (OLAR) (Continued) 

OLAR TooVInterface Description 

Parti tion Manager /opt/parmgr/bin/parmgr 

Partition Manager's interface is exclusively a GUI. In addition 
to supporting nPartition administration tasks, Partition 
Manager has complete support for PCI card OLAR. 

To perform OLAR tasks from Partition Manager, select and 
"open" an 110 chassis in the primary window, which gives a 
listing of all PCI cards in the selected 110 chassis. When you 
select a slot or path from this list, items in the 1/0 menu enable 
you to perform OLAR-related tasks on the selection. 

Note that when using Partition Manager you can add or replace 
cards in the local nPartition's active 110 chassis only. 

/usr/bin/rad The rad command is a command-line interface for performing 
some OLAR tasks and getting system PCI card and driver 
status information for the local nPartit ion. 

HP recommends you perform online card add or replace tasks 
using SAM or Partition Manager-not rad. 

However, the rad command can be useful for listing status, 
getting additional slot or card details, and for independently 
managing card slot attention indicators (LEDs). 

The rad command reports the default speed I frequency for PCI 
slots when they are not occupied. When a slot is occupied with a 
card the rad command reports the operating speed I frequency 
for the card and slot. 

See Example Uses o{Common rad Commands on page 370 for 
other details. 
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OLAR Tools and Interfaces 

Table 8-1 Tools and Interfaces for PCI Card Online Addition 
and Replacement (OLAR) (Continued) 

OLAR Tool!Interface Description 

Scripts in the directory Each OLAR-capable card's driver(s) may have associated 
/usr/sbin/olrad.d/ scripts in the /usr I sbin/ olrad. d/ directory. Each driver's 

script accepts the following command-line arguments: the 
action to perform and path for the slot for which the action is 
performed. 

The SAM and Partition Manager utilities automatically run 
these scripts, as needed, when performing PCI card online 
addition or replacement tasks. 

Normally, the driver OLAR scripts are not invoked manually by 
administrators. 

These scripts' actions include various preface-, prepare-, and 
post-replace tasks and post-add tasks. 

110 Chassis Hardware Hardware in each 110 chassis includes PCI card slots, card slot 
dividers, and power and attention indicators (LEDs) for each 
slot. 

HP rp740S/rp7410 and rp8400 servers also have PCI card slot 
latches. 

Note that the 110 chassis locations and other features of 110 
chassis hardware differ in the various HP nPartition server 
models. 

Refer to the chapter nPartition System Overviews on page 31 
and the section PC! Card Slot Latches and Doorbells on 
page 376 for nPartition 110 hardware details. 

/usr/lib/libolrad.l The libolrad library is used by the rad command and other 
utilities such asSAM and Partition Manager to support PCI 
card slot inquiry and online addition and replacement tasks. 
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Online Add and Replacement (OLAR) of PCI Cards 

Example Uses of Common rad Commands 

Example Uses ofCommon rad Commands 

This section gives summaries and examples uses of common rad 
commands and options. 

rad Command Commonly Used Options 

Command Description 

rad -q Displays the status of all OLAR-capable slots in the local 
nPartition. Only displays slots in currently active 110 chassis. 

rad -N path Lists the slot ID for the specified hardware path (path). 

The rad -N command gives info for OLAR-capable slots only. 

rad -f flag slot Sets the attention indicator (LED) for the specified slot. 

The accepted flag arguments: on, attention, and off, where 
attention flashes the specified slot's LED, and on and off turn 
the LED steady-on or off. 

rad -c slot Displays the device information for all functions/interfaces at the 

Example 8-1 

# rad -q 

Slot 
0-0-0-1 
0-0-0-2 
0-0-0-3 
0-0-0-4 
0-0-0-5 
0-0-0-6 

specified slot. 

See the rad (1M) manpage for complete details. 

Commonly Used rad Commands 
for nPartition 1/0 Details and Card Add/Replace Tasks 

• rad -q 

Path 
0/0/8/0 
0/0/10/0 
0/0/12/0 
0/0/14/0 
0/0/6/0 
0/0/4/0 

370 

To list basic slot, path, card, and driver details, use the rad -q 
command. 

The rad -q command lists all PCI card slots in the local nPartition, 
the corresponding hardware paths, and the current status of all slots 
and drivers. 

Driver(s) 
Bus Speed Power Occupied Suspended Capable 
64 33 On No N/A N/A 
80 33 On No N/A N/A 
96 33 On Yes No Yes 
112 33 On No N/A N/A 
48 33 On Yes Yes Yes 
32 33 On No N/A N/A 
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Example Uses of Common rad Commands 

0-0-0-7 
0-0-0 - 8 
# 

0/0/2/0 
0/0/1/0 

16 
8 

33 
33 

• rad -N path 

On 
On 

No 
No 

N/A 
N/A 

N/A 
N/A 

To determine which card slot corresponds to a hardware path, use 
the rad -N path command. 

The rad -N pa th command lists the card slot used by the device 
whose hardware path you specify. The slot is reported in 
cabinet-bay-chassis-slot format. 

# rad -N 0/0/6/0/0.6.0 
0-1-3-5 
# 

• rad -f flag slot 

To flash, turn on, or turn off a PCI slot's attention indicator (LED) 
use the rad -f flag slot command. 

# rad -f attention 0-1-3-1 
# rad -f off 0-1-3-1 
# 

# rad -c 0-1-3-5 
Path 

• rad -c slot 

To list device information about a card use the rad -c slot 
command. 

The rad -c slot command lists details for all interfaces in a card, 
including the hardware path(s), driver name(s), and vendar and 
revision details. 

:0/0/6/0/0 
Name :c720 
Device ID : OOOf 
Vendar ID :1000 
Subsystem_ID :0000 
Subsystem_Vendor_ID :0000 
Revision ID :4 
Class :010000 
Status :0200 
Command 
Multi func 
Bridge 
Capable_66Mhz 
Power_Consumption 

# 

:0156 
:No 
:No 
:No 
: 75 
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Requirements for OLAR OZ;i~ns 
To perform a card addition or card removal-and-replacement operation, 
the following system requirements must be met: 

• The add or replace operation must be supported on the system 
hardware. 

All HP nPartition servers support PCI card OLAR. 

• The replacement PCI card must be identical to the original card. 

When performing a card replacement task, you must use a 
replacement card that: uses the same driver, is manufactured by the 
same vendar, and is the same hardware revision as the original card 
being replaced. 

Use the rad -c slot command to list detailed driver, vendor, and 
revision information for a card in the specified slot. 

• The PCI card's driver must support OLAR. 

Some PCI card drivers do not support OLAR. 

Use the rad -q command's output to check whether an existing PCI 
card's driver is capable of being suspended and resumed for card 
OLAR operations. 

Both SAM and Partition Manager also indicate in the "Status" 
column whether an existing PCI card's driver supports OLAR. All 
card slots except those listed as "not OLAR-able" are valid for online 
PCI card add or replace tasks. 

• The card's driver must be loaded in the currently running HP-UX 
kernel. 

For online addition, the driver must be present in the kernel to 
support the new card. 

For online replacement, the replacement card must use the same 
revision o f the driver as the original card. 

Use the SAM utility's Kernel Configuration > Drivers area to list all 
currently loaded drivers. 

• The PCI slot must have firmware that supports OLAR. 

On all HP nPartition servers, the I/0 firmware supports OLAR. 
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s~ 0lJ Requirements for OLAR Operations 

• The cardQ v fit into the slot. 

On all n;~n servers, all PCI card slots can accept PCI cards 
keyed as universal cards. 

However, in nPartition server I/0 chassis the PCI card slots also are 
physically keyed to accept cards that either are keyed as 5-volt cards 
or keyed as 3.3-volt cards. 

See the chapter nPartition System Overviews on page 31 for details 
on I/0 slot capabilities. 

• The resources supported by the card must not be criticai for the 
server's continued operation. 

Resources that do not have a defined failover are considered to be 
"criticai resources" that cannot be replaced online. 

For example, the following cards may be considered criticai 
resources: cards that connect to disks for active filesystems, or a LAN 
card that provides the network port used by the current instance of 
SAM. 

You could replace a SCSI card used by a disk with an active 
filesystem, if the filesystem were mirrored on a different disk 
supported by a second SCSI card. In this case LVM could 
automatically tailover to the mirrored disk, thus allowing you to 
perform an online replacement o f the original SCSI card. 

The core I/0 cards on HP nPartition servers are not supported for online 
addition or replacement (OLAR) operations. 
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PCI Card OLAR Considerations 

This section discusses two issues of possible concern when performing 
PCI card OLAR tasks: card slot power domains, and multi-function 
cards. 

Power Domains 

Each power domain consists of all the PCI card slots that are powered 
on o r off together as a unit. 

On HP nPartition servers each slot is in its own power domain , which 
allows each slot to power on or offwithout affecting any other slots. 

Both SAM's and Partition Manager's OLAR procedures automatically 
check the effects of OLAR operations on the slots in a power domain. 
However, in all nPartition servers each slot's power is independent. 

To list all slots in a power domain, use the rad -a slot command. For 
example, the following rad command output indicates that slot 0-1-3-5 is 
in its own power domain. 

# rad -a 0-1-3-5 
0-1-3-5 
# 

Multi-Function Cards 

A multi-function card provides more than one function in a single PCI 
card that occupies one slot. For example: a dual-SCSI PCI card has two 
SCSI ports, and a combination SCSIILAN PCI card has both a SCSI port 
and a LAN port. Such cards allow a single PCI card slot to provide 
services that otherwise would require two or more PCI cards. 

A multi-function card has a separate hardware path for each function, 
and has a separate driver bound at each hardware path. 

Both SAM's and Partition Manager's OLAR procedures automatically 
check for criticai resources at all hardware paths ofmulti-function cards. 
These utilities also suspend and resume all drivers bound to 
multi-function cards as required for OLAR purposes. 

vU-37_4 ________ H_P_S_ys-te_m_A-ar-tt-üo_n_s_G_u_id_e_: -A-dm-in-is-tra-t-io_n_to_r_n-Pa-r-ti-tio-n-s,-'"'-ev-6.-o 

o 

o 



c 

o 

Online Add and Replacement (OLAR) of PCI Cards 

Multi-Function Cards 

To list all functions provided by a PCI card slot, use the rad -h slot 
command. For example, the following rad command lists all hardware 
paths associated with slot 0-1-3-8 (cabinet O, bay 1, chassis 3, slot 8). 

# rad -h 0-1-3-8 
0 / 0 / 11 / 0 / 0 
0/ 0 / 11 / 0 / 1 
# 

AB the above example shows, slot 0-1-3-8 has two functions, one at each 
of the hardware paths listed. 

To list all drivers bound to a multi-function card, use the rad -c slot 
command. 

To list additional details about a multi-function card, use the 
ioscan -H path command and specify only the first three fields 
(cell/SBAJLBA) o f the card's hardware path. 

On HP nPartition servers, each card slot has its own local bus adapter 
(LBA) that is shared by all ports on the card that occupies the slot. For 
example, the following ioscan command lists two SCSI ports that are 
provided by the card at hardware path 0/0/11. 

# ioscan -H 0/0/11 
H/W Path Class 

0/0/ll 
O/O/ll/0/0 
0/ 0 / ll / 0 / 0.7 
0/ 0 / ll / 0 / 0.7.0 
0/ 0/ll / 0 / 1 
0/0/ll/0/1.7 
0/ 0/ll/0/1 . 7. o 
# 

ba 
e x t bus 

t a rget 
ctl 

ext bus 
target 

ctl 

Description 

Local PCI Bus Adapter (782) 
SCSI C896 Ultra2 Wide LVD 

Initiator 
SCSI C896 Ultra2 Wide LVD 

Initiator 
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PCI Card Slot Latches and Doorbells 

PCI Card Slot Latches and Doorbells 

This section applies only to HP rp7405/rp7410 and rp8400 servers. 

This section introduces two features ofHP rp7405/rp7410 and rp8400 
server 110 chassis: PCI card slot latches and PCI card slot doorbell 
buttons. 

PCI Card Slot Latches 

Both HP rp7405/rp7410 and rp8400 servers have slot latches for all PCI O 
card slots; each PCI card slot has its own latch. 

Each PCI card slot latch can enable or disable power to its card slot and, 
when closed, the latch can secure a PCI card in place. These slot latches 
are accessible when you have removed the top cover from an HP 
rp7405/rp7410 or rp8400 server chassis. 

Card slot latches are used both for offline PCI card procedures and for 
online PCI card p:focedures. 

When a PCI slot latch is open, the slot is powered off. 

When a PCI slot latch is closed, the slot can have power enabled. 
However, note that when a slot's latch is closed the slot's power can be 
disabled as part of a PCI card OLAR procedure from SAM or Partition 
Manager, oras a manual operation performed from the HP-UX 
command-line or from a service processar (GSP or MP) command. 

When HP-UX is running in the nPartition to which an I/0 chassis 
belongs, you should use SAM or Partition Manager procedures to 
prepare a PCI card slot before opening or closing the slot's latch. 

Otherwise you may encounter unpredictable results. 

Figure 8-1 on page 377 shows positions ofPCI card slot latches. While an 
HP rp8400 server is shown in Figure 8-1, HP rp7405/rp7410 card slot w latches are availab!e in the same location and operate identically. 
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PCI Card Slot "Doorbells" 

PCI Card Slot Latches (HP rp7405/rp7410 and rp8400) 

PC I Slot Latch in 
CLOSED Position 

PCI Card Slot "Doorbells" 

This se.ction.applies only to HP rp7405/rp7410 and rp8400 servers. 

The "doorbell" buttons currently have no functions. Pressing a card slot 
doorbell button has no impact on system operations. 

On both HP rp7405/rp7410 and rp8400 servers, access to the doorbell 
buttons is prevented by a plastic covering. 

The PCI card slot doorbell buttons are provided for future expanded \ ~ / -
functionality. ~ ~ 
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Determining PCI Card Slot Locations 

This section describes how to determine which PCI card slot is used by a 
filesystem, network interface, or hardware path (such as a boot device 
path). 

You may want to identify which PCI cards are used by criticai and 
non-critical system resources when planning for card replacement or 
nPartition reconfiguration. 

While you can use the manual techniques described here to help identify 
which PCI cards support criticai system resources, you should rely on the 
criticai resource analysis that SAM and Partition Manager perform for a 
complete analysis of the services a card provides. 

You can perform SAM or Partition Manager criticai resource analysis for 
any card in an nPartition's active 110 chassis. 

When performing a card replacement action, both SAM and Partition 
Manager automatically check for any criticai system resources that 
would be affected by taking the card offline. 

The manual procedures described here use the rad -N path command to 
identify which PCI card slot corresponds to the specified hardware path. 

'fhe following procedures are provided here: 

• Determining a Network Interface's PC! Card Slot on page 379 

• Determining a Filesystem's PC! Card Slot on page 379 

• Determining a Boot Device Path's PC! Card Slot on page 380 
\' 

To determine the actual physicallocation of a PCI card slot, based on the 
cabinet-bay-chassis-slot format that the rad command lists, refer to the 
chapter nPartition System Overviews on page 31 for an introduction to 
nPartition 110 hardware. 

\fJ) 
--------~--------------------------------------------------
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Determining a Network lnterface's PCI Card Slot 

This procedure determines which PCI card slot is used by a network 
interface. 

Step 1. At the HP-UX command line, enter the /usr/sbin/lanscan command to 
list the local nPartition's LAN devices and status. 

Step 2. Enter the rad -N path command, and specify the hardware path (path) 
for the network interface whose card slot information you want. 

The rad command displays the hardware slot for the network interface's 
card, in cabinet-bay-chassis-slot format. 

G xampleS-2 Example of Determining a Network Interface's PCI Card Slot 

# lanscan 
Hardware Station Crd Hdw Net-Interface NM MAC HP-DLPI DLPI 

Support Mjr# Path Address In# State NamePPA ID Type 
0/0/0/1/0 Ox 0010832754EO O UP lanO snapO 1 ETHER Yes 119 
# rad - N 0/0/0/1/0 
0-1-3-0 
# 

o 

The above output indicates that the card is installed in cabinet O, bay 1, 
chassis 3, slot O (0-1-3-0). 

Determining a Filesystem's PCI Card Slot 

This procedure determines which PCI card slot is used by a filesystem. 

Step 1. At the HP-UX command line, enter the bdf -1 command to list the local 
filesystems for the local nPartition. 

StE~p 2. For the filesystem ofinterest, enter the following command: 
\ . 

/usr/sbin/lvdisplay -v -k lvolume I grep dev 

Where lvolumeis the device path ofthe filesystem's logical volume, as 
was displayed in the bdf command output. 

Step 3. Enter the /usr/sbin/lssf pvolume command, and specify the physical 
volume path (pvolume) as was reported by the lvdisplay command. 

For example: lssf /dev/dsk/cOtSdO, for a filesystem whose physical t .... 0/ 
volume is cotsdo. · ;vv-
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Determining PCI Card Slot Locations 

Step 4. Enter the rad -N path command and specify the hardware path (path), 
which lssf reported as the "address" ofthe filesystem's physical volume. 

Example 8-3 

# bdf -1 
Filesystem ~ 

/dev/vg00/lvol3 
/dev/vg00/lvol1 
/dev/vg00/lvol8 
/dev/vgOO/lvol7 
/dev/vg00/lvol4 
/dev/vg00/lvol6 
/dev/vg00/lvol5 
# 1vdisp1ay -vk 
LV Name 
VG Name 

The rad command displays the hardware slot for the filesystem's card, in 
cabinet-bay-chassis-slot format. 

Example of Determining a Filesystem's PCI Card Slot 

This example determines which PCI card (0-1-3-5) supports the / stand 
filesystem. 

kbytes used avail %used Mounted on 
1433 60 42571 94743 31% I 

1025617 45445 877610 5% /stand 
512000 225212 269124 46% /v ar 

1015808 719619 277730 72% /usr 
1048576 77997 909975 8% /tmp 

794624 566033 214349 73 % /opt 
20480 1190 18086 6% /home 

/dev/vg00/1voll I grep dev 
/dev/vgOO/lvoll 
/dev/vgOO 

/dev/dsk/c0t5d0 256 256 
# lssf /dev/dsk/c0t5d0 
sdisk card instance O SCSI target 5 SCSI LUN O section O at address 0/0/6/ 0/ 0.5.0 
/dev/dsk/c0t5d0 
# rad -N 0/0/6/0/0.5.0 
0-1-3-5 
# 

Determining a Boot Device Path's PCI Card Slot 

This procedure determines which PCI card slot is used by an nPartition's 
boot path variable (such as PRI, HAA, or ALT). 

;~ 

' ' 

o 

Step 1. Issue the /usr/sbin/parstatus -V -p# I grep Path command, and 
specify the local nPartition's partition number ( -p#). Q 

\ . 

, • 

This command displays the boot path variable settings for the 
nPartition. 

To determine the local partition number, enter the parstatus -w 
command. 

Step 2. Issue the rad -N path command and specify the hardware path (path) 
ofthe boot path variable ofinterest. 
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Determining PCI Card Slot Locations 

The rad command displays the hardware slot corresponding to the boot 
path, in cabinet-bay-chassis-slot format. 

Example 8-4 Example of Determining a Boot Device Path's PCI Card Slot 

# parstatus -w 
The local partition number is o. 
# parstatus -V -pO I grep Path 
Primary Boot Path 0/0/6/0/0.6.0 
Alternate Boot Path 0/0/6/0/0.5.0 
HA Alternate Boot Path : 2/0/14/0/0.6.0 
# rad -N 0/0/6/0/0.6.0 
0-1-3-5 
# 
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Checklist for Preparing for PCI Card OLAR 

This section reviews the items that you must check when adding or 
replacing a PCI card. 

Most ofthe items in the following checklist are incorporated into the card 
addition and replacement procedures that follow. 

O Review and follow all server power and safety guidelines and any 
related guidelines for rack operation. Also follow all site safety, 
maintenance, and operating procedures. 

O Use proper static protection and follow all site ESD procedures. 

O If adding a PCI card: 

Ensure card's required driver(s) are loaded into the currently 
running kernel before adding the new card. 

Check the target slot's frequency and power capabilities, and 
ensure that they match new card's requirements before adding 
the card. 

O If replacing a PCI card: 

Check to be certain the card's driver is OLAR-capable. 

Be certain that the replacement card uses the same driver(s) as 
the original card. 

Be certain that the replacement card is made by the same vendor 
and has the same revision ID as the original card. 

Be certain that the replacement card operates at the same 
voltage and same bus frequency as the original card. 

\Label all cables connected to the original card-or at least note 
their connections-before removing them. 

After replacing the card, ensure the cable are connected 
identically to the replacement card. 

O If replacing a networking card, check the system (user) impact of 
taking the card offline before beginning to replace it. 

If replacing a defective card, properly labellmark the card after 
removing it from its slot to indicate that the card is not operational. ~o 
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Online Addition (OLA) for a PCI Card 

This section describes the procedure for adding a new PCI card on an HP 
nPartition server while HP-UX remains online and running. 

When performing this procedure you must foliow ali server 
power and safety guidelines and any related guidelines for rack 
operation. Also foliow ali si te safety, maintenance, and operating 
procedures. 

Failure to do so can result in personal injury or equipment 
damage. 

PCI Card Online Addition with SAM or Partition Manager 

This procedure adds a new PCI 1/0 card to an empty slot in an nPartition 
server while HP-UX remains running. 

You can use either the System Administration Manager (SAM) or 
Partition Manager tool to perform the main steps ofthis procedure. 

You must follow all site static-protection requirements to avoid 
damaging equipment when using this procedure. 

Step 1. Login to HP-UX running on the nPartition where the card that will be 
added is to be installed. 

You must login as root to perform this procedure. 
\ 

Step 2. Launch either SAM or Partition Manager, if it is not yet running. 

You can use either application when performing this procedure. 

To run SAM, enter /usr/sbin/sam from the command line. You can run 
SAM in either graphical (GUI) or text-only terminal mode. 

To run Partition Manager either enter /opt/parmgr/bin/parmgr from 
the command line or click the Partition Manager icon in the main SAM 
area. 
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Step 3. Access the list o f the local nPartition's PCI card slots from SAM o r 
Partition Manager. 

To list cards in SAM, access the Peripheral Devices > Cards area. 

To list cards in Partition Manager, select the local nPartition in the 
primary window, then select and open the 1/0 chassis where the new 
card will be installed. 

Step 4. ldentify the card slot where the new PCI card will be installed, and 
confirm that the slot can support the card. 

You can identify the card slot using SAM's Cards window or Partition 
Manager's list of cards in its primary window. The target card slot must 
be available (the "Description" column for the slot is "empty slot"). 

You also can use the rad -q command to confirm that the target card slot 
is available (the "Occupied" column for the slot is "No"). 

The Show 1/0 Slot Details option in SAM and Partition Manager displays 
the default bus speed for the selected slot, although all slots are capable 
of operating at either 33 MHz or 66 MHz. 

When the slot "Power Available" listed is 65535 watts, the indication is 
that slot power details are unavailable to the utility. 

See the chapter nPartition System Oueruiews on page 31 for details on 
the types of physical card keying the PCI card slots support. 

Step 5. Confirm that the device driver(s) required by the card are installed in the 
HP-UX kemel currently running on the nPartition. 

o 

You can view currently loaded drivers using the SAM (/usr I sbi n/ sam) Q 
utility's\ Kernel Configuration->Drivers area. 

Step 6. [Optional] Confirm the physicallocation ofboth the server and the PCI 
card slot. 

Perform the following tasks: 

A. Set the card slot's attention indicator to flash in order to help you 
locate the slot. 

HP System Partitions Guide: Administration for nPartitions, rev 6. O 



c 

o 

Online Add and Replacement (OLAR) of PCI Cards 

Online Addition (OLA) for a PCI Card 

In SAM, select (highlight) the slot, then select the Actions -> Light 
1/0 Slot LED menu item. SAM flashes the selected PCI card slot's 
LED. 

In Partition Manager, select (highlight) the slot, then select the 1/0 
-> Light Chassis and Slot LEDs menu item. Partition Manager flashes 
the selected PCI card slot's LED, and on HP Superdome servers also 
flashes the corresponding I/0 chassis LED and cabinet number LCD. 

From the HP-UX command line, you can issue the 
rad -f attention slot command to flash the PCI card slot's 
attention indicator (LED). 

B. Locate the server, and view the PCI card slot attention indicators. 
The LED for the specified card slot should be flashing. 

C. After locating the server and card slot, turn off the card slot LED. 

In SAM or Partition Manager, click the OK button to retum the 
attention indicators to their normal state. 

From the HP-UX command line you can issue the rad -f off slot 
command to turn offthe PCI card slot's attention indicator. 

This step is optional, but performing it is recommended to confirm that 
the actuallocation is known and accessible. 

Step 7. Begin the online PCI card addition procedure. 

• To initiate online card addition in SAM, select the Actions->Add 
menu item. 

Then select (highlight) the slot where the card will be installed, and 
click the OK button. 

• To initiate online card addition in Partition Manager, select 
(highlight) the slot where the card will be installed, and then select 
the 1/0->Add Card menu item. 

Step 8. Review the results ofthe criticai resource analysis for the slot. 

The first lines of the analysis indica te whether the card addition can or 
cannot proceed. For example: 

Critical Resource Analysis for slot 0-1 -3- 8: 
No affected resources found . 
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Online Add and Replacement (OLAR) of PCI Cards 

Online Addition (OLA) for a PCI Card 

Step 9. Click either the Cancel or OK button. 

To cancel the card addition procedure click the Cancel button. 

To continue the card addition procedure click the OK button. This 
proceeds to power off the card's slot and flash the card's attention 
indicator (LED). 

.. . ..... ~ .. 

Ifyou are proceeding with the card addition using Partition Manager on 
an HP Superdome server, Partition Manager also flashes the 
corresponding I/0 chassis LED and cabinet number LCD. 

Step ~0. Review the information presented in the lnsert Card screen. 

This screen lists the actions that SAM or Partition Manager has already 
performed, and describes how you can cancel the card addition. o 
Complete all steps required for installing the new PCI card before 
clicking the OK button to bring the card online. 

Details for installing the new card are covered in the steps that follow. 

Step 11. Locate the PCI card slot that has been prepared for the card addition 
procedure. 

As needed, open or remove any cabinet panels or bezels in order to view 
the 110 chassis and card slot. 

The card slot's attention indicator (LED) will be flashing and slot power 
will be off. 

Step 12. Ensure you have direct physical access to the I/0 chassis. 

For exa{llple, if adding a PCI card to a Superdome 110 expansion cabinet, O 
you must remove the 110 bay's front covers and th en carefully slide the 
110 chassis out from its bay/rack. 

Step 13~ Remove the top cover from the 110 chassis. 

Loosen the cover's thumb screws, pull the cover forward, then lift and 
remove the cover and safely set it aside. 

On HP rp7405/rp7410 and rp8400 servers, the 110 chassis cover also is 
the server cabinet top cover. 
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Online Add and Replacement (OLAR) of PCI Cards 
Online Addition (OLA) for a PCI Card 

Step 14. Confirm the location ofthe card slot where the new PCI card will be 
installed. 

At this point, all attention and power indicators (LEDs) for the card slot 
are visible. The light bars on the card slot's divider should indicate that 
the slot is powered off and its attention LED is fiashing. 

Each slot divider corresponds to the PC! card slot to its immediate right 
(when viewing the 110 chassis by facing the card slots with the top up). 

Step ~5. On HP rp7405/rp7410 and rp8400 servers, fiip the card slot latch to its 
· · open position. 

When open, the latch is parallel to the back edge o f the chassis. 

Step 16. Place the new card in the slot. 

Slide the card in the slot, and ensure it is properly aligned. Press firmly 
on the card until it is fully seated in the card slot. 

Step 17. On HP rp7405/rp7410 and rp8400 servers, fiip the card slot latch to its 
closed position. 

When closed, the latch is parallel to the card slot divider. 

Ifthe latch will not close, the card might not be completely seated in its 
slot. In this situation, you can either press firmly on the card until it is 
seated, or lift the slot divider to release the card and then realign and 
reseat the card. 

Step 18. Connect all cables to the new card to establish the desired configuration. 

Step 19. Replace the top o f the 110 chassis, and restare all front covers and bezels 
to their originallocations. 

Replac~ the 110 chassis cover and firmly push it back into place before 
tightening ali thumb screws. 

Also, as needed, carefuliy slide ali racked equipment back into place 
before replacing any additional covers and bezels. Close any cabinet or 
rack doors. 

Step 20. In the SAM or Partition Manager lnsert Card window, click the OK button. A ~D / 

Clicking OK indicates that the new card has been installed. )\/'lU 
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Online Add and Replacement (OLAR) of PCI Cards 
Online Addition (OLA) for a PCI Card 

At this point, the card slot is powered on, the slot attention indicator is 
turned off, and the driver(s) for the card are started to bring the card 
online. 

Ifthe new card is not detected in the slot, SAM or Partition Manager 
indicates this and presents a window indicating the problem. This gives 
you an opportunity to check the new card's installation and then click Yes 
to re-try the card online addition, or click No to cancel the operation. 
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Online Add and Replacement (OLAR) of PCI Cards 

Online Replacement (OLR) for a PCI Card 

Online Replacement (OLR) for a PCI Card 

This section describes the procedure for replacing a PCI card on an HP 
nPartition server while HP-UX remains online and running. 

When performing this procedure you must follow ali server 
power and safety guidelines and any related guidelines for rack 
operation. Also follow ali site safety, maintenance, and operating 
procedures. 

Failure to do so can result in personal injury or equipment 
damage. 

PCI Card Online Replacement with SAM 
or Partition Manager 

This procedure replaces a PCI 1/0 card in an nPartition server while 
HP-UX remains running. 

You can use either the System Administration Manager (SAM) or 
Partition Manager tool to perform the main steps of this procedure. 

CAUTION You must follow all site static-protection requirements to avoid 
damaging equipment when using this procedure. 

Step 1. Login to HP-UX running on the nPartition where the card that will be 
Q replaced is currently installed. 

You mrist login as root to perform this procedure. 

Step 2. Launch either SAM or Partition Manager, if it is not yet running. 

You can use either application when performing this procedure. 

To run SAM, enter /usr I sbin/ sam from the command line. You can run 
SAM in either graphical (GUI) or text-only terminal mode. 
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Onlme Replacement (OLR) for a PCI Card " ··· .-

To run Partition Manager either enter I opt/parmgr /bin/parmgr from 
the command line or click the Partition Manager icon in the main SAM 
area. 

Step 3. Access the list of the local nPartition's PCI cards from SAM or Partition 
Manager. 

To list cards in SAM, access the Peripheral Devices > Cards area. 

To list cards in Partition Manager, select the local nPartition in the 
primary window, then select and open the 110 chassis where the card 
that will be replaced is currently installed. 

Step · 4. Identify the card's slot location and confirm that the card can be replaced 
online. 

Perform the following tasks: 

A. View the list of currently available PCI card slots in the local 
nPartition. 

This card list is shown in SAM's Cards window or in Partition 
Manager's primary window. 

B. Identify the slot where the card that will be replaced is currently 
installed. 

The "Description" column indicates the type of card in the slot . 

C. Confirm that the driver for the PCI card slot supports OLAR 
procedures. 

The "State" column indicates "not OLAR-able" ifthe card cannot be 
replaced online, otherwise online replacement of the card is 
supported. 

o 

Step 5. [Optio'l:al] Confirm the physicallocation ofboth the server and the PCI O 
card slot. · 

Perform the following tasks: 

A. Set the card slot's attention indicator to flash in order to help you 
locate the slot. 

390 

In SAM, select (highlight) the slot, then select the Actions -> Light 
1/0 Slot LED menu item. SAM flashes the selected PCI card slot's 
LED. 
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In P'à~anager, select (highlight) the slot, then select the 1/0 .. -. . .. 
-> Light Chassis and Slot LEDs menu item. Partition Manager flashes 
the selected PCI card slot's LED, and on HP Superdome servers also 
flashes the corresponding 110 chassis LED and cabinet number LCD. 

From the HP-UX: command line, you can issue the 
rad -f attention slot command to flash the PCI card slot's 
attention indicator (LED). 

B. Locate the server, and view the PCI card slot attention indicators. 
The LED for the specified card slot should be flashing. 

C. Mter locating the server and card slot, turn off the card slot LED. 

In SAM or Partition Manager, click the OK button to return the 
attention indicators to their normal state. 

From the HP-UX: command line you can issue the rad -f off slot 
command to turn offthe PCI card slot's attention indicator. 

This step is optional, but performing it is recommended to confirm that 
the actuallocation is known and accessible before the card's services are 
suspended. 

Step 6. Select the PCI card to be replaced from the card list displayed by SAM or 
Partition Manager. 

Highlight the card in the list. Ifyou are replacing a multi-function card, 
you only need to highlight any one o f the hardware paths in the slot. 

For a multi-function (multi-port) card, SAM and Partition Manager list 
one entry per port, with each port having the same slot number in the 
"Slot" column and a unique path in the "Hardware Path" column. 

Step 7. Begin the online replacement procedure for the selected card. 

To initiate online card replacement in SAM, select the Actions->Replace 
menu item. 

To initiate online card replacement in Partition Manager, select the 
1/0->Replace Card menu item. 

Both ofthese menu items initiate the same processes, beginning with an 
analysis of any resources provided by the selected card. 

Step 8. Review all results from the criticai resource analysis of the card. 
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.,. .. -----.............. , 

The first Iines ofthe anaiysis indicate whether tn 
or cannot proceed. For exampie: 

Critical Resource Analysis for slot 0-1-3-8 : 
No affected resources are in use. 

\ 
o f 

··:' 

/ 

I f the card resource anaiysis determines that the card cannot be taken 
offline, this resuit is indicated with a "criticai" message such as the 
following output. 

CRITICAL: Affected resources are essential for system 
operation. 
The operation cannot proceed. 

For a muiti-function card, SAM and Partition Manager Iist the anaiysis 
results for all ports on the card. Q 

Review all parts ofthe criticai resource anaiysis report to determine 
whether to continue or cancel an online card repiacement procedure. 

Even when the anaiysis indicates that "no affected resources are in use", 
continuing the card repiacement procedure will take the card offline and 
will halt any services the card provides. 

For exampie, repiacing a networking card causes any network 
connections the card provides to be suspended or terminated. 

Step 9. Ciick either the Cancel or OK button. 

To cancel the card repiacement procedure click the Cancel button. This 
cancels the procedure and returns to the list o f PCI cards. After you click Q 
Cancel you must not perform the remaining steps in this procedure. 

To continue the card repiacement procedure click the OK button. This 
proceeds to suspend the card's driver(s), power off the card's siot, and 
flash the card's attention indicator (LED). 

Step 10. Review the information presented in the Replace Cards screen. 

This screen lists the actions that SAM or Partition Manager has aiready 
performed to take the seiected card offline. 
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Online Replacement (OLR) for a PCI Card 

Complete all steps required for replacing the selected PCI card before 
clicking the OK button to bring the card back online. Details for removing 
and replacing the card are covered in the steps that follow. 

Clicking the Cancel button on the Replace Cards screen causes the card to 
remain offline: the card slot remains powered off and the card driver(s) 
remain suspended. The card slot attention indicator is turned off. 

Because the card's slot power remains off, you still can replace the card. 

To bring a card back online, select the card and then choose the 
Actions->Bring On-line menu item in SAM or the 1/0->Bring Card On-line 
menu item in Partition Manager. 

Step 11. Locate the PCI card slot that has been taken oflline for the card removal 
procedure. 

As needed, open or remove any cabinet panels or bezels in order to view 
the 110 chassis and card slot that contains the PCI card to be replaced. 

The card slot's attention indicator (LED) will be flashing and slot power 
will be off. 

Step 12. Ensure you have direct physical access to the 110 chassis. 

For example, if replacing a PCI card from a Superdome 110 expansion 
cabinet, you must remove the 110 bay's front covers and then carefully 
slide the 110 chassis out from its bay/rack. 

\ ' 

Step 13. Remove the top cover from the 110 chassis. 

Loosen the cover's thumb screws, pull the cover forward, then lift and 
remove the cover and safely set it aside. 

On HP rp7405/rp7410 and rp8400 servers, the 110 chassis cover also is 
the server cabinet top cover. 

Step 14. Locate the PCI card that is to be replaced, note all cable connections to ~ 
the card, and if needed la bel any unmarked cables. Save all notations for 
future reference. 
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Online Replacement (OLR) for a PCI Card : ' (\ ~ 

At this point, all attention and power indicators (LEDs) ~ard slot 
are visible. The light bars on the replacement card's slot divider should 
indicate that the slot is powered off and its attention LED is fl.ashing. 

Each slot divider corresponds to the PC! card slot to its immediate right 
(when viewing the 1/0 chassis by facing the card slots with the top up). 

Step 15. Disconnect all cables from the PCI card to be replaced. 

Carefully set the cable ends aside where they will not obstruct work orbe 
damaged. 

Step 16. On HP rp7405/rp7410 and rp8400 servers, fl.ip the card slot latch to its 
open position. 

When open, the latch is parallel to the back edge o f the chassis. 

Step 17. Lift the card slot divider to release the PCI card from its slot. 

Pull firmly on the slot divider's "handle" until the card becomes 
unseated. The correct slot divider is indicated by its LED states. 

Step 18. Remove the card from its slot and set the card aside. 

You may need to label the removed card to indicate it is defective. 

Step 19. Place the replacement card in the slot. 

Slide the card in the slot, and ensure it is properly aligned. Press firmly 
on the card until it is fully seated in the card slot. 

Step 20. On HP rp7405/rp7410 and rp8400 servers, fl.ip the card slot latch to its 
closed position. 

When closed, the latch is parallel to the card slot divider. 

If the latch ~ill not elo se, the card might not be completely seated in its 
slot. In this situation, you can either press firmly on the card until it is 
seated, or lift the slot divider to release the card and then realign and 
reseat the card. 

Step 21. Reconnect all cables to the new card to match their prior attachments to 
the original card. 

Step 22. Replace the top o f the l/O chassis, and restare all front covers and bezels 
to their originallocations. 
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Replace the I/0 chassis cover and firmly push it back into place before 
tightening all thumb screws. 

Also, as needed, carefully slide all racked equipment back into place 
before replacing any additional covers and bezels. Close any cabinet or 
rack doors. 

Step 23. In the SAM or Partition Manager Replace Card window, click the OK 
button. 

Clicking OK indicates that the card has been removed and replaced with 
a new card. 

At this point, the card slot is powered back on, the slot attention 
indicator is turned off, and the driver(s) for the card are resumed to bring 
the card online. 

However, if SAM or Partition Manager cannot bring the replacement 
card online then you may need to perform additional steps, as directed 
the SAM or Partition Manager user interface. 
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ProC ·. ss~r Instant Capacity 
on Demand (iCOD) 

This chapter covers using Hewlett-Packard's processor iCOD (Instant 
Capacity on Demand) product on nPartitions. 

iCOD is an optional software product that enables you to instantly 
increase or adjust processing power within nPartitions. AB you need 
more or fewer processors, you use iCOD tools to adjust the number of 
activated processors in the nPartition. 

Two varieties ofiCOD software and contracts are available from HP: 
iCOD Purchase and iCOD Utility (pay per use). Both are described in 
this chapter. 

Using both Processor Sets (Psets) and iCOD simultaneously is supported 
for iCOD Purchase Version 5.0 and higher only. 

For HP Superdome nPartitions running the HP virtual partitions 
software, only iCOD Purchase Version 5.0 and higher is supported. 
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Processor lnstant Capacity on Demand (iCOD) 

lntroduction to Processor iCOD on nPartitions 

lntroduction to Processor iCOD 
on nPartitions 

HP's iCOD product is available for both nPartition servers and 
non-partitionable HP servers. This document covers iCOD issues that 
are unique to nPartition systems. 

See the Instant Capacity on Demand (iCOD) and Pay Per Use (PP U) 
User's Cuide for Version B.04.x and the Instant Capacity on Demand 
(iCOD) User's Cuide for Version B.05.00 for complete information about 
iCOD on all supported platforms. 

iCOD is an optional product that includes an iCOD software bundle and 
a corresponding system contract with Hewlett-Packard, which determine 
the type o f billing for processors you activate and use. 

Billing for iCOD-activated processors is calculated on a complex-wide 
basis: the total number of activated iCOD processors in all nPartitions. 

HP nPartition systems support two varieties ofiCOD: 

• iCOD Purchase 

iCOD Purchase enables you to instantly activate and purchase 
additional processors as your needs increase. 

• iCOD Utility (PPU: Pay Per Use) 

iCOD Utility supports instantly increasing and decreasing the 
number of activated processors, for billing on a pay per use basis. 

All nPartitions in a server complex either must run the same iCOD 
variety (purchase or utility) or not run iCOD. lfyou configure 
iCOD Utility' for one nPartition then you also must configure all other 
nPartitions with iCOD Utility. HP recommends (but does not require) 
that you configure iCOD Purchase for all nPartitions ifyou configure any 
nPartition with iCOD Purchase. 

You cannot configure nPartitions with both iCOD Utility and iCOD 
Purchase in the same server complex. 
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iCOD Features for nPartitions 

iCOD Features for nPartitions 

HP's iCOD Purchase and iCOD Utility products have some different 
features and behaviors on nPartition servers than iCOD on other 
non-partitionable systems. 

The following list covers some of these uni que features. 

• 

• 

iCOD on each nPartition is managed locally and independently . 

iCOD commands affect and list iCOD settings for the local nPartition 
(the nPartition where the commands are run). 

While there is one iCOD license for the entire server complex, iCOD 
processors are activated and deactivated independently for each 
nPartition. Each nPartition has its own settings for iCOD contact, 
notification, and processar configuration purposes. 

Passwords are not required for activating and deactivating iCOD 
processar on nPartitions. 

On nPartition servers under either iCOD contract (iCOD Purchase or 
iCOD Utility) you can perform all tasks that change the iCOD 
processar configuration for an nPartition. 

On non-partitionable systems an HP service password is required for 
some iCOD processar deactivation tasks. 

• Both varieties of iCOD support "load balancing" processors across 
nPartitions in the same server complex. 

When using either iCOD Purchase or iCOD Utility, you can instantly 
adjust each n:Partition's number of activated processors as system 
loads demand and maintain the same total number of activated 
processors in the complex. 

For example, you can deactivate processors in one underused 
nPartitiqn and activate the same number of processors in another, 
more heavily used nPartition to load balance using the same number 
o f processors. 

This load balancing does not change any nPartition cell assignments. 
Each nPartition keeps the hardware assigned to it while iCOD 
software in each nPartition either activates or deactivates 
processors. 
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iCOD introduces several new issues for managing nPartitions. The 
following list describes some o f these new management issues for 
nPartition systems that have iCOD configured: 

• At least one iCOD processar must be activated for each active cell in 
an nPartition. 

For example, a three-cell nPartition with iCOD must have at least 
three activated iCOD processors, and the iCOD software ensures 
that each cell has a processar activated. 

• The maximum number of activated processors in an nPartition is the 
iCOD "requested active processors" setting. 

However, if the number o f active cells is greater than the number o f 
"requested active processors" then the iCOD software activates more 
processors than were requested: one processar is activated for each 
active cell in the nPartition. 

• Only processors on active cells can be activated by iCOD. 

Inactive cells in an nPartition cannot have processors activated by 
iCOD in the nPartition. To activate processors on inactive cells, you 
first must make the cells active. 

• Activating and deactivating processors can potentially affect 
software packages that rely on certain processar IDs to be present, 
such as certain processar set (Pset) configurations. Refer to the 
chapter Processar Sets (Psets) on nPartitions on page 419 for details. 

Likewise, changing the number of activated processors may have 
implications for managing software that is licensed on a 
per-processor basis. 

o 

• Adding or removing cells in an nPartition with iCOD does not O 
necéssarily increase or decrease the number of activated processors 

400 

in the nPartition. 

The iCOD software activates the requested number of processors for 
an nPartition as long as the nPartition has enough configured 
processors to satisfy the request. 

Adding a cell to an nPartition increases the total processors and the 
number of configured processors in the nPartition. However, ifthe 
requested number of processors remains the same for the nPartition 
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iCOD lssues for Managing nPartitions 

then the same number of activated iCOD processbrs are available 
after performing a reboot for reconfig to make the newly added cell 
active. 

For example, in a two-cell nPartition that has six of its eight 
processors activated with iCOD, adding another four-processor cell 
brings the total processors to 12. However, the iCOD software keeps 
the number of activated processors at six (no change). (Other ofthe 
new cell's resources-such as memory and l/O-are made available 
for use in the nPartition.) 

Likewise, removing a cell from an nPartition reduces the total 
processors and the number of configured processors in the 
nPartition. If enough processors remain available then the requested 
number of iCOD processors are activated. 

When not enough processors are configured, the iCOD software 
activates as many processors as possible and the number of activated 
processors is less than the number of"requested active processors". 

The sections that follow give more details for managing iCOD on 
nPartitions. 
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Tools for Managing iCOD Processors 

The HP Instant Capacity on Demand (iCOD) product includes the 
following commands for managing iCOD settings and processar 
configurations. This same set of commands is used for both the 
iCOD Purchase and iCOD Utility products. 

For details on these commands, see the icod_modify (1M), icod_notify 
(1M), and icod_stat (1M) manpages. 

• /usr/sbin/icod_modify 

The icod _ modify command allows you to activate and deactivate 
iCOD processors. This command also lets you change system contact O 
information and apply a software license to use iCOD. 

The -a option activates processors and -d deactivates processors. 

• /usr/sbin/icod_notify 

The icod _ notify command allows you to request that an iCOD 
asset report be delivered by e-mail, and allows you to turn on or off 
e-mail notification of iCOD configuration changes. 

The -n option turns on or off automatic change notification e-mail. 

• /usr/sbin/icod_stat 

The icod _ stat command displays iCOD status and configuration 
information as well as iCOD processar usage details. . . . ~ 

The -p option gives complex-wide iCOD Purchase details on 
nPartition systems. The -u option displays the iCOD change record, 
listing the changes from oldest to newest. 

When using the iCOD commands to activate and deactivate processors or 
update contact and notification details, you affect the iCOD configuration 
and settings for the local nPartition only. While some iCOD settings are 
stored in complex profile data, many iCOD settings are stored on disk in 
the iCOD configuration file (/etc/.iCOD_data). As a result, you may need 
to check and adjust iCOD configuration settings when booting from 
different disks. 
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Tools for Managing iCOD Processors 

When you license iCOD (by using the icod_ modify -1 ... command) 
you can do so from any nPartition in the server complex. This licenses 
iCOD for ali nPartitions in the server, and only one license is needed for 
the entire complex. 
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iCOD Requirements for nPartition Servers 

HP's iCOD software has the following requirements and restrictions for 
using and managing iCOD processors in an nPartition server complex. 

• Each nPartition server complex can optionally be under either an 
iCOD Purchase contract ora pay per use (iCOD Utility) contract. 

In a server complex that is under one o f these contracts, the 
appropriate software must be installed in the complex's nPartitions 
to support the contract. 

HP does not support mixing iCOD Purchase and iCOD Utility 
nPartitions in the same server complex. 

• nPartition servers that are under an iCOD Utility contract (a pay per 
use "PPU" contract) must have iCOD Utility software installed and 
running on every HP-UX instance in the complex. 

NOTE Where multiple devices are configured for an nPartition (for 
example, the PRI, HAA, and ALT boot paths), each device must have 
iCOD Utility software installed. This applies to nPartition servers 
under a PPU (iCOD Utility) contract. 

• Each nPartition that is under an iCOD Purchase contract must have 
iCOD Purchase software installed to enable additional processors to. 
be activated (or to deactivate processors). 

In an iCOD Purchase complex, you do not have to install iCOD 
Purchase software on the nPartitions that are not under an iCOD 
Purchase contract. However, in this situation HP recommends that 
all nPartitions have iCOD Purchase software installed to allow 
administrators to perform "load balancing" across nPartitions. 

NOTE All potential boot disks for nPartitions with iCOD processors must 
have the iCOD Purchase software installed, including any alternate 
boot devices. This applies to nPartition servers under an iCOD 
Purchase contract. 
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• For the iCOD software to activate processors, the processors must be 
configured processors on active cells that are assigned to the local 
nPartition 

Processors that are deconfigured cannot be activated by iCOD; they 
first must be configured (for example, by using the BCH 
Configuration menu's CPUCONFIG command). 

Cells that are inactive cannot have processors activated by iCOD. 
Each cell first must boot and complete "partition rendezvous" before 
it can contribute resources to the nPartition to which it is assigned. 

Likewise, cells that are unassigned cannot have processors activated 
by iCOD. Each cell must be assigned to an nPartition and must be an 
active member of its nPartition before its resources can be used. 
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Installing and Configuring iCOD 
on nPartitions 

This section describes iCOD software install and configuration for an 
nPartition server complex. 

You also must establish a contract with HP for either iCOD Purchase or 
iCOD Utility (pay per use) to properly use this software product. 

Software bundles for iCOD Purchase and iCOD Utility are available on Q 
the Support Plus media and at the http:/ /software.hp.com Web site. 

For complete details on installing and using iCOD software, refer to the 
Instant Capacity on Demand (iCOD) and Pay Per Use (PPU) User's Guide 
for Version B.04.x and the Instant Capacity on Demand (iCOD) User's 
Guide for Version B. 05.00. 

The following procedure gives an overview ofinitially installing and 
configuring iCOD Purchase or iCOD Utility on an nPartition server 
complex. 

iCOD lnstallation and Configuration 

Step 1. Install the appropriate iCOD software bundle on all required nPartitions 
in the server complex. 

On nPartition server complexes that have iCOD Purchase contracts, you 
must install the iCOD Purchase software on those nPartitions in the 
complex that have iCOD processors. (For greater fl.exibility in load Q 
balancing iCOD processors HP recommends installing iCOD Purchase 

' software on a1l nPartitions.) 

On nPartition servers that have iCOD Utility (pay per use) contracts, 
you must install the iCOD Utility software on every nPartition in the 
complex. 

Ifyou expect to boot an nPartition from different devices-even on rare 
occasions-you must install the appropriate iCOD software bundle on all 
potential boot devices (such as the devices at the PRI, HAA, and ALT 
boot paths). 

406 HP System Partitions Guide: Administration for nPartitions, rev 6.0 

~·· 



c 

o 

Processor lnstant Capacity on Demand (iCOD) 
lnstalling and Configuring iCOD on nPartitions 

Step 2. [An HP seruice representatiue must perform this step.]' 

Validate the server complexas an iCOD server. 

Step 3. Configure sendmail so that it can send e-mail to an HP mail server that 
is outside ofyour company's firewall. 

HP iCOD software sends encrypted e-mail from the local nPartition 
running iCOD to HP for billing purposes and to request licensing 
information. Details on sendmail configuration are in the user's guide 
for iCOD. 

You must configure sendmail on ali nPartitions that have iCOD software 
installed. On nPartitions with multiple boot devices, configure sendmail 
for each boot device. 

Step 4. Configure the iCOD contact information for each nPartition that has 
iCOD software installed, using the icod_modify -c ... command. 

This specifies the person who will receive iCOD licensing e-mail from HP 
and iCOD configuration change notices. For example: 

# icod_modify -c "Joe Doe":joe@company.com:555-5555 

On nPartitions with multiple boot devices, configure the the iCOD 
contact information for each boot device, in case alternate devices (such 
as HAA or ALT) are booted. 

Step 5. [This step needs to be performed only once for the entire server complex.] 

Requ~st a lice~se by issuing the icod _ notify command (wit.h no 
options) in any nPartition that has iCOD, sendmail, and the contact 
information configured. 

The icod _ notify command sends an iCOD asset report to HP and to the 
iCOD contact and root .for the nPartition. After HP receives the asset 
report à confirmation e-mail, which contains the iCOD license key, is 
sent to the iCOD contact. 

Apply the license for iCOD by issuing the icod_modify - 1 ... 
command. For example: 

# icod_modify -1 AABBCCDD 

where AABBCCDD is the iCOD license key given in the confirmation 
e-mail. You only need to apply the iCOD license once for the entire server 
complex. . . 
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. - ---. ... 

Step 6. Use iCOD features: list iCOD statistics with icod_stat and, when 
required, activate or deactivate processors. 

To list iCOD configuration details for the local nPartition, use the 
icod_stat command (with no options). 

For an nPartition complex that has iCOD Purchase configured for 
multiple nPartitions, you also can use the icod_stat -p command to 
display iCOD processor usage statistics for all nPartitions in the server 
complex. (The -p option does not give more information for iCOD Utility 
configurations or for non-nPartition configurations.) 

See Procedures for Changing Processar iCOD Configurations 
on nPartitions on page 409 for details on managing an nPartition's iCOD 
processors. 

408 HP System Partitions Guide: Administration for nPartitions, rev 6.0 

o 

o 



c 

o 

l(s-;qO 

Processor lnstant Capacity on Demand (iCOD) 
Procedures for Changing Processar iCOD Configurations on nPartitions 

Procedures for Changing 
Processor iCOD Configurations 
on nPartitions 

This section covers the following procedures for changing the iCOD 
configuration on nPartitions. These procedures apply for both iCOD 
Purchase and iCOD Utility software and contracts. 

• 

• 

Actiuating and Deactiuating Processors with iCOD on page 410 

This procedure (using the icod_modify -a ... or icod_modify -d .. . 
command) activates or deactivates processors in an nPartition with 
iCOD. 

Setting the Total Number of Requested Actiue Processors on page 411 

This procedure (using the icod_modify -s ... command) sets the total 
number ofrequested active processors for an nPartition with iCOD 
software installed and configured. 

• Load Balancing Processors across nPartitions with iCOD on page 412 

• 

• 

This procedure (using both the icod_modify -d ... and icod_modify -a ... 
commands) adjusts the balance of activated processors across two 
nPartitions in the same server complex: deactivate processors in one 
nPartition and activate the same number ofprocessors in another 
nPartition. 

. . 

iCOD Contract Changes for an nPartition Seruer Complex on 
page 413 

This procedure describes how to change your existing iCOD contract 
to either iCOD Purchase or iCOD Utility by co:ntacting HP sales or 
support :r:epresentatives. 

Remouing iCOD Software and Functionality from nPartitions on 
page 414 

This procedure describes how to remove iCOD software and 
functionality from an nPartition server complex after completing 
your iCOD purchasing and contract obligations. 

409 ' HP System Partitions Guide: Administration for nPartitions, rev 6.0 

'"Rãs n-;õ3i2ô~ . 
CPMI CORREIO~ i 

I 

Fls : 1 O 2 2 



NOTE 

NOTE 

i s ')~q 
Processor lnstant Capacity on Demand (iCOD) 0 ~ ' 
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The following nPartition changes also can cause iCOD software to 
activate a different number or set of the nPartition 's processors: adding 
and removing cells from an nPartition, making cells active or inactive, or 
configuring or deconfiguring processors from cells in the nPartition. 

Activating and Deactivating Processors with iCOD 

This procedure (usingthe icod_modify -a ... or icod_modify - d . .. 
command) activates or deactivates processors in an nPartition with 
iCOD. 

Activating or deactivating processors can affect your billing for iCOD 
services. 

On systems with HP processar set (Pset) software installed: newly 
activated processors are assigned to the default Pset, and deactivated 
processors are removed from the Pset to which they were assigned. 

HP's iCOD software selects processors for activation or deactivation by 
following the appropriate processar installation order for the machine 
type. The iCOD utilities select processors based on their physical 
location in the server (not their HP-UX CPU IDs). 

For example, on HP Superdome servers the processar install arder for 
each cell is: first processar slot O, then slots 3, 1, and 2. . · ' . 

As a result, all active cells in a Superdome nPartition always have 
processar O activated beca use a minimum of one processar must be 

.. ~ ··. J 

o 

activated per cell. Then, as needed to meet the iCOD "requested a ctive. Q 
processors" ~umber for the nPartitio~, each cell's "processor 3" slot is · 
activated, then each cell's "processo r 1" slot, and finally the "processar 2" 
slots. 

Step 1~ Login to the nPartition in which you will be activating or deactivating 
processors. 

You can activate or deactivate processors in only the local nPartition (the 
nPartition in which you issue the icod _ modify command). 
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Procedures for Changing Processar iCOD Configurations on nPartitions 

Step 2. Issue the icod._modify command with either the - a # option (to activate 
# processors) or -d # option (to deactivate # processors). 

You must include the following details after the -a or -d option. This 
information is recorded in the nPartition's iCOD change log. 

[description]:user_name:mgr_name:mgr_email :mgr_phone 

These details provide an optional description ofthe change, the name of 
the user/person making the change, and the authorizing manager, 
manager's e-mail address, and manager's phone number. 

For example, to activate two processors (-a 2): 

a icod_modify -a 2 "two CPUs added":Ann:Joe:jdoe®comp.com:555-5555 

In the next example, one processor is deactivated ( -d 1): 

# icod_modify -d 1 "one less CPU":Ann:Joe:jdoe®comp.com:555-5555 

See also the icod_modify (1M) manpage for details. 

Step 3. As desired, issue the icod_stat command to list the new processor 
configuration details for the local nPartition. 

Setting the Total Number of Requested Active Processors 

This procedure (using the icod_modify -s ... command) sets the total 
number of requested active processors for an nPartition with iCOD 
software installed and configured. 

Performing this procedure can increase or decrease the number of 
activated processors in an nPartition. 

·Ü--
NOTE 

\ 

Activating or deactivating processors can affect your billing for iCOD 
services. 

On systems with HP processar set (Pset) software installed: newly 
actiuated processors are assigned to the default Pset, and deactivated 
processors are removed from the Pset to which they were assigned. 

Step 1. Login to the nPartition in which you will be activating or deactivating 
processors. 
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Procedures for Changing Processar iCOD Configuration 

You can activate or deactivate processors in only the local nPartition (the 
nPartition in which you issue the icod_modify command). 

Step 2. Issue the icod_modify -s ... command and specify the number of 
processors to be activated. 

You must include the following details after the -s option. This 
information is recorded in the nPartition's iCOD change log. 

[description]:user_name:mgr_name:mgr_emai l:mgr__phone 

For example, the following command sets the number of "requested 
active processors" to 10, which may increase or decrease the number of 
activated processors in the nPartition (depending on the number of 
processors available before the command is issued). 

# icod_modify -s 10 "activate 10 CPUs tota1":Ann:Joe:jdoe®comp.com:555-5555 

NOTE 

See also the icod_modify (1M) manpage for details. 

Step 3. As desired, issue the icod_stat command to list the new processar 
configuration details for the local nPartition. 

Load Balancing Processors across nPartitions with iCOD 

This procedure (using both the icod_modify -d ••• and 
icod_modify -a ... commands) adjusts the balance ofactivated 
processors across two nPartitions in the same server complex: deactivate 
processors in one nPartition and ·activate the sru:pe number of processors 
in another nPartition. 

After "load balancing" processors across nPartitions, each nPartition still 
has the ,sam~ cells and processors assigned to it. 

However, this procedure ·reduces the number of activated processors in 
the first nPartition and increases (by the same amount) the number of 
activated processors in the second nPartition. 

This procedure does not affect your billing for iCOD services if the total 
number of activated processors in the complex does not change and the 
operations are not performed by HP service representatives. 

Both nPartitions must have iCOD software installed and configured. 
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Procedures for Changing Processar iCOD Configurations on nPartitions 

Also, both nPartitions must have enough activated or deactivated 
processors to accommodate the reduction or increase in processorso 

Step 1. Login to the first nPartition and deactivate the number ofprocessors you 
plan to activate in the second nPartitiono 

See the procedure Activating and Deactivating Processors with iCOD on 
page 410, and use the icod _ modify -do o o command to deactivate the 
processorso 

If HP processar set (Pset) software is installed, deactivating processors 
removes the corresponding CPU IDs from the Pset to which they were 
assignedo 

Step 2. Login to the second nPartition and activate the same number of 
processors you deactivated in the previous stepo 

See the procedure Activating and Deactivating Processors with iCOD on 
page 410 and use the icod_modify -a. o. command to activate the 
processorso 

If HP processar set (Pset) software is installed, the newly-activated 
processors are assigned to the local nPartition's default Pseto 

iCOD Contract Changes for an nPartition Server Complex 

This procedure describes how to change your existing iCOD contract to 
either iÇOD Purchaseo or iCOD Utility by contacting HP sales or support 
representativeso 

Changing the type ofiCOD contract for a server complex will affect your 
billing for iCOD serviceso 

Step· 1. Contact your HP s·ales or support representatives and request an iCOD 
' contract and' software changeo 

Changing the type ofiCOD contract and software will require that an HP 
service representative alter the iCOD software configuration for all 
nPartitions affected by the changeo 

For nPartitions that have multiple boot devices (such as PRI, HAA, and 
ALT), HP iCOD softw2 on every boot device must be updated. 
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Step 2. Consider any software licensing issues or nPartition system 
configuration issues that you must address when changing from iCOD 
Purchase to iCOD Utility (pay per use) or vice versa. 

For example, some nPartitions may have different sets ofprocessors 
activated as a resulto f the change. Or, in the case of a pay per use (iCOD 
Utility) contract, the set of activated processors in each nPartition may 
change on an ongoing basis. 

Such changes could potentialiy affect HP processar set (Pset) 
configurations, o r the configuration o f HP Process Resource Manager 
(PRM) or HP Workload Manager (WLM) software. 

Removing iCOD Software and Functionality 
from nPartitions · 

This procedure describes how to remove iCOD software and functionality 
from an nPartition server complex after completing your iCOD 
purchasing and contract obligations. 

For more details, see the Instant Capacity on Demand (iCOD) and Pay 
Per Use (PPU) User's Guide for Version B.04.x and the Instant Capacity 
on Demand (iCOD) User's Guide for Version B.OS.OO. 

Step 1. Confirm that ali processors in ali nPartitions in the server complex are 
activated and purchased. 

Ali processors in the complex are activated when: for every nPartition 
the "requested active processors" equals the "total processors". You can 
check this by issuing the icod_stat command in each nPartition . 

-~ : -J 

o 

If you have a server complex that is under an iCOD Purchase contract, 
you also must have paid the enablement fee for ali processors. Confirm O 
this with your HP sales or service representative. 

lfyour server complex is under an iCOD Utility (pay per use) contract, 
you must check with your HP sales or service representative to 
determine if you have met ali contract requirements. 

Step 2. Mter confirming with HP that you have completed ali requirements, use 
the swremove command to uninstali the iCOD Purchase or iCOD Utility 
bundle. 
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You must remove the bundle from every nPartition that no longer is 
under contract. In the case of iCOD Utility contracts this involves 
removing the bundles from all nPartitions. 

On nPartitions where iCOD software is installed on multiple boot devices 
(such as PRI, HAA, and ALT) you should remove the bundle from all 
devices. 

See the iCOD documentation and the swlist (1M) and swremoue (1M) 
manpages for details. 
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Managing iCOD Utility (Pay Per Use) 
on nPartitions 

This section describes severa! methods of managing processo r resources 
for a server complex that is under a pay per use (iCOD Utility) contract. 

Ifyour server complex is under an iCOD Utility contract then you are 
billed for all activated processors in the whole nPartition server complex. 

The pay per use iCOD Utility contract enables you to manage processar 
resources in the complex in such a way that you only pay for the amount 
of processar resources that you actually require. 

When you have processors in an nPartition complex that you do not need, 
you can exclude those processors from billing by deactivating processors, 
by making processors inactive, or by deconfiguring processors. 

These three methods of excluding processors from pay per use billing are 
discussed here. See the Deactivated Processors, Inactive Processors, and 
Deconfigured Processors sections that follow. 

Tips for Pay Per Use Processor Management 

• The recommended method for activating and deactivating processors 
on nPartitions isto use the icod_modify command. This command 
instantly increases or decreases the number of available processar 
resources in the nPartition without requiring a réboot. · 

For example, if an nPartition is underused-as when most of the 
nPartition's processors are constantly idle-you could deactivate 
unneeded processors by using the icod _ modify -d ... command. 

• Whén an .entire nPartition in a complex is unused you can exclude 
that nPartition's processors from billing by making the nPartition 
inactive. 

416 

For example, if an nPartition is not running HP-UX but is ''just 
sitting at the BCH interface" you could reset the nPartition to the 
ready for reconfig state by using the BCH RECONFIGRESET command 
to make the nPartition inactive. (When an nPartition is running 
HP-UX, using the shutdown -R -H command makes the nPartition 
inactive.) 
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Managing iCOD Utility (Pay Per Use) on nPartitions 

When an nPartition is inactive, all its cells and processors are 
inactive and cannot be used until the nPartition is booted (using the 
GSP or MP Command menu's BO command). 

• Individual cells that are inactiue are not billed for iCOD Utility 
purposes, because all processors on inactive cells also are inactive. 

This includes unassigned cells, as well as cells that have not 
participated in "partition rendezvous" for their assigned nPartition 
(for example: newly-added celis or cells that had a "n" 
use-on-next-boot value when the nPartition last booted). 

A deactivated processor is one that has been "turned off" by the 
nPartition's iCOD software, perhaps as a result ofthe 
icod_modify -d ... command. Deactivated processors can be activated 
instantly by using the icod _ modify -a ... command. 

The iCOD software selects which processors are activated and 
deactivated and chooses processors based on their physicallocations. 

For details, see the procedures in Actiuating and Deactiuating Processors 
with iCOD on page 410. 

An inactive processor is a processor that is in an inactive cell and thus 
is at a boot is blocked (BIB) state. 

The following examples describe situations where both cells and 
processors are inactive (and thus are not subject to iCOD Utility billing): 

• All processors on a cell that is not assigned to an nPartition are 
inactive. 

• All processors on a cell that did not participate in "partition 
rendezvous" for its nPartition are inactive. 

You can ~ake a cell inactive either by unassigning it from an 
nPartition, or by setting the cell's use-on-next-boot value to "n" 
(meaning: do not use the cell) and rebooting the cell's nPartition. 

• All processors on cells that are assigned to an inactive nPartition are 
inactive. 

You can make ali processors in an nPartition inactive by resetting 
the nPartition to the ready for reconfig state. In an inactive 
nPartition, ali cells are inactive and thus all processors on cells in 
the nPartition are inactive. 
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To put an nPartition in the inactive, ready for reconfig state: if 
HP-UX is running use the shutdown -R -H command, or if at the 
Boot Console Handler (BCH) interface use the RECONFIGRESET 

command. 

Nane of an inactive cell's resources (processors, memory, or any 110 
connected to the cell) are available for use in an nPartition. For the cell's 
processors and other hardware resources to be used, the cell must be 
assigned and actiue in an nPartition. 

A deconfigured processar is a processar that has been made 
unavailable for use by its nPartition through settings enabled by Boot 
Console Handler (BCH) menu commands. 

You can deconfigure processors using the BCH Configuration menu's 
CPUCONFIG command. Also use this command to configure processors 
that have been deconfigured. 

Using BCH commands to configure and deconfigure processors requires 
rebooting the nPartition in which the processors reside. For this reason 
deconfiguring processors is not the recommended method of making 
processors inactive for iCOD purposes. 

Instead, the recommended method is to deactivate processors using the 
icod_modify -d ... HP-UX command, which can instantly make 
processors deactivated and activated without rebooting. 
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This chapter describes how to use and manage processar sets (Psets) on 
nPartition systems. 

Using Psets, you can create multiple independent processar groups in an 
nPartition. Each Pset has its own processors, schedules, and attributes. 
Because Psets are dynamic, you can create, modizy, and destroy Psets 
instantly as your system needs demand. 

HP's processar set software is an optional package that is free for all 
HP-UX lli systems and is available at the http: I /software.hp.com 
Web site. 

The same Pset features are available on all HP-UX lli systems, 
including both non-partitionable systems and nPartitions servers. 

On nPartition servers, however, you should be aware ofthe nPartition 
system configuration issues that can affect your use of processar sets. 
This chapter covers special configuration issues for Psets in nPartition 
environments. 

Using both Processar Sets (Psets) and iCOD simultaneously is supported 
for iCOD Purchase Version 5.0 and higher only . 
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Processar Sets (Psets) on nPartitions 

lntroduction to Psets 

Introduction to Psets 

HP's processar set (Pset) product is an optional software package that 
runs on any HP-UX lli system, including all nPartition servers. The 
Pset software package is free and is available from the 
http:/ /software.hp.com Web site. 

Each processar set (Pset) is a group of active processors that functions as 
an independent scheduling allocation domain . When the Pset software is 
installed, you can establish multiple Psets in a single HP-UX system. 

By dividing the active processors in an nPartition into multiple Psets, 
you can provide processar resource isolation for applications that run in o 
each Pset. Each application only has access to the processors assigned to 
the Pset in which it runs. 

You can dynamically create and reconfigure Psets using the psrset 
command or HP's Process Resource Manager (PRM). You also can launch 
each thread or process to run in a specific Pset and can manually migra te 
threads and processes to different Psets while they run. 

In systems where Pset software is installed, every thread and process is 
bound to only one Pset at a time. 

Applications are not migrated to different Psets unless you have 
configured PRM to do so, or if you manually bind a process to a different 
Pset using the psrset command. 

HP-UX load balancing occurs within each Pset. Because load balancing 
does not occur across Psets, processors in one Pset can potentially be 
oversubscribed while processors in another Pset are nearly idle. This is 
an aspect o f the processo r resource isolation that Psets provi de. 

Both real-ti~e and time-share schedulers are supported for processar 
sets and each Pset has its own schedulers. So, for example, real-time 
processes in one Pset only contend for processors in the Pset in which 
they are running. 

Use of the HP-UX gang scheduler is supported only in the default Pset 
(processar set ID 0), as ofthe current Pset software release. See the 
gang_sched (7) manpage or the mpsched (1) manpage for details on using 
gang scheduling. 
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The HP-UX operating system number processors from O to n-1, where n 
is the number of configured processors on active cells in an nPartition. 

Each physical processar is not necessarily given the same logical HP-UX 
processar ID each time the nPartition is booted. HP-UX processar IDs 
are assigned on a first-come first-numbered basis. As a result, even if an 
nPartition's processar configuration does not change, the correlations 
from physical processors to logical HP-UX processar IDs may change 
when HP-UX is rebooted in the nPartition. 

This list gives details on how processors are available and numbered by 
HP-UX running on nPartitions. 

• The following processors are numbered andare available: processors 
that are configured, reside on active cells, and (ifHP's iCOD software 
is configured) are activated by iCOD. 

• Processors that are deconfigured are not available and are not 
numbered by HP-UX. 

• 

• 

For deconfigured processors to be available they first must be 
configured using the nPartition's Boot Console Handler (BCH) 
interface. 

For details refer to the chapter Listing and Managing 
Server Hardware on page 305. 

Processors on inactive cells are not available and are not numbered 
by HP-UX. The cells must be active and must have configured 
processors in arder to contribute processors to the nPartition. 

Processors that have been deactivated by HP's Instant Capacity on 
Demand (iCOD) software are numbered by HP-UX but are not 
available to be used until they are activated by iCOD. 

This means that when iCOD has deactivated one or more processors, 
some pro~essors were numbered by are.not listed in output displayed 
by commands such as mpsched - s, top, o r sar. 

For example, the mpsched output below shows that processors 1, 2, 5, 
6 and possibly others are deactivated. (To view more iCOD details 
use icod_stat.) Refer to the chapter Processar Instant Capacity 
on Demand (iCOD) on page 397 for details. 

# mpsched -s 
System Configuration 

Locality Domain Count: 1 
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Processar Count 

Doma in 

o 
# 

o 

Processors 

3 4 7 

5 

8 

When Pset software is installed, a system default Pset always exists that 
gives all users access to the processors assigned to it. The default Pset is 
Pset O, which always has at least processor ID O assigned to it. 

All processors are initially assigned to the default Pset until you 
configure processors to belong to other Psets. 

When a Pset is destroyed or when a processor is removed from a Pset, 
the processors involved are assigned back to the default Pset. 

Each Pset has attributes that configure the Pset's behavior in var ious 
situations. These attributes also include "owner, group, and other s" -
access permissions similar to traditional HP-UX file permissions. The 
default Pset's attributes cannot be changed, but all other Psets can have 
their attributes adjusted as needed. 

Users who have write access for a Pset can modify some ofthe Pset's 
attributes, including attributes other than the access permissions. Each 
Pset's owner can modify the Pset's access permissions. 

The following users can modify all aspects of all non-default Psets in a 
system: root, superuser, and users who belong to a group that has the 
PSET privileged capability. These users can modify all Pset attributes, 
modify all Pset processor assignments, and can create and destroy Psets. 

o 

The PSET privileged capability is established for a group.by issuing the O 
setpri vgrp command. For example, setpri vgrp mygrp PSET applies 
this privilege {and no other privileges) to the "mygrp" group. See the · 
setprivgrp (1M) manpage for details. 

When HP-UX boots on an nPartition that has Pset software installed, by 
default all processors are assigned to the default Pset: Pset O. 

You can have multiple Psets established at boot t ime either by creating 
HP-UX startup scripts that configure Psets, or by configuring Psets 
through PRM and having PRM establish configurations at boot time. 
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Child threads and processes inherit the Pset binding~ of their parents. 

So, for example, when a process creates child processes, the children are 
are launched into the same Pset as the parent. 

By using the Pset programming interface you can have more control over 
the Pset locations where threads and processes are spawned and run. 

The HP Process Resource Manager product enables you to create and 
manage Psets through its graphical interface. 

PRM provides the ability to maintain Pset configurations across system 
reboots. lt also has the ability to assign (isolate) memory to Psets, thus 
giving Psets memory isolation as well as processar resource isolation. 

PRM software refers to Psets that it tracks using PRM IDs or names, 
rather than using Pset IDs. PRM may modifY Psets and cause them to be 
renumbered while managing Psets. Thus, if you use the psrset -i 
command while PRM has configured Psets, you may notice this 
renumbering of Pset IDs. 

Note that ifyou have used PRM to assign specific processar IDs to Psets 
in the system, all specified processar IDs must be present for PRM to be 
able to load and establish the Pset configurations. Otherwise, when 
specified processors are not present, PRM cannot create the Psets. 

You can help avoid this potential problem by not specifYing processar IDs 
and instead specifYing the number of processors for PRM to configure in 
each Pset. 

This processar availability issue can prevent PRM from loading Pset 
configurations when iCOD software in an nPartition has deactivated one 
or more of the specified processors. 

PRM also may be prevented from loading Pset configurations when any 
of the following has occurred in an nPartition: deconfiguring processors 
(at the BCH interface), unassigning a cell from an nPartition, or making 
one or more of an nPartition's cells inactive. 

For details on managing PRM, see the PRM online help or HP Process 
Resource Manager User's Guide. Also see the psrset (1M) manpage for 
details on using the -f option while PRM is managing Psets. 

For details on the Pset programming interface, see the following HP-UX 
manpages: pset_assign (2), pset_bind (2), pset_create (2), pset_ctl (2), 
pset_destroy (2), pset_getattr (2), pset_setattr (2). 
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Tools for Managing and Using P sets 

This section lists severa! tools for managing Psets. 

For details, see these manpages: psrset (1M), xprm (1), prmconfig (1), 
mpsched (1), rtsched (1), sar (1M), setpriugrp (1M), and getpriugrp (1). 

• /usr/sbin/psrset 

This command provides the main command-line interface for Psets. 

• HP Process Resource Manager (PRM): 
/opt/prrn/bin/xprrn and 
/opt/prrn/bin/prrnconfig 

These commands provide graphical (xprrn) and command-line 
(prrnconfig) interfaces to PRM, which has built-in support for Psets. 

• /usr/bin/mpsched 

This command provides a method for launching and managing 
time-share processes and threads, allowing for processor binding and 
unbinding, enabling gang scheduling, and inquiring about system 
and process attributes. 

• /usr/bin/rtsched 

This command provides a method oflaunching real-time threads and 
processes. 

• /usr/sbin/sar 

This command reports system activity, including Pset activity when 
the -p pset option or - P option is specified. 

o 

For example, sar -u -M -P 5 gives a snapshot of system processor o 
use 'Over a five second period, and beca use - P is specified Pset 
assignments are·included. 

• /usr I sbin/ setpri vgrp and 
/usr/bin/getprivgrp 

424 

The setpri vgrp command sets privileged capabilities for a specified 
group. When issuing this command, you must list all privileged 
capabilities that are to be applied for the group. For example: 
setpri vgrp mygrp PSET RTSCHED grants special Pset and real-time 
scheduling capabilities to the members of the "mygrp" group. 
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To remove privileged capabilities for a group, issue the setpri vgrp 
command with no capabilities specified (for example: 
setpri vgrp mygrp). 

The getpri vgrp command reports privileged capabilities for the 
user issuing the command. 
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Procedures for Managing Psets 

This section lists only the psrset command-line procedures for 
managing Psets. 

The common Pset tasks briefly given here are: 

• Listing Pset Configurations on page 426 

• Creating a New Pset on page 426 

• Destroying (Deleting) a Pset on page 427 

• Assigning (Reassigning) Processors to Psets on page 427 

• Unassigning (Removing) Processors from Psets on page 427 

• Configuring Pset Attribute Values on page 427 

• Setting Pset Access Permissions on page 428 

• Running Programs in a Pset on page 429 

• Binding Threads and Processes to a Pset on page 429 

Also see the psrset (1M) manpage for details, or see Example Uses of 
Psets on page 430 for command output and examples. 

For details on support for Psets in HP Process Resource Manager (PRM) 
refer to the book HP Process Resource Manager User's Guide or the PRM 
online help. 

Listing Pset Configurations 

Step 1. /usr I sbin/psrset -i 

o 

This lis~s all Psets defined in the system including the processors Q 
assigned to each and the owner, access permissions, and attributes for 
the Psets. · 

Creating a New Pset 

Step 1. /usr/sbin/psrset -c [processor_ list] 

where processor-'-list is an optionallist ofprocessors that are assigned 
to the newly created Pset. 
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Processor Sets (Psets) on nPartítions 

Procedures for Managing Psets 

Step 1. /usr/sbin/psrset -d [pset_list I all] 

where you specify either all (to delete ali Psets) or a list of the Psets to 
be deleted (pset _list). 

When you delete a Pset, the Pset's ID no longer exists and ali processors 
assigned to the Pset are assigned to the default Pset. Deleting ali Psets 
(psrset -d all) causes ali processors to be assigned to the default Pset 
(Pset ID 0), which then is the only Pset in the system. 

The user issuing this command must have write permission for the Psets 
that are deleted. 

Assigning (Reassigning) Processors to Psets 

Step 1. /usr/sbin/psrset -a pset_id processor_ list 

where pset_idis the Pset to which the processors specified in 
processor_list are assigned. 

The user issuing this command must have write permission for both the 
Pset specified by pset _ id and the Pset(s) to which the processors in 
processor_list are assigned. 

Unassigning (Removing) Processors from Psets 

Step 1. /usr/sbin/psrset -r processor_list 

where processor_list is the list ofprocessors that will be removed 
from their current Psets and assigned to the default Pset. 

' ' 

The user issuing this command must have write permission for the 
Pset(s) to which the processors in processor_list are assigned. 

Configuring Pset Attribute Values 

To configure access permissions (OWNID, GRPID, PERM) you must have 
root or superuser access or membership ·na group that has PSET 

privileged capabilities. 
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Step 1. /usr/sbin/psrset -t pset_id attr_name=at t r _ value 

where pset _ id is the Pset whose attribute(s) will be configured. 

Each attribute (attr_ name) is set to the corresponding value 
(attr_ value) specified. 

Attributes include OWNID, GRPID, PERM, and others listed in the psrset 
(1M) manpage. 

Ste~ .~2. /usr/sbin/psrset [-n I -F] pset_id 

where pset _ id is the Pset for which externai I/0 interrupts are either 
enabled ( -n) or disabled (-F). O 
When configuring attributes other than access permissions, the user 
issuing these commands must have write permission for the Psets 
specified. 

Setting Pset Access Permissions 

Step 1. Use the psrset command's -t option, as described in Configuring Pset 
Attribute Values on page 427. 

To configure access permissions (OWNID, GRPID, PERM), you must have 
root or superuser access or membership in a group that has PSET 

privileged capabilities. 

Specify the PERM attribute and corresponding value to set access 
permissions. 

/usr/sbin/psrset -t pset_id PERM=plp2p3 

where pset _ id is the Pset and plp2p3 is the set o f access permissions for 
the Pset owner (pl), Pset group (p2) , and others (pJ) . 

Each access permission (owner, group, and others) is a number from 0-7 
to indicate execute (x), write (w), andlor read (r) permissions. 

O=no permissions, l=x, 2=w, 3=xw, 4=r, S=xr, 6=wr, 7=xwr 

Execute allows running programs in the Pset, write allows changing the 
Pset configuration, and read allows reading the Pset configuration. 

428 HP System Partitíons Guide: Administration for nPartitions, rev 6.0 

o 



o 

o 

Processor Sets (Psets) on nPartitions 

Procedures for Managing Psets 

For example "PERM=754" gives the Pset owner execute, write, and read 
permissions; gives members ofthe Pset's group execute and read 
permissions; and gives other users only read permission. 

You also can specify attributes and values to change the owner (OWNID) 

and group (GRPID) for the Pset. 

Running Programs in a Pset 

Step .1. /usr/sbin/psrset -e pset_id command [arguments] 

where pset _ id is the Pset in which the specified command will be 
executed. 

As needed, specify arguments to list any command-line options or 
arguments for the command. 

The user issuing this command must have execute permission for the 
Pset in which the command is run. 

Binding Threads and Processes to a Pset 

Step 1. /usr/sbin/psrset -b pset_id pid_list 

where pset_idis the Pset in which the specified process IDs (pid_list) 
will be bound. 

The user issuing this command must have execute permission for both 
the original and new Psets in which the process ID executes. 
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Example Uses ofPsets 

These examples show the use ofprocessor sets (Psets) on an HP 
Superdome server that also has HP Instant Capacity on Demand (iCOD) 
"pay per use" software installed. 

Uses ofthe optional HP iCOD software commands are noted in the text 
accompanying the examples. 

For iCOD management information, refer to the chapter Processar 
Instant Capacity on Demand (iCOD) on page 397. 

The following Pset examples are given in this section. 

• Listing, Creating, and U sing Psets on page 430 

• Destroying a Pset and Reassigning Processors on page 432 

• Example of Running and Binding Programs in Psets on page 434 

• Managing Pset Permissions and Attributes on page 436 

. Exam.ple 10-1 Listing, Creating, .and Using Psets 

# psrset -i 
PSET 
SPU LIST 
OWNID 

. GRPID 
PERM 
I OI NTR 
NONEMPTY 
EMPTY 
LASTSPU 

# 

Initially this nPartit ion has only one Pset: the default Pset, which is Pset 
O. 

o 
o 1 2 

\ 
3 ' 4 5 6 7 8 9 10 1 1 

o 
o 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 
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The icod_modify command sets the total number or'processors to four. 
As the psrset -i command shows, this reduces the number of 
processors that are available and assigned to Psets. No te that processo r 
IDs (listed in the SPU _ LIST) are not sequentially numbered beca use 
several processors have been deactivated by the iCOD software. 

# icod_modify -s 4 "set to 4":Ann:Joe:jdoe@comp.com:555-5555 

4 processors are now active. 

NOTE : 

# psrset 
PSET 

Q sPu_LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

# 

Verify that HP and 3rd party software licenses are upgraded 
to take into account the number of active processors. 

-i 
o 
o 3 4 8 
o 
o 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

Create a new Pset using processar IDs 4 and 8, using the psrset -c ... 
command. Then list all Psets using the psrset -i command. 

# psrset -c 4 8 
successfully created pset 2 
successfully assigned processar 4 to pset 2 
successfully assigned processar 8 to pset 2 
# psrset -i 
PSET O 
SPU LIST O 3 
OWNID o 

O GRPID o 
PERM 755 
IOINTR ALLOW 
NONEMPTY DFLTPSET 
EMPTY FAIL 
LASTSPU DFLTPSET 

PSET 2 

I 
SPU LIST 4 8 
OWNID o 
GRPID 3 
PERM 755 
IOINTR ALLOW 
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NONEMPTY 
EMPTY 
LASTSPU 

# 
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DFLTPSET 
FAIL 
DFLTPSET 

Example 10-2 Destroying a Pset and Reassigning Processors 

# psrset -i 
PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 

' NONEMPTY 
EMPTY 
LASTSPU 

# 

o 
o 
o 
o 
755 
ALLOW 

List the local nPartition's Pset configuration using the psrset -i 
command. There are three Psets: the default Pset O, Pset 10, and Pset 
11. 

1 2 3 4 

DFLTPSET 
FAIL 
DFLTPSET 

10 
9 10 11 
o 
3 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

11 
5 6 7 8 
o 
3 
755 
ALLOW 
DFLTPSET 
FAIL· 
DFLTPSET 

Destroy Pset 10 because it is no longer needed. Its processors (9, 10, and 
11) are assigned back to the default processar set (Pset 0). Then list the 
new Pset configurations using the psrset -i command. 

432 HP System Partitions Guide: Administration for nPartitions, rev 6.0 

~o 

~o 



.. 
' 

# psrset -d 10 
successfully destroyed 
# psrset -i 
PSET o 
SPU LIST o 1 2 
OWNID o 
GRPID o 
PERM 755 
IOINTR ALLOW 
NONEMPTY DFLTPSET 
EMPTY FAIL 
LASTSPU DFLTPSET 

PSET H 
SPU LIST 5 6 7 

O OWNID o 
GRPID 3 
PERM 755 
IOINTR ALLOW 
NONEMPTY DFLTPSET 
EMPTY FAIL 
LASTSPU DFLTPSET 

# 

pset 10 

3 4 

8 

9 10 11 

Processor Sets (Psets) on nPartitions 
Example Uses of Psets 

Assign processors 4 and 9 to Pset 11 using the psrset -a ... command. 
Then list the new Pset configurations using psrset -i, which shows the 
processar assignments for ali Psets (Pset O and Pset 11). 

# psrset -a 11 4 9 
successfully assigned processar 4 to pset 11 
successfully assigned processar 9 to pset 11 
# psrset -i 
PSET O 
SPU LIST o 1 2 3 10 11 
OWNID o 
GRPID o 

O PERM 755 
IOINTR ALLOW 
NONEMPTY DFLTPSET 
EMPTY FAIL 
LASTSPU DFLTPSET 

PSET 11 
SPU L!ST 4 5 6 7 8 9 
OWNID o 
GRPID 3 
PERM 755 
IOINTR ALLOW 
NONEMPTY DFLTPSET / . 

EMPTY FAIL 
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DFLTPSET 

Example 10-3 Example of Running and Binding Programs in Psets 

# psrset -i 
PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

# 

• o 

o 
o 
o 
o 
755 
ALLOW 

2 

List the current Pset configuration for the local nPartition. Two Psets are 
configured: Pset O and Pset 2. 

Note that processar ID 10 is not active in this nPartition (because iCOD 
software has deactivated it) . 

9 

DFLTPSET 
FAIL 
DFLTPSET 

2 
1 3 4 5 6 7 8 11 
o 
3 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

Use the mpsched command to run the "potato" program and bind it to 
processar ID 2. Then use the psrset -q ... command to list the Pset 
binding' for "potato" (process ID 10368); "potato" is bound to Pset O . 

. # mpsched -c 2 . /potato -n 7 
Pid 10368: bound. to processar 2 using the default process launch policy 
Threads = 7 
tid 2 c pu 2 
tid 3 c pu 2 
tid = 4 c pu 2 
tid 5 c pu 2 

·tid 6 c pu = 2 
tid = 7 c pu = 2 
tid = 1 c pu = 2 
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# psrset -q 10368 

Processor Sets (Psets) on nPartitions 
Example Uses of Psets 

PID 10368 PSET O 
# 

Use the psrset -b ... command to change the Pset binding for "potato" 
to Pset 2. Then use psrset -q ... to confirm that it is bound to Pset 2, 
and use the mpsched -q ... command to check its processar binding. 

# psrset -b 2 10368 
successfully bound pid 10368 to pset 2 
# psrset - q 10368 
PID 10368 PSET 2 • # mpsched -q .-p 10368 
Pid 10368: bound to processar 3 using the default process launch policy c# 
# sar -u -M -P 1 

Use the sar command to list the current nPartition's processar usage, 
including Pset details. Note that processar ID 3 in (Pset 2) is heavily 
loaded by the "potato" program. 

HP-UX feshd5a B.11.11 U 9000/800 10/23/01 

00:17:11 
00:17:12 

pset 
o 
2 
o 
2 
2 
2 
2 
2 
2 
o 
2 

c pu %usr %sys %wio %idle 
o o o 7 92 
1 o o 10 90 
2 o o 8 92 
3 100 o o o 
4 o o 4 96 
5 o o 8 92 
6 . o o 7 93 
7 o o 9 91 
8 o o 5 95 
9 o 1 9 90 

11 o o 8 92 
system 9 o 7 84 

Use the mpsched -u ... command to unbind the "potato" program 
(process ID 10368) from processar ID 3, to allow the program's threads to 
migrate to other processors in the Pset to which it is bound. 

Then use sar to list the local nPartition's current processar usage, 
including ali processar and Pset details. 

Since the "potato" program was unbound from processar 3, its threads 
were able to migrate to the other processors in the Pset to which it 
"potato" is bound (Pset 2). 

. ' 
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Processor Sets (Psets) on nPartitions 

Example Uses of Psets 

Ali processors in Pset 2 are being used fairly heavily, while processors in 
Pset O are 100% idle. This is dueto Pset processar resource isolation: by 
default each program only uses processors in the Pset in which it is run. 
(The Pset programming interface can override this default to launch 
threads and processes in other Psets, given the right conditions.) 

# mpsched -u -p 10368 
Pid 10368: not bound using the default process launch policy 
# sar -u -M -P 1 

HP-UX feshd5a B.11.11 U 9000/800 10/23/01 

00:24:26 p_sh c pu %usr %sys %wio %idle 
00:24:27 o o o o o 100 

2 1 101 o o o 
o 2 1 o o 100 
2 3 101 o o o 
2 4 100 1 o o 
2 5 96 o o 5 
2 6 101 o o o 
2 7 101 o o o 
2 8 18 2 o 81 
o 9 o 1 o 100 
2 11 88 o o 13 

system 64 o o 36 
# 

Example 10-4 Managing Pset Permissions and Attributes 

# psrset -i 
PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

o 
o 
o 
o 
755 
ALLOW 

This example modifi.es Pset owner, group, and access permissions; lists 
various Pset details; and includes other sample Pset uses by various 
users on the system. 

Use psrset -i to list the current Pset confi.guration for the local 
nPartidon. Three Psets are confi.gured: Pset O, Pset 7, and Pset 8. 

1 2 3 4 5 

DFLTPSET 

.~ FAIL 
DFLTPSET 
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PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 

O PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

# 

7 
9 10 
o 
3 
755 
ALLOW 

-7----...,_, 

5~07 · 

~ 
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Processor Sets (Psets) on nPartitions 

Example Uses of Psets 

DFLTPSET 
FAIL 
DFLTPSET 

8 
6 7 8 
O · 
3 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

Modify the group setting for Pset 8 to be group ID 20. Also use 
psrset -t ... to modify the permissions for Pset 8. Setting the 
permissions to 774 allows the owner (root) and users in group ID 20 (the 
group named users) to execute, write, and read Pset 8; all others can 
only read details about the Pset's confi.guration. 

# psrset -t 8 GRPID=20 
# psrset -t 8 PERM=774 
# 

Using the psrset -t ... command, change the owner for Pset 7 to user 
ID 103 (the user named ann). 

# psrset -t 7 OWNID=l03 o# 
Now ai'ln uses the id command to list the user ID and group 
memberships for her user account. She then lists the current Pset 
confi.guration for the local nPartition. 

The ann user account gives her execute and read access to Pset O, 
ownership of Pset 7 (including execute, write, and read access), and 
execute, write, and read access for Pset 8. 

She (ann) is considered one ofthe "others" (access permissions 5) for 
Pset O, the owner (user ID 103, with access permissions 7) for Pset 7, and 
a group member (group ID 20, access permission 7) for Pset 8. 
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ann $ id 

Processor Sets (Psets) on nPartitions 

Example Uses of Psets 

uid=103(ann) gid=20(users) groups=102(prog) 
ann $ psrset -i 
PSET O 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

ann $ 

o 1 2 3 4 5 
o 
o 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

7· . 
9 10 11 
103 
3 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

8 
6 7 8 
o 
20 
774 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

Because ann is the owner for Pset 7, she has authority to modify the 
Pset's user, group, and access permissions attributes. 

Using the psrset -t ... command, ann sets the group for Pset 7 to 102 
(the gr~up námed prog). Another psrset -t ... command sets access 
permissions for Pset 7 to 770, which gives the owner (ann) and prog 
group members access to execute, write, and read the Pset. Ali others 
have no permissions to use o r read Pset 7. 

ann $ psrset -t 7 GRPID=102 
ann $ psrset -t 7 PERM=770 
ann $ 

Now ann assigns processar ID 8 to Pset 7, using the psrset -a . .. 
command. 
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Processar 8 was assigned to Pset 8, but ann can reassign it because she 
has write permission for Pset 8 (she is a member of group ID 20, which 
has execute, write, and read permissions). 

Likewise, ann can assign the processar to Pset 7 because she has write 
permissions there (she is the owner, and has execute, write, and read 
permissions). 

Then ann lists the new configurations for Pset 7 and Pset 8 using the 
psrset -i 7 8 command. 

ann $ psrset 
successfully 
ann $ psrset 

-a 7 8 
a~signed processar 8 to pset 7 
:.J.. 7 8 

a SET 7 
PU_LIST 8 

OWNID 103 
9 10 11 

GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

ann $ 

o 

102 
770 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

8 
6 
o 
20 

7 

774 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

Now a Q.ifferent user in the same nPartition attempts to list and use the 
new Pset configurations. 

This user, j oe, lists his user ID and the IDs for the groups to which he 
belongs, and then lists ali Pset confi.gurations using the psrset -i 
command. Note that because j oe does not have read permission for 
Pset 7, he cannot view its attribute values (he is not the owner ora 
member of the Pset's group, so as one of the "others" he has no 
permissions), 

j 
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joe $ id 

Processor Sets (Psets) on nPartitions 
Example Uses of Psets 

uid=102(joe) gid=2 0(users) 
joe $ psrset -i 
PSET O 
SPU LIST O 1 2 3 4 5 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

PSET 
SPU LIST 
psrset: no 

PSET 
SPU LIST 
OWNID 
GRPID 
PERM 
IOINTR 
NONEMPTY 
EMPTY 
LASTSPU 

joe $ 

o 
o 
755 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

7- . 

8 9 10 11 
privileges for query operation on this pset 

8 
6 7 
o 
20 
774 
ALLOW 
DFLTPSET 
FAIL 
DFLTPSET 

When joe uses the psrset -e 7 ... command to attempt to execute the 
"potato" program in Pset 7, he cannot beca use he does not have execute 
permission in the Pset. 

However, when j oe uses the psrset -e 8 ... command to execute 
"potato" in Pset 8 the program is run in that Pset. He can run programs 
in Pset 8 beca use he is a member o f group ID 20 and members o f that 
group have execute, write, and read permission for the Pset. 

joe $ psrset -e 7 ./potato . 
psrset: no privileges to perform operation 
joe $ psrset -e 8 ./potato 
Threads = 2 
tid 1 cpu 6 
tid = 2 cpu 7 
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Virtual Partit·ons (vPars) 
Management on nPartitions 

This chapter describes how to create, configure, and manage HP's virtual 
partitions within an nPartition (hard partition) system environment. 
Each virtual partition can boot a single instance ofthe HP-UX B.ll.ll 
operating system. 

The HP virtual partitions (vPars) software is an optional feature that 
you can use to further subdivide a server's resources into multiple, 
smaller virtual machines through software partitioning. 

By configuring multiple virtual partitions within an nPartition, you can 
boot multiple instances ofHP-UX B.ll.ll in a single nPartition. 

For detailed tasks for configuring virtual partitions within an nPartition, 
see.Procedures for Managing Virtual Partitions on HP nPartition Servers 
on page 475. 

This chapter describes the current A.02.02 vPars software release, which 
supports HP rp7405/rp7410, HP rp8400, and HP Superdome servers. 

For an introduction to nPartition features, refer to the chapter nPartition 
System Overviews on page 31. 

Also refer to the book Installing and Managing HP-UX Virtual Partitions 
(uPars) for more details about HP's vPars software. 
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Figure 11-1 

Virtual Partitions (vPars) Management on nPartitions 
lntroduction to Managing Virtual Partitions on nPartitions 

Introduction to Managing Virtual Partitions 
on nPartitions 

Figure 11-1 shows how an nPartition can boot vPars software from its 
BCH interface, thus enabling one or more virtual partitions to run 
HP-UX B.ll.ll on a subset ofthe nPartition's active hardware. 

Overview of HP Virtual Partitions (vPars) in an nPartition 

442 

Available 
Hardware 

nPartition's Assigned Hardware 

HP nPartition Service Processar (GSP or MP) 

HP System Partitíons Guide: Administr, tion for nPartitions, rev 6.0 

o 

o 



Virtual Partition 
Hardware 

vPars Software, 
Booting, and 
Consoles 

o 

Virtual Partitions (vPars) Management on nPartitions 
lntroduction to Managing Virtual Partitions on nPartitions 

On HP nPartition servers, each virtual partition is assigned a subset of 
its nPartition's hardware. Only the actiue hardware assigned to the local 
nPartition can be used by virtual partitions within the nPartition. 

Hardware that is assigned to remote nPartitions and hardware that is 
inactive cannot be used by virtual partitions in the local nPartition. 

Each virtual partition runs its own instance ofHP-U:X and has its own 
dedicated hardware resources. You can reconfigure virtual partitions and 
can dynamically reallocate certain processors among virtual partitions in 
the local nPartition, but you cannot share resources across virtual 
partitions or across nPartitions. 

The hardware assigned to each virtual partition includes: processors 
(CPUs), memory, and input/output busses. Each I/0 bus can have a PCI 
card installed and devices attached. 

Each virtual partition should be assigned at least one I/0 bus (LBA) that 
has a boot device with HP-U:X B.ll.ll and the vPars software product 
installed. An I/0 bus with a network interface card also should be 
assigned to each virtual partition to support networking. See uPars 
Requirements and Recommendations on page 454 for more details. 

Running virtual partitions in an nPartition involves installing the 
HP-U:X virtual partitions software product, configuring one or more 
virtual partitions, and then booting the vPars monitor (/stand/vpmon) 
on the nPartition and loading/booting HP-U:X on each ofthe virtual 
partitions. 

By booting the /stand/vpmon virtual partitions monitor instead ofthe 
I stand/vmunix HP-U:X kemel, an nPartition provides an additional boot 
loader specifically for virtual partitions. 

Each nPartition can be configured to automatically boot virtual 
partitions, and virtual partitions can individually be configured to be 
booted manu;llly or automatically. See Procedures for Managing Virtual 
Partitions on HP nPartition Seruers on page 475 for details. 

Only one vPars monitor is booted per nPartition. All virtual partitions in 
an nPartition share the same console device: the nPartition's console. See 
Virtual Partition Console and Log Use on nPartition Seruers on page 465 
for details. 
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vPars 
HP-UX 8.11.11 
Kernel 

Virtual Partitions (vPars) Management on nPartitions 
lntroduction to Managing Virtual Partitions on nPartitions 

The vPars software installation builds a relocatable, vPars-enabled 
HP-UX B.ll.ll kernel and installs patches, commands, and vpmon to 
support the vPars software environment. See Installing and Configuring 
uPars on nPartition Seruers on page 4 72 for details. 

You can load and run a vPars-enabled HP-UX B.ll.ll kernel in both 
vPars environments and non-vPars environments. You do not need to 
reconfigure a vPars-enabled kernel for non-vPars use. 

nPartition and In general in HP nPartition virtual partitions environments, HP-UX 
vPars Performance B.ll.ll and applicationperformance is nearly equiualent to the 

performance given by a non-vPars nPartition that has the same 
hardware and software resources and configuration. 

Also see the document HP-UX Virtual Partitions Ordering and 
Configuration Guide for more virtual partitions performance info. 

The main performance factor for virtual partitions running in 
nPartitions is the underlying nPartition's hardware configuration: the 
cells and corresponding processors, memory, and I/0 assigned to and 
actively used in the nPartition. 

As in non-vPars nPartition environments, all memory is interleaved 
across all active cells in the nPartition when virtual partitions are 
running in an nPartition. Also on all HP nPartition servers, each 
processar has its own runway bus for communication to memory and I/0. 

As a result, the locations (hardware paths) o f processors assigned to a 
virtual partition do not affect performance. In general all processors 
have the same memory latency when accessing any significant amount of 
memory in an nPartition. 

The rest ofthis chapter covers requirements, guidelines, procedures, and 
tools for using virtual partitions on HP nPartition-capable servers. 
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Configuring Virtual Partition Resources 
and Attributes 

When creating or reconfiguring a virtual partition, you manage 
resources and attributes that determine the virtual partition's 
configuration and capabilities. 

Each virtual partition has three types of resources: cpu, i o, and nem, 

which specify processor(s), 110, and memory allocated exclusively for the 
virtual partition. 

The virtual partition resource configuration determines which hardware 
is dedicated for the virtual partition's use, by indicating hardware paths, 
quantities, and limits. 

Each virtual partition also has three types of attributes: general 
attributes, hardware attributes, and boot attributes. 

To modify most virtual partition hardware resources or attributes, you 
must ensure that the virtual partition being modified is in a "Down" 
state. 

Also note that some virtual partition attributes are required and some 
are optional. 

See the uparmodify (1M) and uparresources (5) manpages for details. 

The following list includes details and command-line options for setting 
virtual partition attributes. Also see the uparcreate (1M) and uparmodify 
(1M) command manpages. 

• Virtual Partition General Attributes 

The general virtual partition attributes include the name ofthe 
virtual partition and the static attribute. 

The name attribute ( -p and - P) defines the virtual partition's name, 
which you use when referencing or managing the virtual partition 
using commands. 
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The static attribute ( -s) defines whether the virlu artition can 
be reconfi.gured. See Dynamic and Static Virtual Partitions on 
page 461 for details. 

• Virtual Partition Hardware Resource Attributes 

446 

Virtual partition hardware resource attributes include 
specifi.cations for the processors, 110, and memory that are dedicated 
for use by the virtual partition. 

You can add (-a), delete ( -d), and modify ( - m) virtual partition 
hardware resources and attributes. 

Also see the vparresources (5) manpage for details. 

Descriptions ofprocessor (cpu), 110 (io), and memory (mem) virtual 
partition hardware resource attributes are in the following list. 

Processors ( cpu) resources - You can specify the following 
attributes for processors: 

The path of one or more processors that are bound to the 
virtual partition. For example, to set the processar at 
hardware path 0/10 to be bound to the virtual partition: 

# vparmodify -p name -m cpu:0 / 10 

A minimum and maximum number o f processors allowed in the 
virtual partition. For example, to set the minimum number of 
processors to 2 and the maximum to 4 proçessors: 

# vparmodify -p name -m cpu:::2:4 

The total number ofprocessors in the virtual partition. For 
example, to set the total number ofprocessors to 6: 

# vparmodify -p name -m cpu::6 

)nput/Output (io)- You can optionally specify boot, altboot, 
and 6ther attributes for each I/0 device path assigned to a 
virtual partition. 

The boot attribute specifi.es the primary (PRI) boot device path 
for the virtual partition, which is stored in the vPars database 
(vpdb) and is separate from the nPartition boot device path 
settings. 
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Configuring Virtual Partition Resources and Attributes 

The altboot attribute specifies the alternate '(ALT) boot device 
path for the virtual partition, which also is separate from 
nPartition boot settings. 

For example, to set the specified virtual partition's PRI boot 
device path to 0/0/6/0/0.5 (the corresponding nPartition's PRI 
path is not changed, however): 

# vparmodify -p name -m io:0/0/6/0/0.S:boot 

Memory (mem)- You can specify the total ( -m mem:: size) 
memory size in MBytes for a virtual partition, and can increase 
(-a) or decrease (-d) the amount ofmemory, 

As needed, the specified size is rounded up to a 64 MByte 
boundary. 

For example, to configure a virtual partition to have 2 GBytes 
(2048 MBytes) ofmemory allocated: 

# vparmodify -p name -m mem::2048 

HP recommends that you only specify the total amount ofmemory 
to be allocated for each virtual partition. On all supported HP 
virtual partition systems there is no benefit to specifying the 
base and range for memory. 

Each nPartition's memory is interleaved across all active cells in 
the nPartition and thus all useful ranges ofvirtual partition 
memory will span all cells. 

Virtual Partition Boot Attributes 

Virtual partition boot attributes include the autoboot setting, 
the'kernel path attribute, the boot options attribute, and io 
resources attributes. 

The autoboot attribute ( -B) determines whether a virtual partition 
is booted ( -B auto) or not booted ( -B manual) when the virtual 
partition is reset. This attribute also affects virtual partition boot 
behavior when the vPars monitor is loaded with the vpmon -a option 
or when the vparload -auto command is issued from the MON> 

prompt. ~ 
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The kernel path attribute ( -b) specifies the path o e 
vPars-enabled HP-UX B.ll.ll kernel that isto be booted when the 
virtual partition is loaded. By default the I stand/vmunix kernel on 
the boot device is used. 

The boot options attribute (-o) specifies the options that are 
applied when the virtual partition's HP-UX B.ll.ll kernel is booted. 
These boot options are equivalent to the secondary system loader 
options described in the hpux (1M) manpage. 

You can use the i o resources attributes (-a i o . .. , -m i o ... ) to 
designate primary (PRI) and alternate (ALT) boot device paths for a 
virtual partition, as explained in Virtual Partition Hardware 
Resource Attributes on page 446. 
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Tools for Managing Virtual Partitions 
on nPartition Servers 

The main tools for virtual partitions administration are the HP-UX 
vPars commands and the Virtual Partition Manager (vpanngr) utility. 

This section briefly lists these and other tools and commands you can use 
for managing virtual partitions on HP nPartition servers. 

• HP-UX Virtual Partitions Commands 

The HP-UX vPars commands create, modify, and provide status and 
configuration info about the virtual partitions in the currently active 
vPars database (/stand/vpdb), or any other accessible vPars 
database that you specify. 

The vPars commands list status or modify configuration details for 
virtual partitions in the local nPartition. They cannot modify or list 
info about virtual partitions running in remate nPartitions. 

Using all vPars commands requires root permission. 

In most cases the vPars commands are used after you have booted 
one or more virtual partitions in an nPartition. However, you also 
can use some vPars commands when you have booted HP-UX in a 
non-vPars nPartition environment, such as when initially 
configuring virtual partitions. 

See the vpartition (5) manpage for a list and descriptions ofthe vPars 
commands, including vparstatus, vparcreate, vparmodify, 
vparboot, vparreset, and others. 

• Virtual Partition Manager (vparmgr) Utility 

Th~ Virtual Partition Manager utility provides a graphical interface 
to the HP-UX vPars commands. Using Virtual Partition Manager, 
you can perform virtual partitions administration tasks from HP-UX 
running on a virtual partition. You cannot use Virtual Partition 
Manager when HP-UX is booted in non-vPars mode. 
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The Virtual Partition Manager utility is not installed as part ofthe 
virtual partitions software product installation. Instead, you must 
install Virtual Partition Manager separately, as described in the the 
book Installing and Managing HP-UX Virtual Partitions (vPars) . 

Using the Virtual Partition Manager utility requires root 
permission. 

Because Virtual Partition Manager is an X window graphical utility, 
you must set and export the virtual partition system's DISPLAY 
environment variable before launching vpa nngr. The DISPLAY 
variable specifies where (which X server) the system displays X 
windows. You also must use the xhost command on the X server 
(your local system) to grant access for the virtual partition system to 
display windows on the X server. See the X (1) and xhost (1) 
manpages for details. 

The following window is the Virtual Partition Manager utility's 
status window, which is the first window displayed after any alert 
messages. This window lists the status of all virtual partitions 
defined in the current vPars database as well as general details 
about available resources. 
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Virtual Partition Manager has online help that you can view at any 
time by clicking the Help button, which displays info in a separate 
Web browser. You also can view Virtual Partition Manager help from 
a Web browser by issuing the following command: 

/opt/netscape/netscape file:/opt/webadmin/vparmgr/help/C/overview.html 

See the online help for complete details on using the Virtual 
Partition Manager. 

o 
All Virtual Partition Manager tasks also can be performed using the 
HP-UX vPars commands, which are described in the upartition (5) 
manpage. 

\ 

• HP-UX riPartition Commands: parstatus and Others 

The parstatus command can list nPartition status info as well as 
details about hardware assigned to the local nPartition and other 
hardware throughout the entire nPartition server complex. 

See the parstatus (1) manpage for details. 

The other HP-UX nPartition commands, such as pannodify, also are 
supported when running HP-UX in a virtual partition on an 
nPartition. Likewise the Partition Manager tool is supported. 
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• HP-UX setboot Command 

The HP-UX setboot command affects the current virtual partition's 
boot settings (stored in its I stand/vpdb) when you use it in a virtual 
partition environment. 

When used in a non-vPars nPartition environment, the setboot 
command affects the local nPartition's boot settings. The nPartition 
boot device paths are stored in the nPartition's Partition 
Configuration Data portion o f the server's Complex Profile. 

• Tools for Boot Device AUTO File Management 

HP-UX commands to set (mkboot) and list (lifcp) a device's AUTO 
file: mkboot -a STRING /dev/dsk/ •.• and 
lifcp /dev/dsk/ •.• :AUTO-

ISL commands to list (hpux show ... ) and set (hpux set ... ) an 
AUTO file: hpux show autofile and hpux set autofile STRING 

vPars monitor (MON>) command to list an AUTO file: getauto 

See the mkboot (1M), lifcp (1), and hpux (1M) manpages. 

• HP nPartition Virtual Front Panel (VFP) 

The nPartition VFP indicates the boot status for all cells and virtual 
partitions in the nPartition. As long as at least one virtual partition 
is running HP-UX the VFP will display an HP-UX "heartbeat". 

For details, refer to the chapter Using Console and Service Processar 
Interfaces on page 125. 

• HP nPartition Console and Virtual Partition Consoles 

Each nPartition console provides access to BCH for the nPartition, 
allows you to boot HP-UX or the vPars monitor on an nPartition, and 
permits access to all virtual partition console interfaces in the 
nPartition. . . 
For details, see Virtual Partition Console and Log Use 
on nPartition Servers on page 465. 

• HP vPars Monitor (vpmon) Commands 

At the vPars monitor (MON>) prompt enter? or the help command to 
list all available vPars monitor commands. 
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Tools for Managing Virtual Partitions on nPartition Servers 

The vPars monitor commands include: reboot (reboot the 
nPartition), vparload (load/boot one or more virtual partitions), 
scan (scan and list all active hardware in the local nPartition), log 
(list recent history from the vPars monitor's event log), and other 
commands. 

The vPars monitor's MON> prompt is available when the nPartition's 
monarch processar is not assigned to a virtual partition that has 
been loaded/booted. 

• HP nPartition Service Processar (GSP or MP) Commands 

• 

Service processar commands that reboot or reset an nPartition affect 
all virtual partitions within the nPartition. 

For details, refer to the chapter Using Console and Seruice Processar 
Interfaces on page 125. 

HP nPartition Server Chassis Log Viewer (SL) 

HP virtual partitions-related details that are accessible as chassis 
logs include the HP-UX "heartbeat" emitted when HP-UX is running 
on each virtual partition. Otherwise, all vPars-speci:fic event logs are 
stored in the vPars event log. 

For details, see the section Virtual Partition Console and Log Use 
on nPartition Servers on page 465. 
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Virtual Partitions (vPars) Management on nPartitions 
vPars Requirements and Recommendations 

vPars Requirements and Recommendation s 

HP offers the following requirements and recommendations for 
configuring virtual partitions in HP nPartition environments. 

Additional recommendations for avoiding obstacles to loading/booting 
virtual partitions are in Fault-Tolerant Virtual Partition Config urations 
for nPartitions on page 457. 

See the HP-UX Virtual Partitions Ordering and Configuration Guide for 
the latest requirements. 

Configuration Requirements and Recommendations 
for Virtual Partitions 

O The following software releases, or later, must be installed for 
complete vPars support on HP nPartition-capable servers: 

Any HP-UX B.ll.ll release (December 2000 or later). 

The A.02.02 virtual partitions software product. 

The Partition Manager B.11.11.01.05 product, which must be 
installed before the A.02.02 vPars software is installed. 

The Superdome SMS Software V1.2 release (including firmware) . 

O Each nPartition in which virtual partitions are configured must 
have no more than eight cells assigned to it, and ali the nPartition's 
cells must reside in the same cabinet. 

O Each nPartition must have no more than eight virtual partitions 
conflgured. 

Ifyou require more than eight virtual partitions in the same 
HP nPartition complex, configure the virtual partitions in multiple 
nPartitions. 

O Hardware to be used by virtual partitions within an nPartition must 
be assigned to the local nPartition and must be aclive hard~ 
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vPars Requirements and Recommendations 

Because each nPartition only provides access to the hardware that is 
assigned to and active within the local nPartition, any virtual 
partitions in the nPartition are limited to using this same set of 
currently available nPartition hardware. 

Adding or removing hardware from an nPartition changes the local 
set of hardware that is available to virtual partitions in the 
nPartition. Likewise, making nPartition hardware inactive makes it 
unavailable to virtual partitions. 

O At least one processar must be bound to each virtual partition. 

Only bound processors can handle I/0 interrupts. Other processors 
in the virtual partition can be either bound or unbound. 

O A multiple of64 MBytes ofmemory must be assigned to each virtual 
partition. 

When you specify the memory size of each virtual partition, the 
commands involved automatically round the memory assignment 
upward as required to a 64-MByte boundary. 

Memory in HP nPartitions is interleaved across all active cells in the 
local nPartition. As a result the memory used by each virtual 
partition may physically reside on all active cells in the nPartition 
where the virtual partitions exist. 

O Each virtual partition must have at least one IIO bus (LBA) assigned 
to it. 

On HP nPartition servers, each LBA corresponds to a PCI card slot 
in an I/0 chassis attached to an active cell in the local nPartition. 

For I/0 slot details, see the section Planning Virtual Partition 
Configurations for HP nPartition Servers on page 467. 

O Each virtual partition must have at least one bootable disk 
accessibl~ through a PCI card in one ofthe I/0 busses assigned to the 
virtual partition. 

The bootable disk must have both HP-UX B.ll.ll and the HP virtual 
partitions software package installed. 

O The HP processar pay per use (PPU, or iCOD Utility) product is not 
yet supported for virtual partitions and must not be installed or 
configured for nPartition systems running vPars. 
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Virtual Partitions (vPars) Management on nPartitions 
vPars Requirements and Recommendations 

The HP processar Instant Capacity on Demand (iCOD Purchase) 
release B.05.00 software may be installed and used with vPars 
software on HP nPartition-capable servers. 

A future release ofiCOD Utility (pay per use) also will support 
processar capacity on demand for nPartition servers running vPars. 

O Each virtual partition should have at least one LAN card or port 
available through one o f the I/O busses assigned to the virtual 
partition. 

The LAN port is required ifHP-UX networking isto be supported. 

HP recommends that, for best performance, you do not configure 
HP-UX lanO to use the nPartition's Core 1/0 LAN (on HP Superdome 
servers, the LAN at hardware path cell/0/ 0/1/0). 

The HP Superdome Core 1/0 card is a PCI- l x card that possibly 
provides lower performance than a comparable PCI-2x or PCI-4x 
card. 

O lf you require that a virtual partition not be reconfigured then you 
should set the virtual partition to be "static". For details, see 
Dynamic and Static Virtual Partitions on page 461. 

The next section gives detailed guidelines for creating fault-tolerant 
virtual partition configurations on nPartitions. 
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Dynamic and Static Virtual Partitions 

Dynamic and Static Virtual Partitions 

Each virtual partition has a statiddynamic attribute that determines 
whether resource changes can be made to the virtual partition. 

A static virtual partition cannot have any modifications made to its 
resource profile. This means that the virtual partition's processar, 
memory, and I/0 characteristics and assignments cannot be changed, 
even if the virtual partition is not running (in a "Down" state). 

A dynamic virtual partition can have its resource profile changed 
through the use ofthe vparmodify command. 

To toggle between the static and dynamic virtual partition attribute 
settings, use the vparmodify command's -s option: 

vparmodify -p vpname -s static 

vparmodify -p vpname -s dynamic 

You also can toggle this attribute between dynamic and static in a 
single command. For example, the following command sets the virtual 
partition named "Shad" to be dynamic, then modifies its total number of 
CPUs, then sets the virtual partition to be static. 

# vparmodify -p Shad -s dynamic -m cpu::3 -s static 

See the vparmodify (1M) manpage for details. 

Note that some resource changes require that the virtual partition not 
only be dynamic but also be in a "Down" state. 

For example, changing I/0 attributes or adding and removing processors 
may be possible while a dynamic virtual partition is running, but 
changi~g memory or I/0 assignments requires a virtual partition to be 
both dynami'c and down. 

To check virtual partition statiddynamic attribute settings, use 
vparstatus. 

# vparstatus 
[Virtual Partition) 

Virtual Partition Name 

Shad 
Mesh 

State Attributes Kernel Path 

Down Dyn,Manl 
Up Stat,Manl 

/stand/vmunix 
/stand/vmunix 
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Virtual Partitions (vPars) Management on nPartitions 
Dynamic and Static Virtual Partitions 

Resource Summary] 
CPU Num 

CPU Bound/ IO 
Virtual Partition Name Min/Max Unbound devs 

Shad 
Mesh 

2/ 8 
2/ 12 

2 
2 

o 
6 

8 
3 

Memory (MB) 
# Ranges/ 
Total MB Tota l MB 

0/ 
O/ 

o 
o 

2048 
2048 

# vparmodify -p Mesh -m cpu::4 
vparmodify: Errar: Virtual partition 
# 

Mesh i s static, cannot modify resou rces. 
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Virtual Partition Configuration Data on nPartitions 

Virtual Partition Configuration Data 
on nPartitions 

This section covers configuration data issues related to using virtual 
partitions in nPartitions. 

Virtual partition configuration data by default is stored in the 
/stand/vpdb file, although you can specify that another file be used as 
the vPars database. 

When you have multiple virtual partitions booted (in an "Up" state) on 
an nPartition, the vPars databases for all booted virtual partitions are 
kept coherent; any changes to virtual partition configurations are saved 
in each ofthe booted virtual partition's databases. 

Virtual partition configuration datais not stored in the nPartition 
complex profile data. As a result, virtual partition changes do not affect 
nParti tion configurations. 

The following list describes some issues related to managing both 
nPartition and virtual partitions configuration data in an nPartition. 

• Boot Paths for Virtual Partitions and nPartitions 

Each nPartition's boot path variables (PRI, HAA, ALT) are stored in 
the nPartition's profile data. 

The virtual partition boot device paths (PRI, ALT) are stored in the 
vPars configuration database. 

The parmodify and parstatus commands always can report and 
modify nPartition boot device path details. 

When one or more virtual partitions is booted in an nPartition, the 
setboot command affects the current virtual partition's boot paths 
and settings. 

When HP-UX is booted in a non-vPars nPartition, the setboot 
command and others affect the local nPartition. 

• Virtual Partition Configuration Data Coherency 

Only the vPars configuration database (/stand/vpdb) residing on 
each virtual partition's currently booted device's filesystems is 
updated to reflect any changes. 
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Virtual Partition Configuration Data on nPartitions 

464 

Any booted virtual partition that has multiple boot devices (such as 
boot and altboot) can have one current and one outdated copy of 
virtual partition data. 

For example: when a virtual partition boots from its ALT device path 
and has a config change, and then the virtual partition's nPartition 
reboots and loads I stand/vpmon from the same virtual partition's 
PRI device path, then as a result the latest virtual partition config 
changes are not used (but they still reside on the virtual partition's 
ALT device). Instead, in this example, the / s tand/vpdb vPars 
database on the virtual partition's PRI device is used for configuring 
the nPartition's virtual partitions. 
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Virtual Partition Console and Log Use on nPartition Servers 

Virtual Partition Console and Log Use 
on nPartition Servers 

On HP nPartition-capable servers, each nPartition has its own console 
and its own console log that stores a record ofrecent console activity. 

When an nPartition has one or more virtual partitions booted, the 
nPartition console serves as the console for ali virtual partitions 
loaded/booted in the nPartition. 

To switch among virtual partition console interfaces, type Control-a when 
accessing the corresponding nPartition console. 

In the foliowing example, the user of the nPartition console repeatedly 
types Control-a to cycle through the available virtual partition consoles. 

feshd3a I Shad [HP Release B .11.11] (see letclissue) 
Console Login: 
Control-a 
[Mesh] 
Control-a 
[Abed] 

Control-a 
[Danl] 
Control-a 
[Shad] 
Control-a 
[Mesh] 

The above example starts with console access to the virtual partition 
named "Shad", then switches to the "Mesh" virtual partition console, 
"Abed" console, "Danl" console, and then back to the "Shad" and finaliy 
the "Mesh" virtual partition console. 

The service processar (GSP or MP) console log stores nPartition console 
output, including BCH output and HP-UX /devi console for 
nPartitions.On nPartition server running virtual partitions, ali virtual 
partitions in the nPartition emit their I devI console output to the 
nPartition console. Thus, when HP-UX B.ll.ll is running in multiple 
virtual partitions in an nPartition, the nPartition console will display 
ldevlconsole output for more than one instance ofHP-UX. 
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Virtual Partitions (vPars) Management on nPartitions 
Virtual Partition Console and Log Use on nPartition Servers 

The nPartition console log also records vPars monitor (vpmon, MON> 
prompt) output for its nPartition, because the vPars monitor interface is 
accessed and displayed through the virtual partition's nPartition 
console.The vpmon event logs file-which is viewable from the 
vparstatus -e command or the vPars monitor's log command---only 
records virtual partition events. It does not record any nPartition chassis 
codes.The server chassis logs-which are viewable from the service 
processar (GSP or MP) Show Chassis Log menu-record nPartition and 
server complex hardware events. nPartition chassis logs do not record 
virtual partition configuration or virtual partition-specific loadlboot 
events.However, as in non-vPars nPartition environments, the chassis 
logs do record HP-UX ''heartbeat" events and related timeout counter 
details. 

The vPars monitor prompt (MON>) is shared by all virtual partitions in 
the same nPartition and gives access to commands for loading/booting 
virtual partitions, displaying virtual partition and system info, reviewing 
event log history, and performing other tasks. 

Ifmultiple nPartitions in a server are running virtual partitions, each 
nPartition has its own vPars monitor, just as each nPartition runs its 
own instance of Boot Console Handler (BCH). 
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Planning Virtual Partition Configurations 
for HP nPartition Servers 

You can use this section to help plan the virtual partition configurations 
you will establish in nPartitions. 

This section covers the following topics: 

• • Virtual Partition Hardware Paths on page 468 

• Listing Available nPartition Hardware Resources on page 469 

• Virtual Partition Configuration Planning on page 4 70 

Also see the book lnstalling and Managing HP-UX Virtual Partitions 
(vPars) for other virtual partition planning info. 
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Virtual Partition Hardware Paths 

You may need to reference the following hardware path info for HP 
nPartition-capable servers when planning virtual partition 
configurations. 

HP nPartition Hardware Paths 
for Virtual Partition Configurations 

Processar (CPP) Hardware Paths 

cell/10 For all nPartition hardware paths, 
cell is the global cell number (0-15). cell/11 

cell/12 
cell/13 

HP Superdome - PCI Card Slot Hardware Paths 

Slot 11 4 3 2 1 o 

Path cell/018 
10 f 9 f 8 f 7 f 6 5 

cell/0/9 ell/0/1 O ell/0/11 ell/0/12 ell/0/14 cell/0/6 cell/0/4 cell/0/3 cell/0/2 cell/0/1 cell/0/0 
(LBA) 

HP rp7405/rp7410 and HP rp8400- PCI Card Slot Hardware Paths 

Slot 

Path 
(LBA) 

8 1 1 2 1 3 1 4 5 

cell/0/B~ell/0/1 O ~ell/0/12 r ell/0/14 cell/0/6 

6 7 

cell/0/ 4 cell/0/2 cell/0/1 
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Listing Available nPartition Hardware Resources 

This section presents how you can list ali available hardware resources 
in an nPartition server. 

The foliowing are common methods of listing available hardware: 

• vparstatus -A lists the available processar, 110, and memory 
resources in the local nPartition. This command lists the hardware 
that has not yet been assigned to any virtual partition. 

Note that vparstatus -A command lists processors and 110 using a 
form ofthe hardware path notation where a period (.) separates each 
hardware path field rather than a slash (/). 

• ioscan lists the assigned and active hardware in the local nPartition 
or the current virtual partition. 

When HP-UX is booted in a non-vPars environment, ioscan lists ali 
ali active hardware in the local nPartition. 

When HP-UX is booted in a virtual partition, ioscan lists only the 
110 devices assigned to the current virtual partition and lists 
processors on active celis in the local nPartition (but it does not list 
bound processors in other virtual partitions). 

Note that ioscan can list some processors that are not assigned to 
the current virtual partition, including unbound processors assigned 
to other virtual partitions. 

• mpsched - s lists only the assigned and active processors in the 
current virtual partition or nPartition. 

Note, however, that mpsched -s lists the HP-UX CPU IDs for 
processors, not their hardware paths. 

• pa~status -C lists the configurations of ali cells in an HP 
nPartitiÓn-capable server complex, including the number of 
processors, amount of memory, 110 chassis connections, current 
usage status, and nPartition assignment. 

Also refer to the chapter Listing and Managing Server Hardware on 
page 305 for details. 
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Virtual Partition Configuration Planning 

Table 11-1 is for planning virtual partition attributes and resource 
assignments. 

For each virtual partition, you must specify: a virtual partition name, at 
least one bound CPU, at least one I/0 slot, a PRI boot path, and enough 
memory to boot HP-UX. The default virtual partition attributes establish 
a dynamic configuration that manually boots the I stand/vmunix kernel 
with no boot options . 

• 1 The "Host Info" column in Table 11-1 includes configuration det ails for 
HP-UX networking (the hostname, IP, gateway, and so on). 

Also see Configuring Virtual Partition Resources and Attributes on 
page 445. 
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Table 11-1 

Virtual 
Partition 
Nameand 
Host Info 

Virtual 
Partition 
Name: 

• 
.' 

c Hostname: · 

IP Address: 
o o o ----

Gateway: 
o o o ----

Subnet: 
o o o ----

DNS IP: 
o o o --- -

c Domain: 

Virtual Partitions (vPars) Management on nPartitions 

Virtual Partition Configuration Planning 

Configuration Planning Table for a Virtual Partition 

Attributes Processo r lnput/Output Memory 
(* = Default) Resources Resources Resources 

Configuration: Min: -- Boot Path (PRI): Size (MBytes): 
Static _I O/_/_/_._ 

o r 
Note: also must Note: 

Dynamic* assign the LBA. 1024 MBytes = 
Boot: Max: Altboot (ALT): 

1 GByte 
--

Manual* _/OI_/_/_._ 

o r Note: also must 
Automatic assign the LBA. 

Kernel Path: Total: -- Assigned Slots 
/stand/ (LBAs): 

For example: _!OI_ 

/stand/vmunix * _!OI_ 
_!OI_ 

Boot Options: Bound CPUs: _!OI _ 

_ !_ _ !OI _ 

_ !_ _!OI _ 

_ !_ _!OI _ 
_!OI_ _!_ 

_! _ 
_ !_ 
_!_ 

\ _!_ 
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lnstalling and Configuring vPars on nPartition Servers 

Installing and Configuring v Pars on 
nPartition Servers 

This section covers information on installing the vPars software product 
onto disks that will be used for booting HP-UX on a virtual partition that 
is loaded in an nPartition. 

Mter a boot disk has both HP-UX and the vPars software product 
installed, the disk can be booted to be used in either virtual partition or 
non-vPars environments. 

The vPars software install process can occur when you have booted 
HP-UX from each disk so that HP-UX is running in a non-vPars 
environment. 

You also can install both the HP-UX and vPars software simultaneously 
on a virtual partition when its nPartition is running in vPars mode. To do 
this issue the vparboot -p vpname -I ... command from a different 
virtual partition in the same nPartition to loadfboot the virtual partition 
from an lgnite-UX server. For details see the vparboot (1M) manpage or 
the vPars install documentation listed below. 

The HP vPars software product must be installed on every boot device 
that will be used by virtual partitions. Each virtual partition must have 
a boot disk where HP-UX B.ll.ll and the vPars software product are 
installed. 

Before ihstalling the HP vPars software product on an nPartition, you 
must install the Partition Manager B.11.11.01.05 product (ora later 
Partition Manager release). 

For the latest Partition Manager software, see the 
http: I /software.hp.cam Web site. 
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lnstalling and Configuring vPars on nPartition Servers 

vPars Software lnstallation for an HP nPartition 

This procedure gives a high-level overview of a process for manually 
installing HP's virtual partitions software product on an nPartition's 
disks. 

The bookRead Before Installing HP-UXVirtual Partitions has important 
information you should read before performing this procedure. Also refer 
to the book Installing and Managing HP-UX Virtual Partitions (uPars). 

Step .~ 1. Boot HP-UX on the nPartition using the boot device that will be the 
primary (PRI) boot device for one of the nPartition's virtual partitions. 

Step 2. Install the HP virtual partitions software product on the booted device. 

AB part ofthe vPars software installation, the nPartition is rebooted and 
a new /stand/vmunix HP-UX kemel is built. 

Step 3. Create the first virtual partition on the device onto which you have 
installed the vPars software product. 

Only perform this step for the boot disk from which I stand/vpmon will 
be loaded. Do not perform this step for other boot disks. 

Other boot disks are automatically updated with copies ofthe vPars 
database as needed. 

To complete this step, first boot HP-UX from the device, and then use the 
vparcreate and vparmodify commands to create the first virtual 
partition for the nPartition. 

Creatiri:g the first virtual partition establishes a v Pars data base 
(/ stand/vpdb) for the nPartition. 



Virtual Partitions (vPars) Management on nPartitions 

lnstalling and Configuring vPars on nPartition Servers 

lfyou want to create multiple virtual partitions within an nPartition you 
can doso as part ofthis step, by issuing a vparcreate command for each 
new virtual partition within the local nPartition . 

You also can create any additional virtual partitions la ter, after you have 
booted the vPars monitor and loadedlbooted HP-UX B.ll.ll on the first 
virtual partition. 

Step 4. Issue the shutdown -r command to reboot HP-UX on the nPartition and 
return to the nPartition's BCH interface. 

AB needed, interrupt the autoboot process to interact with the nPartition 
at the BCH interface. 

Step 5. Install the vPars software product on each remaining boot device that is O 
to be used to boot HP-UX on one ofthe nPartition's virtual partitions. 

For each virtual partition boot device, you can boot HP-UX from the 
device in non-vPars mode and then install the vPars software product on 
the device. 

An alternate install method isto loadlboot HP-UX on the first virtual 
partition, and then simultaneously install HP-UX and vPars software on 
other virtual partitions by using the the vparboot -p vpname -I ... 
command. See the vparboot (1M) manpage. 

You must install both HP-UX and the vPars software for every virtual 
partition. For example, ifyou planto have three virtual partitions in an 
nPartition then you need at least three boot devices with HP-UX and 
v Pars software installed. 

If you intend to have multiple boot disks for a virtual partition-for 
example, a PRI device and an ALT device-then you need to install 
HP-UX and the vPars software product on both the PRI and ALT devices O 
for the ~irtuál partition. 
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Procedures for Managing Virtual Partitions 
on HP nPartition Servers 

This section has procedures for performing typical virtual partitions 
configuration and management tasks on HP nPartition-capable servers. 

The following virtual partitions procedures are covered here: 

• 

• 

• 

• 

• 

• 

• 

vPars Management: Creating a New Virtual Partition in an 
nPartition on page 4 77 

vPars Management: Deleting a Virtual Partition from an nPartition 
on page 481 

vPars Management: Modifying Virtual Partition Attributes in 
nPartition Environments on page 483 

vPars Management: Listing Virtual Partition Status from an 
nPartition on page 485 

vPars Management: Booting HP-UX B.11.11 on Virtual Partitions 
in an nPartition on page 487 

vPars Management: Rebooting or Shutting Down Virtual Partitions 
in an nPartition on page 495 

Configuring Virtual Partition Autoboot on page 498 

The procedures described here use the HP-UX virtual partitions 
commands and not the graphical Virtual Partition Manager utility. 

You can perform all tasks in this section with either the commands or 
Virtual .. Part~tion Manager. For info on the Virtual Partition Manager 
graphical utility see its online help or see the section Tools for Managing 
Virtual Partitions on nPartition Servers on page 449. 

See the section lnstalling and Configuring vPars on nPartition Servers 
on page 4 72 for details on installing v Pars software on nPartition 
systems. 

Also see the section Managing nPartitions from a Virtual Partition on 
page 506 for issues you should be aware ofwhen you perform nPartition 
config tasks from a v Pars environment 
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The book Installing and Managing HP- UX Virtual Partitions (vPars) also 
has detailed virtual partitions management information. 
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Creating a New Virtual Partition 

This section gives details on how to create a new virtual partition. 

Before creating a virtual partition you should already have planned how 
the local nPartition's resources will be assigned to the virtual partitions 
running in the local nPartition. 

See the section Planning Virtual Partition Configurations 
for HP nPartition Servers on page 467 for info on planning virtual 
partitions configurations for use in nPartitions. 

vPars Management: Creating a New Virtual Partition 
in an nPartition 

This procedure creates a new virtual partition from HP-UX running in a 
virtual partition on an nPartition. 

The book Installing and Managing HP-UXVirtual Partitions (uPars) also 
has detailed virtual partitions information. 

Step 1. Login to HP-UX running on one ofthe virtual partitions within an 
nPartition. 

Step 2. Complete all virtual partition resource planning and confirm that the 
resources are available for the new virtual partition you intend to create. 

See the section Planning Virtual Partition Configurations 
for HP nPartition Servers on page 467 for planning details. 

Issue the vparstatus -A command to list the processors, memory, and 
VO busses that are not yet assigned to any virtual partition. 

\ ' 

The vparstatus -A command should list all hardware you planto 
assign to the new virtual partition. If any hardware you planned to 
assign is not available then you must either must revise your plans or 
unassign or otherwise make the hardware available. 

# vparstatus -A 
[Unbound CPUs (path)] : 0 . 13 

1.11 
1.12 
1. 13 
2 . 10 
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[Available CPUs) : 1 2 

2.11 
2 . 12 
2 . 13 
6 . 10 
6.11 
6.12 
6.13 

[Available I/O devices (path)) : O. O .1 
0 . 0.3 
0.0 . 8 
0.0.9 
0.0.10 
0.0.11 
0 . 0.12 
0.0.14 
2.0 
2 . 0.0 
2 . 0.1 
2.0.2 
2 . 0 . 3 
2.0.4 
2.0 . 6 
2.0 . 8 
2.0.9 
2.0.10 
2.0.11 
2.0.12 
2.0.14 

[Unbound memory (Base /Range)): 
(bytes) (MB) 

[Available memory (MB)): 6144 
# 

Ox0/64 
Ox8000000/6080 

~ 
' .} 

o 

Step 3. Issue the vparcreate -p ... command to create the new virtual ~O 
partitio1;1 an<1; as needed use vparmodify -p ... to further configure the 
new virtual partition. 

When using the vparcreate command you must specify the name for the 
new virtual partition ( -p vpname). 

You also should specify the resources that are to be assigned for exclusive 
use by the virtual partition, including processar (-a cpu .. . ) memory 
(-a mem ... ) and inputloutput (-a i o ... ) resources. 
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You also can include other virtual partition attributes and settings (such 
as the autoboot setting) as part of the vparcreate command that 
establishes the new virtual partition. 

# vparcreate -p Mesh -a mem::2048 -a io:2/0/14 -a io:2/0/0 -B manual -S dynamic 
-a io:2/0/14/0/0.6:BOOT -a cpu:2/10 
# 

To further modify the virtual partition, issue the vpa:nnodify command 
after vparcreate has created the new virtual partition. 

For other details on creating and configuring virtual partitions see the 
section Configuring Virtual Partition Resources and Attributes on 
page 445. 

o Step 4. Issue the vparstatus command to list the configuration and boot status 
for the newly created virtual partition. 

For detailed virtual partition information, use the 
vparstatus -v -p ... command. 

Ifyou need to change any ofthe new virtual partition's configuration 
details, use the vparmodify command. 

# vparstatus 
[Virtual Partition) 

Virtual Partition Name State Attributes Kernel Path 

Shad 
Mesh 

Up Dyn,Manl 
Down Dyn,Manl 

[Virtual Partition Resource Summary) 
CPU 

CPU Bound/ 
Min/Max Unbound 

/stand/vmunix 
/stand/vmunix 

Num Memory 
IO # Ranges/ 

devs Total MB 

(MB) 

Total 

Boot 
Opts 

MB O, irtual Partition Name 
-============================= ================ ==================== 
Shad ' · 
Mesh 

· # vparstatus -v -p Mesh 
[Virtual Partition Details) 

Name: Mesh 
State: · Down · 
Attributes: 
Kernel Path: 
Boot Opts : 

[CPU Details) 
Min/Max: 1/16 

Dynamic,Manual 
/stand/vmunix 

2/ 8 2 2 7 0/ 
1/ 16 1 o 3 0/ 
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Bound by User [Path]: 2.10 
Bound by Monitor [Path] : 
Unbound [Path] : 

[IO Details] 
2.0.14 
2 .0 . 0 
2.0.14 . 0 . 0.6 BOOT 

[Memory Details] 
Specified [Base /Range] : 

(bytes) (MB) 
Total Memory (NB) : 2048 
# ' 
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Deleting a Virtual Partition 

This section describes the procedure for deleting a virtual partition and 
related issues you may encounter. 

The virtual partition you delete must be in a "Down" state. 

You can delete virtual partitions that are defined in the currently active 
vPars database (vpdb) used by the local nPartition. 

You also can delete virtual partitions from an alternate vPars database 
that you specifY using the vparremove command's -D database option. 

You cannot modifY or delete vPars configuration info from inaccessible 
vPars databases, such as those on currently unused boot disks. 
(Currently unused boot disks include: disks assigned to a virtual 
partition that is not in an "Up" state; or disks not currently booted by a 
virtual partition such as the ALT boot device for a virtual partition that 
has booted its PRI device.) 

vPars Management: Deleting a Virtual Partition 
from an nPartition 

This procedure deletes a virtual partition's configuration info from the 
currently active vPars database. 

Also see the book Installing and Managing HP- UX Virtual Partitions 
(vPars) for virtual partition management info. 

Step 1. Login to HP-UX running on one ofthe virtual partitions in an nPartition. 

Step 2. Issue the vparstatus command to list the current boot status and 
high-level configuration information for all virtual partitions defined in 
the cutiently active vPars database (vpdb) used by the local nPartition 

, # vpars tatus 
[Virtual Pa rtition] 

Virtual Partition Name 

Shad 
Mesh 

State Attributes Kernel Path · · 

Up Dyn,Auto 
Down Dyn,Manl 

/stand/vmunix 
/stand/ vmunix 

[Virtual Partition Resource Summary] 

Boot 
Opts 

boot 

CPU Num Memory (MB) 
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-~ 

~Partition 
Shad 
Mesh 
# 

Step 3. 

CPU Bound/ IO # Ranges/ 
Na me Min/Max Unbound devs Tota l MB Tota l MB 

================ ==================== 
2/ 8 2 o 7 0/ o 2 048 
2/ 12 2 o 3 0 / o o 

Issue the vparremove -p vpname command to delete the specified 
virtual partition ( vpname) and then issue the vpa rstatus command to 
list the new configuration status. 

You can delete only virtual partitions that are in a "Down" state, as 
reported by the vparstatus command (see the example in the previous 
step). 

See the vparremove (1M) manpage for details. 

# vparremove -p Mesh 
Remove virtual partition Mesh? [n] y 
# 
# vparstatus 
[Virtual Partition] 

Virtual Partition Name State Attributes Kernel Path 
Boot 
Opts 

Shad Up Dyn,Auto 

[Virtual Partition Resource Summary] 

Virtual Partition Name 

Shad 
# 

CPU 
CPU Bound/ 

Min/Max Unbound 
=::::;:==:============ 

"2/ 8 2 o 

/stand/vmunix 

Num Memory (MB) 
IO # Ranges/ 

devs Tota l MB Tota l MB 
=7= = ~==~===========~ 

7 0/ o 2 048 
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Modifying Virtual Partition Configuration Attributes 

This section describes how to add or remove resources from a virtual 
partition, and how to change a virtual partition's attribute settings. 

Many virtual partition hardware resource changes require that the 
virtual partition being modified is not running (not in an "Up" state). 

vPars Management: Modifying Virtual Partition Attributes 
in nPartition Environments 

This procedure describes how to modify a virtual partition's attributes 
and resource configuration. 

Step 1. Login to HP-UX running on one ofthe virtual partitions in an nPartition, 
or login to HP-UX running in non-vPars mode on an nPartition. 

You can modify virtual partition attributes from HP-UX running in a 
virtual partition. 

You also can modify vPars database configurations when you have booted 
HP-UX in non-vPars mode. By default the vparcreate, vparmodify, and 
vparstatus commands use the I stand/vpdb file. 

To modify a vPars database other than the /stand/vpdb file, use the -D 

option to specify its location. 

Step 2. Issue the vparstatus command to list the current status ofthe virtual 
partition you plan to update. 

For detailed info ori a virtual partition use the vparstatus -v -p ... 
command. 

# vparstatus 
~[Virtual Partition] 

Boot 
Opts Virtual Partition Name 

, Shad 
Mesh 

State Attributes Kernel Path 

Up 
Up 

Dyn,Manl 
Dyn,Manl 

/stand/vmunix 
/stand/vmunix boot 

[Virtual Partition Resource Summary] 
CPU Num 

CPU Bound/ IO 
Virtual Partition Name Min/Max Unbound devs 

Memory (MB) 
# Ranges/ 
Total MB Total MB 
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Mesh 
# 
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2/ 8 
2/ 12 

2 
2 

6 
6 

7 
3 

0 / o 
O/ O 

2048 
2048 

Step 3. Issue the vparmodify -p ••. command to modify the specified virtual 
partition. 

See the section Configuring Virtual Partition Resources and Attributes on 
page 445 for descriptions ofthe virtual partitions configuration options. 

Also see the vparmodify (1M) manpage for details. 

For example, the following commands set the virtual partition named 
"Mesh" to be configured for autoboot; configure "Shad" to have 4 
processors; and configure "Mesh" to have 12 processors: 

# vparmodify -p Mesh -B auto 
# vparmodify -p Shad -m cpu::4 
# vparmodify -p Mesh -m cpu::12 

Step 4. Issue the vparstatus command to list the new status for the virtual 
partition you modified in the previous step. 

You can make further changes to the virtual partition by issuing 
additional vparmodify commands. 

# vparstatus 
[Virtual Partition] 

Virtual Partition Name 

Shad 
Mesh 

State Attributes Kernel Path 

Up 
Up 

Dyn,Manl 
Dyn,Auto 

/stand/vmun ix 
/stand/vmunix 

Boot 
Opts 

boot 

[Virtual Partition Resource Summary] 

Virtuai Partition Name 

Shad 
'Mesh 

# 

484 

CPU Num Memory (MB) 
CPU Bound/ IO # Ranges/ 

Min/Max Unbound devs Total MB Total MB 
================ ==~==~============== 

2/ 8 2 2 7 O/ o 2048 
2/ 12 2 10 3 0/ o 2048 
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Listing the Status for Virtual Partitions 

This section covers methods for listing the status o f virtual partitions in 
an nPartition. 

You can list virtual partition status details from HP-UX running on a 
virtual partition. You also can list vPars database details for nPartitions 
that are not booted in vPars mode. 

In addition to the procedure listed below, you can list limited virtual 
partition status info from the vPars monitor (the MON> prompt) by using 
the vparinfo monitor command. 

vPars Management: Listing Virtual Partition Status 
from an nPartition 

This procedure lists the boot status and configuration details for virtual 
partitions that are defined in an nPartition. 

Step 1. Login to HP-UX running on any ofthe virtual partitions in the 
nPartition. 

Step 2. Issue the vparstatus command for details about virtual partitions. 

You can list the status for ali virtual partitions, a specific virtual 
partition, or the vPars monitor's event log. 

• To list a summary that includes the status for ali currently defined 
virtual partitions, issue the vparstatus command with no 
arguments or options . . 

• To list detailed information about a specific virtual partition, issue 
the vparstatus -v -p vpname command. 

• To display histocy from the vPars monitor's event log issue the 
vpa~sta~us -e command~ 

The vPars monitor event log details are available only when the 
nPartition is booted in vPars mode. 

# vparstatus 
[Virtual Partition] 

Virtual Partition Name 

Shad 
Mesh 

State Attributes Kernel Path 

Up Dyn,Auto 
Down Dyn,Manl 

/stand/vmunix 
/ stand/vmunix 
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ition Resource Summary] 

Shad 
Mesh 
# 
# vparstatus -e 

CPU Num 
CPU Bound/ IO 

Min/Max Unbound devs 

2/ 8 
2/ 12 

2 
2 

o 
2 

8 
3 

Memory (MB) 
# Ranges/ 
Total MB Total MB 

0/ o 
0/ o 

2048 
2048 

INFO:CPUO:MON: [17:56:51 5/20/2002 GMT] VPAR Monitor version 0.2 started 
INFO:CPUO:MON:Version string: ®(#) $Revision: vpmon: vw: selectors: CUP 
11.11_BL2001_1101 'cup_vpar_pib3' 'cup_shep_sd_vpars' Sun May 5 20:22:18 PDT 
2002 $ ~ 

INFO:CPUO:MON:bell num 6 does not contain i/o chassis 
INFO:CPUO:MON:cell num 1 does not contain i/o chassis 
INFO:CPUO:MON:Partition Shad monarch set to 0/10 
INFO:CPUO:MON:Partition Mesh monarch set to 2/10 
INFO:CPUO:MON: [17:57:45 5/20/2002 GMT] Shad is active 
INFO:CPUO:MON:PDC STABLE return size = 3f0 
INFO:CPUO:MON: [17:58:15 5/20/2002 GMT] Shad is up 

# 
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Booting HP-UX on Virtual Partitions 

This section provides a procedure for loading and booting HP-UX on a 
virtual partition that is running in an nPartition. 

As part of the virtual partition boot process, you will boot the 
lstandlvpmon vPars monitor from the nPartition BCH interface instead 
ofbooting the lstandlvmunix HP-UX kernel. 

From the vPars monitor (the MON> prompt) running on an nPartition, you 
can load one or more virtual partitions. Each virtual partition then can 
boot a single instance ofthe HP-UX kernel. 

Before performing this procedure, review the following list for an 
overview of situations you may encounter when loading and booting 
virtual partitions on an nPartition server. 

• If one or more virtual partitions already has loaded/booted HP-UX on 
the nPartition, you can load/boot additional virtual partitions from 
HP-UX running on one ofthe existing virtual partitions. 

In this situation, you can issue the vparboot command to load other 
virtual partitions; see the uparboot (1M) manpage for details. 

However, you can only load virtual partitions that are defined in the 
currently active vPars configuration database, which typically is the 
I standlvpdb file on the same boot device where I standlvpmon was 
booted. 

• IfHP-UX is booted in non-vPars mode on an nPartition, you must 
shut down HP-UX on the nPartition and from the nPartition's BCH 
interface boot the lst~dlvpmon vPars monitor before loading any 
virtual partitions. 

These above situations also are addressed in the following procedure. 

vPars Management: Booting HP-UX 8.11.11 on Virtual Partitions 
in an nPartition 

This procedure describes how to boot HP-UX on one or more virtual 
partitions in a single nPartition. 

Also refer to the chapters An Oueruiew o f nPartition Boot and Reset on 
page 161 and Booting and Resetting nPartitions on page 197 for details 
on booting nPartitions. 

Step 1. Login to the service processar (GSP or MP) for the server where the 
virtual partitions will be booted. 
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2. Access the console for the nPartition in which the virtual partitions will 
boot HP-UX. 

From the service processar main menu enter co to access the nPartition 
console menu, and select the nPartition in which you will boot the virtual 
partitions. 

GSP> CO 

Partitions available: 

# Name 

O) feshd4a 
1) feshd4b 
Q) Quit 

Please select partition number: O 

Step 3. Access HP-UX or the BCH interface for the nPartition, and ifneeded 
reboot the instance ofHP-UX running on the nPartition. 

When accessing the nPartition console, if you can interact with a BCH 
command prompt such as the following: 

Main Menu: Enter command or menu > 

then you can proceed to the next step and skip the rest ofthis step. 

lfyou cannot interact with a BCH menu or HP-UX login prompt or 
command line, then the nPartition might be booting or might be hanged. 

Yóu can use the senrer's Virtual Front Panel (VFP) to check the 
nPartition's current boot state. Refer to the chapter Using Console and 
Service Processar Interfaces on page 125 for details. 

Otherwise, ifHP-UX is running in the nPartition, first check to see 
whether HP-UX booted in vPars-mode or non-vPars mode. 

Enter the vparstatus -w command, and determine the current 
nPartition boot state: 

• 

488 

If vparstatus reports Erro r: Virtual parti tion monitor not 
running then the nPartition is not running vPars. 

Enter shutdown -r to reboot the nPartition andas needed interrupt 
the autoboot process to access the nPartition's BCH interface. 
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Mter entering the shutdown command and access1ng the BCH 
interface you canproceed with the next step. 

Ifvparstatus reports The current virtual partition is . .. 
then the nPartition is running one or more virtual partitions. 

This note applies only when an nPartition is running one or more 
virtual partitions. 

Because at least one virtual partition already has loadedfbooted 
HP-UX on the nPartition, you should check whether the virtual 
partition you wish to boot already is loaded, or whether the virtual 
partition can be loaded without rebooting HP-UX. 

From HP-UX running on the virtual partition, enter the vparstatus 
command. 

If the virtual partition you wish to loadfboot is not listed in the 
vparstatus output, you may need to reboot the nPartition and its 
virtual partitions and you can proceed with the resto f this step and 
procedure . 

Ifthe virtual partition you wish to loadfboot is listed, then check its 
boot state. Ifthe virtual partition is "Up" then it already has 
loaded/ booted HP-UX. Ifthe virtual partition is "Down" then you 
can loadfboot it using the vparboot command (see the uparboot (1M) 
manpage). In either ofthese two cases you can skip the rest ofthis 
procedure . . 

Ifyou are certain that you need to reboot the nPartition and its 
virtual partitions, proceed with the rest ofthis step. 

To a~cess ' BCH, shut down HP-UX on all virtual partitions and reset 
the virtual partition. 

See the procedure Rebooting or Shutting Down Virtual Partitions on 
page 494 for complete details on shutting down HP-UX on all virtual 
partitions and returning to the BCH interface. You must shut down 
and halt (shutdown - h) HP-UX in each virtual partition, and then at 
the vPars monitor's MON> p,rompt enter the reboot command to reset 
the nPartition. When the Partition resets all active cells in the 
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nPartition are reset; after the cells reset you should interrupt the 
nPartition's autoboot process if needed and then access the BCH 
interface. 

Once you have access to the BCH interface proceed with the next step. 

Step 4. From the BCH interface enter the BOOT devicecommand, where device 
is the disk where the desired vPars configuration database (the 

~ 
! 

I standlvpdb file) resides. 

When using the BOOT command you can specify a boot path variable (for 
example, BOOT PRI) or a hardware path for the boot device (for example, 
BOOT OIOI1IOI1. 3). 

In addition to having the vPars database (vpdb), the device must have 
both HP-UX B.ll.ll and the vPars software product installed. 

Step 5. Instruct BCH to stop the boot process at the ISL prompt by entering y at 
the "Do you wish to stop" prompt. 

Do you wish to stop at the ISL prompt prior to booting? (y/n) 
>> y 

If the boot device's AUTO is set to boot I standlvpmon then you can 
instead enter n (for "do not stop at ISL") and have the nPartition proceed 
to boot the vPars monitor automatically. 

However, you must direct the ISUSSL interfaces to load I standlvpmon 
if the boot device's AUTO file does not conta in the string hpux boot 
I standlvpmon. 

You can check the AUTO file contents from the ISL prompt by entering 
the hpux show auto file command. By default the AUTO file is set to 
hpux, which loads the I standlvmunix kemel. 

See Configuring Virtual Partition Autoboot on page 498 for details on 
configuring a 'boot device's AUTO file. 

Step 6. As necessary, from the ISL interface enter the hpux boot /stand/vpmon 
· command to boot the vPars monitor (vpmon) on the local nPartition. 

ISL> hpux boot /stand/vpmon 

Boot 
: disk(0/0/6/0/0.5.0.0.0.0.0;0)/stand/vpmon 
565248 + 156368 + 16872200 start Ox23000 
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Welcome to VPMON (type '?' for a list of commands) 

MON > 

Ifyou stopped at the ISL interface, you must perform this step. 

You do not need to perform this step if the boot device AUTO file is set to 
hpux boot I stand/vpmon and you did not stop at the ISL prompt in the 
previous step. 

At the vPars monitor's MON> prompt, enter the vparinfo command to list 
details about the virtual partitions currently defined in the vPars 
database (vpdb). 

Especially note the list ofvirtual partitions that the vparinfo command 
displays as the "Names ofthe partitions in the database". 

MON> vparinfo 

Resources not assigned to any partition 
-------------------------------------
o OxfffffffffcOOOOOO 1 o TYPE=14 SV MODEL=170 
0/0 Oxfffffff808000000 1 o TYPE= 7 SV MODEL= 12 
O/O/O Oxfffffff804000000 1 o TYPE=13 SV MODEL= 10 
0/0/1 Oxfffffff804002000 1 o TYPE=13 SV MODEL= 10 

Names of the partitions in the database: 

Shad 
Mesh 

Available Free Memory : O MB 

Ovailable MEM RANGE: OxOOOOOOOOOOOOOOOO - OxOOOOOOOOffffffff (4194304 Kb) 
ON> 

Step 8. 

To see detailed information about a particular virtual partition you can 
use the vparinfo vpname command, where vpname is the virtual 
partition's name. This detailed information includes the resources 
assigned to the virtual partition and other details such as the virtual 
partition boot path(s) and the virtual partition's autoboot setting. 

From the vPars monitor's MON> prompt, use the vparload command 
load/boot HP-UX on a virtual partition. 

k~ 
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You can specify any ofthe following vparload commands at the vPars 
monitor MON> prompt: 

• To loadlboot HP-UX on all virtual partitions that are defined in the 
current vPars configuration database, enter: vparload -all 

• To loadlboot HP-UX on a single virtual partition, enter: 
vparload -p vpname 

where vpname is the name ofthe virtual partition, as reported by the 
vparinfo command in the previous step. 

• To loadlboot HP-UX only on the autoboot-enabled virtual partitions, 
enter:vparload -auto 

This command loads only the virtual partitions that have the 
autoboot attribute configured (the boot attribute is set to auto). 

The following example shows the virtual partition named "Shad" being 
loaded from the vPars monitor prompt and booting HP-UX. 

MON> vparload -p Shad 
[MON] Booting Shad ... 
[MON] Console client set to Shad 
[MON] Console server set to Shad 

[Shad] 

[MON] Shad loaded 
gate64: sysvec_vaddr = Oxc0002000 for 2 pages 
NOTICE: nfs3 link(): File system was registered at index 3. 
NOTICE: autofs· link () : File sysi:em was registered . at index 6, 
NOTICE: cachefs_link(): File system was registered at index 7. 

Host is virtual System Console slave 
Logical volume 64, Ox3 configured as ROOT 
Logical volume 64, Ox2 configured as SWAP 

\ 

HP-UX Start ~up in progress 

Configure system crash dumps ..... . . . ................ . ............ . . . OK 
Mount file systems . . ......... ...... .......... . ..... ... .. .. ....... . . . OK 
Virtual Partitions Initialization . . . . . ..... . ... .. ....... .. ....... . . . OK 
Update kernel and loadable modules .. .. . ... .... ....... . . .. ...... .. . . N/ A 
Initialize loadable modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... ... . .. . . . N/A 
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Se tting hostname . . ..... ................ ... ... .. . ........ ... .. . . . . . .. OK 

Step 9. Login to HP-UX running in the virtual partition you loadedlbooted in the 
previous steps of this procedure. 

Because the nPartition consoleis shared by all virtual partitions within 
the nPartition, you should login using a method other than the system 
console login for most virtual partition access purposes. 

Use the telnet command or another remote login method to access 
HP-UX running on the virtual partition. 

Mter you login to a virtual partition running on an nPartition, you can 
list the current virtual partition using vparstatus -w, and can list the 
local nPartition's partition number using the parstatus -w command. 

# vparstatus -w 
The current virtual partition is Shad. 
# parstatus -w 
The local partition number is O. 
# 

r 
I 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 493 

RQS n° 03/2005 
CPMI • CORR 10~ 

Fls: ---tQ-t-'-;21---(..,6,-:....;.2-

3697 
Dôc: 

----



NOTE 

Virtual Partitions (vPars) Management on nPartitions 

Rebooting or Shutting Down Virtual Partitions 

Rebooting or Shutting Down Virtual Partitions 

This section describes how to reboot HP-UX in a virtual partition and 
how to shut down all virtual partitions running in an nPartition . 

After shutting down all virtual partitions in an nPartition you can reboot 
the vPars monitor to reset the nPartition and, after resetting, make the 
nPartition's BCH interface available. 

The nPartition reboot for reconfig and ready for reconfig state involve 
methods ofresetting an nPartition that require additional considerations 
not covered in this section. 

See the section Managing nPartitions from a Virtual Partition on Q 
page 506 for details and procedures to perform a reboot for reconfig or to 
shut down an nPartition to a ready for reconfig state when one or more 
virtual partitions is running in the nPartition. 

When you reboot (shutdown -r) HP-UX running in a virtual partition, 
HP-UX will automatically attempt to reboot on the virtual partition if 
the virtual partition is configured for autoboot and none of the other 
virtual partitions in the same nPartition have initiated a reboot for 
reconfig or a shutdown to the ready for reconfig state. 

You can interrupt the virtual partition autoboot process when accessing 
the virtual partition's console interface through its nPartition's console. 

When you halt (shutdowri .-h) HP-UX running in a virtual partition the 
virtual partition shuts down to a "Down" state and HP-UX does not 
reboot. Mter you have halted a virtual partition you can load/boot 
HP-UX on the virtual partition using the vparboot command from 
HP-UX running on any ofthe other virtual partitions in the same Q 
nPartition. Also see the procedure vPars Management: Booting HP-UX 
B.ll .ll on Virtual Partitions in an nPartition on page 487 for other 
methods and details. 

To shut down all virtual partitions in an nPartition, login to each virtual 
partition through its console and halt HP-UX (shutdown -h). Then from 
the vPars monitor's MON> prompt you can enter reboot to exit the vPars 
monitor and reset the nPartition's active cells. 
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vPars Management: Rebooting or Shutting Down 
Virtual Partitions in an nPartition 

The following procedure is for performing a normal reboot (shutdown -r) 
ora shutdown-and-halt (shutdown -h) in a virtual partition that is 
running in an nPartition. 

This procedure also describes how to halt all virtual partitions in an 
nPartition and return to the nPartition's BCH interface. 

Step 1. Login to HP-UX running on the virtual partition that you want to 
~ 

shutdown or reboot. 

You can login to the virtual partition remotely by using the telnet 
command or another remate login command, or can login through the 
virtual partition's console. 

If you plan to shut down all virtual partitions in the nPartition, you 
should gain console login access to the virtual partitions. 

You also will need virtual partition console access for this procedure if 
you must interrupt the virtual partition's HP-UX autoboot process. 

To access the virtual partition's console, first login to the service 
processar (GSP or MP) for server where the virtual partition's nPartition 
resides and then access the nPartition's console. As needed, in the 
nPartition console type Control-a to switch among the virtual partition 
consoles. 

Step 2. Enter the vparstatus -w coinmand to·confirm that you are logged into 
the virtual partition that you want to shut down. 

You also can check the virtual partition's autoboot setting by using the 
setboot or the vparstatus command. 

\ 
# vparstatus -w 
The current virtual partition is Shad. 
# setboot 
Primary bootpath : 0/0/6/0/0.5.0 
Alternate bootpath : 0/0/6/0/0.6.0 

Autoboot is ON (enabled) 
Autosearch is ON (enabled) 

Note: The interpretation of Au 'oboot and Autosearch has changed 
for 
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Rebooting or Shutting Down Virtual Partitions 

crStep 3. 

systems that support hardware partitions. Please refer to the 
manpage. 
# 

From HP-UX running in the virtual partition you want to shut down, 
enter the shutdown command with the appropriate command-line 
options. 

NOTE 

If shutting down all virtual partitions in the nPartition, use 
shutdown -h. 

To shut down and halt HP-UX on the virtual partition, enter the 
shutdown -h command along with any additional command-line options 
you need. 

To shut down HP-UX on the virtual partition and allow the virtual 
partition to autoboot HP-UX ifit is configured to doso, enter the 
shutdown -r command along with any additional options you need. 

See the shutdown (1M) manpage for complete details about ali options. 

Step 4. If you are shutting down all virtual partitions in the nPartition, type 
Control-a to switch to the next virtual partition's console login prompt, 
login to the virtual partition, and then repeat Step 2 and Step 3 to shut 
down HP-UX in the virtual partition. 

Typing Control-a switches among the virtual partition consoles that are 
available through an nPartition's console, when one or more virtual 
partitions are loadedlbooted in the nPartition. 

When you type Control-a repeatedly in the nPartit ion console and remain 
at the vPars monitor (MON> or [MON] ), then no virtual partitions are 
loaded or booted in the nPartition. 

Step 5. If you are shutting down alloirtual partitions in the nPartition, then 
after you have halted HP-UX running in each virtual partition in the 
nPartition you can reset the nPartition by entering the reboot command 
from the MON> prompt. 

!~:::~~:.monitor reboot command resets all active cells in the~ 
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Mter the cells have reset and completed self-tests, the cells participate in 
partition rendezvous, form an nPartition, and finally the nPartition's 
BCH interface is made available through the nPartition console. 

Ifthe nPartition is configured to autoboot, you can interrupt the autoboot 
process by typing any key at the appropriate time when accessing the 
nPartition's console. 

If autoboot is configured for an nPartition, you will see a message similar 
to the following in the nPartition's console during the nPartition reset 
process. 

Attempting to boot using the primary path . 

To discontinue, press any key within 10 seconds. 
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Configuring Virtual Partition Autoboot 

This section describes how you can configure an nPartition to 
automatically boot the virtual partitions Monitor and to also boot ali 
virtual partitions that have autoboot configured. 

For details on automatically booting HP-UX in non-vPars mode on an 
nPartition, refer to the chapter Booting and Resetting nPartitions on 
page 197. 

AB the following procedure describes, setting up the virtual partitions 
autoboot process involves first configuring the nPartition's boot device 
paths and path flags to boot the device where the current vPars database 
resides, then configuring that boot device's AUTO file to specify that the 
vPars monitor be loaded with the -a option, and finally configuring the 
virtual partitions that you want load automatically to have their boot 
attribute set to auto. 

vPars Management: Configuring Virtual Partition Boot Settings 

This procedure configures an nPartition to autoboot the vPars monitor 
(MON> prompt) and also automatically load/boot the virtual partitions 
that have autoboot configured. 

Step 1. From the nPartition's BCH interface, configure the nPartition to 
automatically boot the device where the current vPars database and 
vPars monitor resides. 

First configure one o f the nPartition's boot path variables (PRI, HAA, or 
ALT)to téference the devíce where the current vPars databàse 
(/ stand/vpdb) resides. 

Then configure the nPartition's path flags to boot the chosen device path. 

o 

Refer to the chapter Booting and Resetting nPartitions on page 197 for O 
details Ón nPartition autoboot, including device path and path flag 
configuration. 

Step 2. Boot HP-UX in non-vPars mode from the device you configured in the 
previous step. 

From the BCH interface, issue the BOOT command and specify the boot 
path variable you set in the previous step. For example: BOOT HAA to boot 
the HAA device path. 

Step 3. Login to HP-UX and configure the chosen boot device's AUTO file. 
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Mter HP-UX has booted in non-vPars mode on the nPartition, login as 
root, use the l vdisplay command to list device file for the boot device, 
and then use the mkboot command to configure the boot device's AUTO 
file. You also can use the lifcp command to display the contents ofthe 
AUTO file. 

For example, the foliowing mkboot command sets the AUTO file for the 
/dev/dsk/clt5d0 device, and the lifcp command displays the contents 
o f the device's AUTO file. 

# mkboot -a nhpux boot /stand/vpmon -an /dev/dsk/cltSdO 
# lifcp /dev/dsk/cltSdO:AUTO -
hpux boot /stand/vpmon -a 
# 

The vpmon -a option specifies to automaticaliy load/boot ali virtual 
partitions that have autoboot configured when the vPars monitor is 
loaded. 

Also see the example Autoboot Configuration Example for Virtual 
Partitions (vPars) on page 500 for more example. 

Step 4. From HP-UX check ali virtual partition boot attributes and reconfigure 
any boot attributes to establish the virtual partitions autoboot 
configuration you desire. 

Use the vparstatus command to list details about ali virtual partitions, 
including boot attributes. Note that when you issue this command when 
HP-UX is booted in non-vPars mode, the command presents 
configuration info based on the I stand/vpdb vPars database. 

Then as needed use the vparmodify command to reconfigure any boot 
attributes. For example, the foliowing command sets the virtual partition 
named "Mesh" to automatically load/boot HP-UX when possible. 

# vpa~odify -p Mesh -B auto 

Each virtual partition that you want to boot automaticaliy must have its 
boot attribute set to auto. 

Step 5. Reboot the nPartition, andas desired observe its boot progress from the 
nPartition's Virtual Front Panel or its console. 

The result of this nPartition reboot is to automaticaliy load/boot the 
virtual partitions that you have configured for autoboot. 
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Virtual Partitions (vPars) Management on nPartitions 
Configuring Virtual Partition Autoboot 

Issue the shutdown -r command to shut down HP-UX and reboot the 
nPartition. 

When the nPartition reboots to its BCH interface, it will proceed to boot 
the device path you specified using nPartition boot paths and path flags. 
The nPartition then will execute the device's AUTO file contents that you 
specified, to load the /stand/vpmon vPars monitor. Finally, because the 
vPars monitor is invoked with the -a option, it will automatically 
loadlboot ali virtual partitions that have autoboot configured. 

Autoboot Configuration Example for Virtual Partitions (vPars) 

In this example, the user first confirms that the vPars database 
(/stand/vpdb) and vPars monitor (/stand/vpmon) are in the /st and 
directory and thus can be referenced and booted. 

The bdf command displays the logical volume associated with the 
/stand directory, and the the lvdisplay command then displays the 
device file associated with the logical volume. 

# ls /stand/vp* 
/stand/vpdb /stand/vpmon 
# bdf /stand 
Filesystem 
/dev/vgOO/lvoll 
# lvdisplay -vk 
LV Name 

kbytes used avail %used Mounted on 
512499 71581 389668 16% /stand 

/dev/vg00/lvol1 I grep dev 
/dev /vg00/1 voll 

VG Name 
/dev/dsk/clt5d0 128 

/dev/vgOO 
128 

# 

The first lifcp command that follows displays the original contents of 
the boot device's AUTO file. Originally, this device is configured with the 
AUTO file default, hpux, which invokes the hpux loader with no options 
and thus the /stand/vmunix kernel would be booted. 

The ~oot command that follows sets the AUTO file contents so that 
the hpux load.er will boot the /stand/vpmon vPars monitor with the -a 
option. Issuing the lifcp command again shows the new contents ofthe 
device's AUTO file. 

# lifcp /dev/dsk/cltSdO:AUTO -
hpux 
# mkboot -a "hpux boot /stand/vpmon -a" /dev/dsk/cltSdO 
# lifcp /dev/dsk/cltSdO:AUTO -
hpux boot /stand/vpmon -a 
# 
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Virtual Partitions (vPars) Management on nPartitions 

Configuring Virtual Partition Autoboot 

Next the user issues the vparstatus command to list'the current 
settings for the virtual partitions defined in the I stand/vpdb file. 
Because the vparstatus command is issued when the local nPartition is 
booted in non-vPars mode, the command lists info based on the vpdb file 
rather than the vPars monitor (which is not running). 

vparstatus: Warning: Virtual partition monitor not running, Requested resources 
shown. 
[Virtual Partition] 

Virtual Partition Name State Attributes Kernel Path 
--------------~--------------
______________ ! ______________ _ 

Shad N/A 
N/A C:esh 

;Virtual Partition Resource Summary] 

CPU 

Dyn,Manl 
Dyn,Manl 

CPU 
Bound/ 

Virtual Partition Name Min/Max Unbound 

/stand/vmunix 
/stand/vmunix 

Num Memory 
IO # Ranges/ 

devs Total MB 

(MB) 

Total 

Boot 
Opts 

MB 
================ ==================== 

Shad 
Mesh 
# 

2/ 3 2 o 6 0/ o 2048 
1/ 2 1 1 6 0/ o 1024 

In this example both virtual partitions, named "Shad" and "Mesh", 
originally are configured to be booted manually, as shown in the previous 
vparstatus command output: the boot attribute for each is listed as 
"Manl" (manual). 

Next the vparmodify command reconfigures the boot attribute for the 
. virtual partition named "Mesh" to auto . . 

Mter changing the boot attribute, issuing the vparstatus command 
shows updated info about "Mesh" and lists its boot attribute as "Auto" 
(auto). 

~ vparmodify -p Mesh - B ~uto 
# vparstatus -p Mesh 
vparstatus: Warning: Virtual partition monitor not running, 

• shown. 
Requested resources 

[Virtual Partition] 

Virtual Partition Name State Attributes Kernel Path 

Mesh N/A Dyn,Auto /stand/vmunix 

[Virtual Partition Resource Summary] 

Boot 
Opts 

CPU Num 
CPU Bound/ IO 

Memory (MB) ·'JJ\ j 
# Ranges/ fV 
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Virtual Partitions (vPars) Management on nPartitions 
Configuring Virtual Partition Autoboot 

Min/Max Unbound devs Total MB Total MB 

1/ 2 1 1 6 0/ o 1 024 

This example nPartition now is configured so that when the nPartition 
reboots it will automatically boot from a device that will automatically 
load a vPars monitor, which then will automatically load/boot the virtual 
partition named "Mesh". 

~ 

# shutdown -r· 1 

In this example's next step the user reboots the nPartition by issuing the 
shutdown -r command. 

SHUTDOWN PROGRAM 
06/26/02 17:57:23 CDT 
Waiting a grace period of 60 seconds for users to logout. 
Do not turn off the power or press reset during this time. 

Broadcast Message from root (console) Wed Jun 26 17:58:23 ... 
SYSTEM BEING BROUGHT DOWN NOW ! ! ! 

Do you want to continue? (You must respond with 'y' or 'n' . ) : y 

/sbin/auto_parms: DHCP access is disabled (see /etc/auto_parms.log) 

System shutdown in progress 

_Stopping OpC agent processes_ · (opcag·t) . . .......... :· ......... ; .. OK. · 
Stop CDE login server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . OK 

Because the nPartition is booted in non-vPars mode, the shutdown -r 
command shuts down HP-UX and resets the nPartition's active cells. 

Mter thé cells boot and the nPartition reaches its BCH interface, the 
autoboot process begins . 

. The following example output shows that the nPartition automat ically J,. 
boots the primary (PRI) boot device path, whose AUTO fileis configured 
to load the vPars monitor and automatically load/boot the virtual 
partitions whose boot attribute is auto. ' 

"· The end result of this example nPartition shutdown-and-reboot is that 
the nPartition has loaded/booted the virtual partition named "Mesh". 
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Firmware Version 35 . 3 

Duplex Console IO Dependent Code (IODC) revision 1 

(c) Copyright 1995-2002, Hewlett - Packard Company, All rights rese r ved 

Primary Boot Path : 
Boot Actions: 

~ 

HA Alternate Boot Path: 
Boot Actions: 

c 

0/ 0/1 / 0/1.5 
Boot from this path. 
If unsuccessful, go to BCH. 

0/0/1/0/1.6 
Go to BCH. 

Alternate Boot Path: 0/0/1/0/1.4 
Boot Actions: Go to BCH . 

Console Path: 0/0/0/0/0.0 

Attempting to boot using the primary path. 

To discontinue, press any key within 10 seconds. 

10 seconds expired. 
Proceeding ... 

Initializing b9ot Device . 

Boot IO Dependent Code (IODC) Revision o 

Path Initialized. 

Booted. 

ISL Revision A.00 . 43 Apr 12, 2000 

ISL booting hpux boot /stand/vpmon -a 

Boot 
: disk(0/0/1/0/1.5.0.0.0.0.0;0)/stand/vpmon 
585728 + 164600 + 16896360 start Ox23000 
[MON) Booting Mesh . .. 

MON > [MON) Console client set to Mesh 

[MON) Mesh loaded 
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~ .. 

HP-UX Start-up in progress 

Configure s y stem crash dumps ...... .. .......... ........... .. ...... ... OK 
Vx VM dev ice nade check ..................... .. . ....... . .. ... .. . . ..... OK 

Start CDE login server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . OK 
~ 

The system is · teady . 

2/0/1/0/0.5 feshd4b (Mesh) 
Console Login: 

[HP Release B.ll.ll] 

In this example, the nPartition has completed the reboot and autoboot 
process and has automatically loaded!booted the virtual partition named 
"Mesh", which has its boot attribute set to auto. 

As the following output shows, when the user logs in to HP-UX running 
on the virtual partition, the vparstatus and parstatus commands 
report that the current virtual partition is "Mesh", the local nPartition is 
partition number O, and the virtual partition named "Shad" is in a 
"Down" state. Shad was not automatically loaded!booted because its boot 
attribute is set to manual (listed as "Manl" in the output below). 

Console Login : root 
Password: 

# vparstatus -w 
The current virtual partition is Mesh . 
# parstatus -w 
The local partition number is O. 
# vparstatus 
[Virtual Partition] 

Virtual Partition Name State Attributes Kerne l Path 
Boot 
Opts 

Shad 
Mesh 

Down 
Up 

Dyn,Manl 
Dyn,Auto 

[Virtual Partition Resource Summary] 
CPU 

CPU Bound/ 
Virtual Pa rtition Name Min / Max Unbound 

/ sta nd/ vmunix 
/stand/vmunix 

Num 
IO 

devs 

Memory (MB) ~ 
# Ranges / 
To t a l MB Total MB 
==== ================ 
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Shad 
Mesh 
# 

~ 
• I 

2/ 3 
1 / 2 
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2 o 
1 1 

6 
6 

O/ O 
0/ o 

2048 
1024 
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Managing nPartitions from a Virtual Partition 

This section covers the nPartition management issues that are unique to 
virtual partition environments. 

In virtual partition environments, you can apply the same nPartition 
configuration tools and principies that you use in non-vPars 
environments-but you must take additional steps to perform a reboot 
for reconfig of an nPartition that has more than one virtual partition 
loaded/booted. 

The procedures in this section address the minor differences in 
performing nPartition reconfiguration and reboot for reconfig processes 
when using virtual partitions in an nPartition. 

The following procedures are covered in this section: 

• vPars Management: Determining if an nPartition is Running vPars 
on page 507 

• vPars Management: Performing a Reboot for Reconfig or Shutdown to 
Ready for Reconfig from a Virtual Partition on page 510 

• vPars Management o f nPartitions: Adding and Removing nPartition 
Cells from a Virtual Partition on page 513 

• vPars Management of nPartitions: Reconfiguring nPartition 
Attributes from a Virtual Partition on page 518 

Also refer to the chapter Managing nPartitions on page 243 for complete 
nPartition management procedures. 

Virtual partition configuration procedures are covered in the section 
Procedures for Managing Virtual Partitions on HP nPartition Servers on 
page 475. 
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Determining if an nPartition is Running vPars 

This section gives you severa! methods for determining if an nPartition 
has loaded/booted HP-UX in or more virtual partitions. For example, 
typing Control-a at the nPartition console, or using the vparstatus 
command. 

vPars Management: Determining if an nPartition 
is Running vPars 

Step 1. Login to the service processar (GSP or MP) for the server where the 
~ 

' nPartition resides, and access the nPartition's console. From the main 
menu, enter co for the console menu and select the nPartition's console. 

Step 2. At the nPartition's console, determine the current boot state. 

The nPartition's current console prompt, if any, provides the first clue 
about the boot state: 

• If you can interact with a BCH command prompt such as the 
following: 

Main Menu: Enter command or menu > 

Then the nPartition has not booted HP-UX or any virtual partitions. 

• Ifyou can interact with a vPars monitor prompt (MON>) then the 
nPartition has at least booted the /stand/vpmon vPars monitor. 

It is possible that one or more virtual partitions also are 
loaded/booted. 

• Ifyou can interact with the HP-UX console login prompt or the 
HP-UX command line then you still need to determine ifHP-UX has 
booted in a vPars or in non-vPars mode. 

\ 

If the nPartition console does not have any interactive prompt or 
command line, then you can use the Virtual Front Pane! to help 
determine if the nPartition is in the process o f booting/resetting o r if 
HP-UX has hanged. 

Step 3. When the nPartition's console gives access to the vPars monitor or 
HP-UX, use additional techniques to determine how many (if any) 
virtual partitions are loaded/booted. 

HP System Partitions Guide: Administration for nPartitions, rev 6.0 

lrRÔs ~-~B3i2ous ·J:~ , 
CPMI • CORRer~ . i 

' Fls : 02 6 9 

b:-~·-6-9 ---'7 



Example 11-2 

# vparstatus -w . 

Virtual Partitions (vPars) Management on nPartitions 
Determining if an nPartition is Running vPars 

You can type Control-a to switch among the virtual partition consoles. 
Each time you type Control-a the name of the current virtual partition o r 
monitor ( [MON] ) is displayed in the console window. 

IfHP-UX is running, login as root and issue the vparstatus - w 
command to list the current virtual partition's name. The vparstatus 
command with no options lists all virtual partitions. 

Checking ifVirtual Partitions are Running on an nPartition 

The following examples show different nPartition boot states on systems 
that have the HP vPars software installed. 

In the following example, the vPars monitor has booted on the nPartition 
but virtual partitions have not yet been loaded or booted. Typing Q 
Control-a repeatedly did not switch to any virtual partitions-only the 
monitor ( [MON] ) is running. 

MON> 
Control-a 
[MON] 
Control-a 
[MON] 

Return 
MON> 

In the following example, HP-UX is running on the nPartition. Although 
the vPars software is installed, the nPartition is running in non-vPars 
mode. The vPars monitor is not running, indicating that /stand/vmunix 
was booted from BCH, not the I stand/vpmon vPars monitor. 

# vparstatus 
vparstatus: Errar: Virtual partition monitor not running . 
# 

Finally, in the following example, HP-UX is running on a virtual 
partition in the nPartition. The current virtual partition is "Shad" and it Q 
is the orily loadedlbooted virtual partition in the nPartition: the other 
virtual partition named "Mesh" is in a "Down" state. 

The current virtual partition is Shad. 
# vparstatus 
[Virtual Partition] 

Virtual Partition Name 

Shad 
Mesh 

508 

Up 
Down 

Dyn,Manl 
Dyn,Manl 
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[Virtual Partition Resource Summary] 

CPU 
Virtual Partition Name Min/Max 

Virtual Partitions (vPars) Management on nPartitions 
Determining if an nPartition is Running vPars 

CPU Num Memory (MB) 
Bound/ IO # Ranges/ 

Unbound devs Total MB Total MB 
================ ==================== 

Shad 
Mesh 
# 

2/ 
2/ 

8 
12 

2 o 
2 2 

8 0/ o 2048 
3 0/ o 2048 

c 

c 
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Reboot for Reconfig or Shutdown to Ready for Reconfig from a Virtual Partition 

Reboot for Reconfig or 
Shutdown to Ready for Reconfig 
from a Virtual Partition 

This section describes how to perform a reboot for reconfig and how to 
shut down an nPartition to the ready for reconfig state on nPartitions 
that are running HP-UX one or more virtual partitions. 

A reboot for reconfig resets ali celi in the nPartition, performs any 
nPartition reconfigurations, and reboots the nPartition to its BCH 

~ interface and aliows the nPartition to autoboot, if it is configured to 
autoboot. 

A shut down to the ready for reconfig state resets ali celi in the 
nPartition, performs any nPartition reconfigurations, and then holds ali 
celis ata boot-is-blocked state, which makes the nPartition inactive. 

Refer to the chapter Booting and Resetting nPartitions on page 197 for 
complete details. 

vPars Management: Performing a Reboot for Reconfig 
or Shutdown to Ready for Reconfig from a Virtual Partition 

This procedure covers how to perform a reboot for reconfig of an 
nPartition that is running virtual partitions. 

This procedure also describes how to reset an nPartition to a ready for 
reconfig state, for an nPartition that is running vPars. 

Step 1. Login to HP-UX running on any ofthe nPartition's virtual partitions. 

Step 2. 

Step 3. 

Issue the parstatus -w command to list the local nPartition's partition 
number, and confirm that you are logged into the virtual partition on the 
nPartition you want to reboot. 

\ 
Issue the vpárstatus command to list details about ali virtual partitions 
currently defined in the local nPartition. 

Check the command's output to determine whether a reboot for reconfig 
ora shutdown to ready for reconfig already has been initiated from one of 
the virtual partitions in the nPartition. 

The foliowing note in the vparstatus output is presented when either 
type o f reconfig shutdown has been initiated. ~ 

) 
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Reboot for Reconfig or Shutdown to Ready for Reconfig from a Virtual Partition 

Note: A profile change is pending. The hard partition must be 
rebooted to complete it. 

Ifthis noteis presented, then in all other virtual partitions at an "Up" or 
"Load" or "Boot" state issue the shutdown -r command and skip the next 
step. 

Step 4. Issue the shutdown command with the options appropriate for the type 
of reboot you want to perform. 

You can perform a reboot for reconfig or reset the nPartition to the 
ready for reconfig (inactive) state. 

Use either ofthe following lists for details. 

To perform the reboot for reconfig o f the local nPartition: 

• First issue the shutdown -R command in the current virtual 
partition. 

• Then in all other virtual partitions at an "Up" or "Load" or "Boot" 
state, issue the shutdown -r command. 

Any virtual partitions in a "Load" or "Boot" state must be shut down 
after they finish loading/booting HP-UX. 

If the nPartition has only one virtual partition-or if ali other virtual 
partitions are in a "Down" or "Shut" state-you do not need to shut 
down other virtual partitions. 

To reset the nPartition to a ready for reconfig (inactiue) state: . 

• First issue the shutdown -R -H command in the current virtual 
partition. 

• Then in all other virtual partitions at an "Up" or "Load" or "Boot" 
state, iss1,1e the shutdown -r command. 

Any virtual partitions in a "Load" or "Boot" state must be shut down 
after they finish loading/booting HP-UX. 

If the nParti tion has only one virtual parti tion-or i f ali other virtual 
partitions are in a "Down" or "Shut" state-you do not need to shut 
down other virtual partitions. 

Step 5. Monitor the nPartitions boot state by using its Virtual Front Panel. You 
can access the VFP from the service processar (GSP or MP) main menu. 
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Refer to the chapter An Overview o f nPartition Boot and Reset on 
page 161 for boot status details. 

512 HP System Partitions Guide: Administration for nPartitions, rev 6.0 

o 

o 



~ 

• I 

NOTE 

c 

~· 
.< 

• / 

·' . Virtual Partitions (vPars) Management on nPartitions 
Adding or Removing nPartition Cells from a Virtual Partition 

Adding or Removing nPartition Cells from a 
Virtual Partition 

This section describes how you can add cells and remove cells from an 
nPartition that is running HP-UX in one or more virtual partitions. 

See uPars Management of nPartitions: Reconfiguring nPartition 
Attributes from a Virtual Partition on page 518 for details on 
reconfiguring other nPartition attributes, such as boot paths or the 
nPartition name, from a virtual partition. 

Complete nPartition configuration procedures are given in the chapter 
Managing nPartitions on page 243. 

vPars Management of nPartitions: 
Adding and Removing nPartition Cells from a Virtual Partition 

This procedure covers how to add and remove cells from an nPartition 
that is running the HP virtual partitions software product. 

In this procedure, you make changes to the local nPartition from HP-UX 
running in a virtual partition in the nPartition. 

For details on modif)ring remote nPartitions, or nPartitions not currently 
running vPars, refer to the chapter Managing nPartitions on page 243. 

Mter remouing one or more cells from an nPartition, any virtual 
partitions defined within the nPartition may need to be reconfigured if 
they explicitly used processar or I/0' resources on the rem:oved cell(s). 

The vPars software product automatically adjusts virtual partition 
configurations as needed to account for any expected hardware that is 
unavailable; as a result, the uPars database may automatically be 
changed after a cell is made inactive or is removed from its nPartition. 

I ' 

Mter adding one or more cells to an nPartition, to use the resources on 
the new cell(s) you also must modify the nPartition's virtual partition 
configurations. For example, for a virtual partition to bind the new cell's 
processors or use any attached 110 slots you must add the resource to the 
virtual partition by using the vparmodify command or the Virtual 
Partition Manager utility. 
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Adding or Removing nPartition Cells from a Virtual Partition ~i~ r(\ Likewise, after an nPartition's inactive cell is made active you also must 
modify the nPartition's virtual partition configurations to explicitly use 

\ the cell's processar or 110 resources . . _ 

The following procedure initiates an nPartition cell assignment change 
from HP-UX running on one virtual partition (using pa:rmodify or 
Partition Manager) and then ifrequired performs a reboot for reconfig of 
the nPartition. 

Step ~ 1. Login to HP-UX running on one ofthe virtual partitions in the nPartition 
' you want to reconfigure. 

You must login as root to perform this procedure. 

Step 2. List the local nPartition's partition number to confirm that you are 
logged into the nPartition you want to modify. 

Issue the parstatus -w command or use an equivalent Partition 
Manager procedure to determine the local partition number. 

Step 3. Issue the vparstatus -w command to list the current virtual partition's 
name, and then issue the vparstatus command (with no options) to list 
all virtual partitions defined in the local nPartition. 

# parstatus -w 
The local partition number is O. 
# vparstatus -w 
The current virtual partition is Shad . 

. # 
# vparstatus 
[Virtual Partition] 

Virtual Partition Name State Attributes Kernel Path 
Boot 
Opts 

Shad Up 
Mesh Down 

· [Virtual Partition Resource Summary] 

CPU 

Dyn,Manl 
Dyn,Manl 

CPU 
Bound/ 

Virtual Partition Name Min/Max Unbound 

Shad 
Mesh 
# 

================ 
2/ 8 2 2 
2 / 8 2 2 

/stand/vmunix 
/stand/vmunix 

Num Memory 
IO # Ra nges/ 

devs Tota l MB 

- is 

(MB) 

Total MB 
================ ==== 

7 0/ o 2 048 
3 0 / o 2 048 
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Adding or Removing nPartition Cells from a Virtual Partition 

Mter you add or remove a cell from the local nPartition, i f required you 
will initiate the nPartition's reboot for reconfig from the current virtual 
partition only and will initiate a normal reboot (shutdown -r) from all 
other "Up" (loaded/booted) virtual partitions in the nPartition. 

Step 4. Request that the cell(s) be added or removed from the local nPartition. 

Use the parmodify command or Partition Manager to initiate the cell 
addition or removal. For detailed information on adding or removing the 
cell see the following list: 

~ • You should adhere to HP's nPartition requirements and guidelines 
when adding or removing cells from an nPartition; refer to the 
chapter Planning nPartition Configurations on page 109. 

• For details on adding or removing a cell from an nPartition, refer to 
the chapter Managing nPartitions on page 243. 

Mter you have used the parmodify command or Partition Manager to 
modify the local nPartition's configuration, proceed with the next step. 

Step 5. Determine if the local nPartition must be shut down to perform a 
reboot for reconfig. 

The cell addition and removal procedures referenced in the previous step 
describe the situations where a reboot for reconfig ofthe local nPartition 
is required. 

You must perform a reboot for reconfig if you removed an actiue cell o r 
you specified the -B option to the parmodify command. You also should 
perform a reboot for reconfig ifyou added a cell with a "y" 
use-on-next-boot value. 

You do not need to perform a reboot for reconfig if you removed an 
inactive cell (and did not specify the -B option) or ifyou added a cell with 
a "n" us~-on-next-boot value (and did not specify the -B option). 

Step 6. Only if required to complete the nPartition configuration change, 
perform a reboot for reconfig of the local nPartition. 

First issue the vparstatus command to list the state (such as "Up" or 
"Down") of all virtual partitions in the local nPartition. 

# vparstatus 
[Virtual Partition] 

Virtual Partition Name State Attributes Kernel Path 
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Adding or Removing nPartition Cells from a Virtual Partition 

·~ ' .===== -====================== ...... 
Sha 
M 

Up 
Load 

Dyn,Manl 
Dyn,Manl 

/stand/vmunix 
/stand/vmunix boot 

[Virtual Partition Resource Summary] 
CPU Num Memory (MB) 

CPU Bound/ IO # Ra nges/ 
Virtual Partition Name Min/Max Unbound devs Tota l MB Total MB 

Shad 
Mesh 
# 

================ ==================== 
2/ 8 2 o 7 0 / o 2 048 
2/ 12 2 o 3 0 / o 2048 

To perform the reboot for reconfig o f the local nPartition: 

• First issue the shutdown -R command in the current virtual 
partition. 

• Then in all other virtual partitions that are at an ''Up" or "Load" or 
"Boot" state, issue the shutdown -r command. 

Any virtual partitions in a "Load" or "Boot" state must be shut down 
after they finish loading/booting HP-UX. 

Ifthe nPartition has only one virtual partition-or if all other virtual 
partitions are in a "Down" or "Shut" state-you do not need to shut 
down other virtual partitions. 

For details see vPars Management: Performing a Reboot for Reconfig or 
Shutdown to Ready for Reconfig from a Virtual Partition on page 510. 

Mter you issue the above shutdown commands, HP-UX on the virtÚal 
partitions is shut down and the vPars monitor is automatically rebooted. 

Beca use a reboot for reconfig is a reset of the nPartition hardware, any 
virtual partitions that are configured for autoboot do not do so at this Q 
time. II1$tead? the nPartition boot process takes place--including the 
con:figured nPartition autoboot behavior (defined by the nPartition's Path 
Flag settings). 

As the reboot for reconfig occurs, all cells assigned to the nPartition will 
reset, any cell assignment changes for the nPartition will occur, and the 
cells will proceed to perform their self tests. 
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Adding or Removing nPartition Cells from a Virtual Partition 

Mter the nPartition's cells complete self tests the partition rendezvous 
can occur and then the nPartition's BCH interface is initiated. Ifthe 
nPartition is configured to autoboot, then that will occur; otherwise, the 
BCH interface is made available through the nPartition console 
interface. 

To load/boot ali virtual partitions, you can use the normal virtual 
partition boot methods. See the section Booting HP-UX on Virtual 
Partitions on page 487 for details. 
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Reconfiguring nPartition Attributes from a Virtual Partition 

Reconfiguring nPartition Attributes 
from a Virtual Partition 

This section describes how you can modify nPartition attributes from 
HP-UX running in a virtual partition in the same server as the 
nPartition. 

For details on changing nPartition cell assignments from a virtual 
partition, see vPars Management ofnPartitions: Adding and Removing 
nPartition Cells from a Virtual Partition on page 513. 

When one or more virtual partitions is loadedlbooted on an nPartition, 
the setboot command affects the current virtual partition's boot settings 
and does not affect the local nPartition's boot settings. 

In this situation, instead use the parmodify command to configure 
nPartition boot device paths from HP-UX. 

nPartition configuration data is stored as part of the server Complex 
Profile and is separate from virtual partition configuration data, which 
typically is stored in the I stand/vpmon file on disk. 

For complete nPartition configuration procedures, refer to the chapter 
Managing nPartitions on page 243. Also refer to the chapter Booting and 
Resetting nPartitions on page 197 for boot-related configuration tasks. 

vPars Management of nPartitions: 
Reconfiguring nPartition Attributes from a Virtual Partition 

This section covers the configuration of nPartition attributes other than 
cell assignments, when performing the nPartition configuration from 
HP-UX running in a virtual partition. 

' ' 

When performing this procedure you do not need to perform any reboots. 

Step L Login to HP-UX running on any virtual partition within the nPartition 
whose attributes you wish to reconfigure. 

Some changes, such as cell attribute changes, require that you initiate 
the reconfiguration from the local nPartition to which the cell is 
assigned. When the nPartition is running multiple virtual partitions, yo 
can login to any ofthe virtual partitions on the local nPartition. 
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Reconfiguring nPartition Attributes from a Virtual Partition 

Step 2. Use the parstatus command or Partition Manager to list the 
nPartition's current configuration status. 

Step 3. Use the pa:r:modify command or Partition Manager to modify the 
nPartition's configuration. (Do not use the setboot command.) 

For example, parmodify -po -P NewName changes nPartition number O 
to be named "NewName". 

For other details, refer to the chapter Managing nPartitions on page 243. 
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Legal Notices 
The information in this document is subject to change without notice. 

Hewlett-Packard makes no warranty of any kind with 'regard to this 
manual, including, but not limited to, the implied warranties of 
merchantability and fitness for a particular purpose. Hewlett-Packard 
shall not be held liable for errors contained herein or direct, indirect, 
special, incidental or consequential damages in connection with the 
furnishing, performance, or use of this material. 

Warranty 

A copy ofthe specific warranty terms applicable to your Hewlett-Packard 
product and replacement parts can be obtained from your local Sales and 
Service Office. 

Restricted Rights Legend 

Use, duplication or disclosure by the U.S. Govemment is subject to 
restrictions as set forth in subparagraph (c) (1) (ii) ofthe Rights in 
Technical Data and Computer Software clause at DFARS 252.227-7013 
for DOD agencies, and subparagraphs (c) (1) and (c) (2) ofthe 
Commercial Computer Software Restricted Rights clause at FAR 
52.227-19 for other agencies. 

HEWLETT-PACKARD COMPANY 
3000 Hanover Street 
Palo Alto, Califomia 94304 U.S.A. 

Use ofthis document and any supporting software media supplied for 
this pack is restricted to this product only. Additional copies of the 
programs may be made for security and back-up purposes only. Resale of 
the programs, in their present forro or with alterations, is expressly 
prohibited. 

Copyright Notice 

Copyright © 1997-2002 Hewlett-Packard Company. All rights reserved. 
Reproduction, adaptation, or translation of this document without prior 
written permission is prohibited, except as allowed under the copyright 
laws. 
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Trademark Notices 

Itanium® is a registered trademarks oflntel® Corporation. 

MS-DOS® and Microsoft® are U.S. registered trademarks of Microsoft 
Corporation. 

•· 
Netscape ® is a registered trademark ofNetscape Communications 
Corporation. 

OSF/MotifrM is a trademark ofthe Open Software Foundation, Inc. in the 
U.S. and other countries. 

SunForum® is a registered trademark of Sun Microsystems, Inc. in the 
United States and other countries. 

UNIX® is a registered trademark in the United States and other 
countries, licensed exclusively through The Open Group. 

VERITAS® is a registered trademark ofVERITAS Software 
Corporation. 

VERITAS File SystemTM is a trademark ofVERITAS Software 
Corporation. 

X Window System™ is a trademark ofthe Massachusetts Institute of 
Technology. 
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Publication History 
The manual's publication date and part number indicate its current 
edition. The publication date changes when a n~wedition is released. 
The manual part number changes when extensive ·changes are made. 

To ensure that you receive the new editions, you should subscribe to the 
appropriate product support service. See your HP sales representative 
for details. 

• March 1999, Edition 1, HP part number B2355-90677. 

• December 2000, Edition 2. HP part number B2355-90704. 

• June 20011 Edition 3. HP part number B2355-90738. 
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This guide replaces the Installing HP-UX 11.0 and Updating from 
HP-UX 10.x to 11.0 guide, HP part numbers B23355-90135 and 
B2355-90679. 

For the latest version ofthis and other HP-UX guides, see the HP 
technical documentation web site at: 

http://docs.hp.cam/ 

Please direct comments regarding this guide to: 

Hewlett-Packard Company 
HP-UX Learning Products 
3404 East Harmony Road 
Fort Collins, Colorado 80528-9599 

Or, use this web form to send us feedback: 

http://docs.hp.com/assistance/feedback.html 
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Typographic Conventions 
We use the following typographical conventions: 

audit (5) 

Book Title 

Emphasis 

Emphasis 

ComputerOut 

Corrunand 

Compu ter 

Filename 

Userinput 

Variable 

{ } 

An HP-UX manpage. audit is the name and 5 is the 
section in the HP-UX Reference. On the web and on the 
Instant Infonnation CD, it may be a hot link to the 
manpage itself. From the HP-UX command line, enter 
"man audit" or "man 5 audit" to view the manpage. 
See man (1). 

The title of a book. On the web and on the Instant 
Infonnation CD, it may be a hot link to the book itself. 

Text that is emphasized. 

Terms defined for the first time or text that is strongly 
emphasized. 

Text displayed by the computer. 

A command name or qualified command phrase. 

Compu ter font indicates literal items displayed by the 
computer. For example: file not found 

Text that shows a filename ancl/or filepath. 

Commands and other text that you type. 

The name of a variable that you may replace in a 
command or function or infonnation in a display that 
represents severa! possible values. 

The contents are optional in formats and command 
descriptions. 

The contents are required in fonnats and command 
descriptions. If the contents are a list separated by I , 
you must choose one ofthe items 

The preceding element may be repeated an arbitrary 
. number of times. 

Separates items in a list of choices. 
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Chapter 1 

lntroducing Ignite-UX 

-
This chapter introduces you to the features and -b;es o f lgnite-UX: 

• About this guide. 

• lgnite-UX overview. 

• Solving problems with lgnite-UX. 
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About This Guide 

This guide describes installing, configuring and u.sing Ignite-UX to 
facilitate installing and recovering HP-UX on HP-çomputer systems in 
your computing environment. 

This guide is written for experienced HP-UX systems administrators 
who are responsible for setting up and maintaining HP-UX workstations 
and servers. They must be familiar with installing HP compu ter 
hardware and software, upgrading software, applying patches and 
troubleshooting system problems. Ignite-UX will help them install new 
systems and maintain existing ones with less effort than when using 
individual install and update tools. 

This guide replaces Ignite-UX information in the Install ing HP-UX 11.0 
and Updating from HP-UX lO.x to 11.0 guide previously supplied with 
HP-UX 11.0 media. This guide also includes information from the 
following papers available on the Ignite-UX web site: 

• Ignite- UX Startup Guide for System A dministrators. 

• Ignite-UX Network System Recouery. 

• Customized Install Media . 

• Ignite-UX FAQ, as ofMarch 2002 (check the web for newer versions). 

Chapter 1 



Documentation and Training 

Check the Ignite-UX web site often for announcements, updates to the 
lgnite-UX FAQ, and to download the latest version oflgnite-UX: 

http://software.hp.com/products/IUX 

Details about recent changes to Ignite-UX are in the lgnite-UX Release 
Notes located on the web site or in the directory 
I optl ignite I share I doclrelease_note. 

Additional information is available on these web pages: 

• Ignite-UX and Mirrored disks 

c= http://software.hp.com/products/IUX/docs/diskmirror.pdf 

c 

• Ignite-UX System Recovery 

http://software.hp.com/products/IUX/docs/recovery_merge. 
html 

• DHCPFAQ 

http://www.dhcp.org 

lgnite-UX training HP offers a 3-day classroom course on Ignite-UX for the experienced 
HP-UX system administrator. For details, classes scheduled in your 
area, and class registration, go to: 

www.hp.com/education/courses/h1978s.html 
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lgnite-UX Commands and Online Documentation 

Ignite-UX provides online information in the /opt/ignite/share/doc/ 
directory. Also see these Ignite-UX manpages: 

Ignite-UX Manpage Description 

ignite (5) Ignite clients remotely from the 
Ignite-UX screen and provides an I 

overview of ali Ignite-UX commands. 

instl_adm (1M) Manage Ignite-UX config files. 
instl_adm (4) 

instl_combine (1M), Construct custom, bootable install 
make_medialif (1M) media. 

instl_dbg (1M) Debug config files . 

instl_bootd (1M) Boot protocol server for Ignite-UX client. 

bootsys (1M) Reboot and install systems using 
Ignite-UX. 

make_bundles (1M) Package SD bundles into an SD Depot. 

make_depots (1M) Creates SD depots from media. 

make_boot_tape (1M) Create a system boot tape. 

make_net_recouery (4) Create recovery archives on a network 
system. 

make_tape_recouery (1M) Create recovery tapes. Replaces 
make _ recovery available beginning I 
with Ignite-UX NB 3.2. 

check_recouery (1M) Check recovery tape status since last 
make _ * _ recovery. 

make_sys_image (1M) Create golden system images. 

make_config (1M) G€nerate config files for installing 
software in SD bundles. 

Chapter 1 



Table 1-1 (Continued) 

Ignite-UX Manpage 

manage_index (1M) 

setup_server (1M) 

add_new_client (1M) 

,.,.. .. / 
/ >· 

/ ç;s3:t · 
( rfoJ-~J ()V 

lntrodu~ng lgnite-UX / 

About his c;;uide ·~::,. \J 
' • ~ y 

Description 

Manage the INDE~ file. 
-

Perfonn Ignite-'dx client-server 
administration tasks. 

Construct and populate a client 
directory without requiring a reboot. 

\J 
----~----------------------~--------------------~------------------
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lgnite-UX Overview 

lgnite-UX addresses your need to perform syste~installations and 
deployment, often on a large scale. With Ignite-UX, yóu can: 

• Create and reuse standard system configurations. 

• Archive a standard system configuration and use that archive to 
replicate systems. 

• Create customized processes to allow interactive and unattended 
installs. 

• More-easily recover your operating system (OS) and applications 
after crashes and hardware failures. 

Mter running an lgnite-UX install session, you have a working HP-UX 
client system. 

lgnite-UX release lgnite-UX is an HP-UX 10.x, 11.0, and Ui product, including Ui v1.6 
versions which supports Itanium Processor Family (IPF) systems, that 

facilitates installing and configuring HP-UX systems. lgnite-UX releases 
are available to install the HP-UX 10.01, 10.10, 10.20, 11.0 and Ui 
releases on client systems. 

18 

lgnite-UX server software is currently available in these versions: 

• HP-UX 10.01, 10.10, 10.20- version A.3.7.95 

• HP-UX 11.0 and Ui- version B.4.0 or later 

An lgnite-UX B.x server runs on HP-UX 11.0 and Ui and can install 
HP-UX 10.20, 11.0, and Ui OS and applications on target systems. An Ü 
Ignite-UX A.x server runs on HP-UX 10.x and can only install HP-UX 
10.x software on target systems. 

Be sure to check the lgnite-UX web site often for announcements and 
information on new lgnite-UX releases. 
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control 

Easy-to-use GUI 

Multi-sourced 
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Multiple archive 
formats 

Custom 
installations 
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lgnite-UX Features 

Ignite-UX install sessions for multiple targets can be controlled from a 
single server in a true clientJserver model. A graphical user interface 
(GUI) called the Ignite-UX screen helps you mallage.multiple, 
simultaneous install sessions. Alternatively, yoÚ can run a single install 
session from the target system ifthat is more convenient. A single install 
server can serve multiple HP-UX releases. 

The Ignite-UX screen uses tabbed dialogs for task navigation. In 
addition, a wizard mode is available for the novice. 

You could install your base from one SD depot, a set o f patches from 
another depot, and the applications you want from a third depot ali in 
one session. 

In addition to supporting SD software sources, Ignite-UX supports tar, 
cpio, and pax archives. Tools are provided to help you create a golden 
system image if you wish to install from an archive. 

It is easy to create a system that is ready to go as soon as the install 
session completes. Many of the tasks typically done as separa te steps 
after an install are now incorporated into the Ignite-UX installation 
process. Ignite-UX allows you to specify what kernel parameters you 
want set and what user-supplied scripts you would like to run as part of 
the session. Many different script hooks are provided so you can add your 
own customizations (during and after the installation). Also, the host 
and networking information which must normally be supplied at first 
boot can be specified at install-time. You can: 

• Create a configuration for your particular needs, save it, and then 
quickly apply that configuration to multiple install targets. 

• Set up a configuration and then install it on a target machine with no 
further user interaction. This can be done in both the initial 
installation and the re-installation cases. 

• Scan a system and produce a report detailing what hardware is 
present, how the disks are used, what kernel modifications have 
been made, and what software has been loaded. This report can be 
customized to meet your needs. 

• Construct your own customized bootable install/recovery media 
using the make _ medialif command. 
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System recovery 

Support for 
ServiceControl 
Manager 
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You have consistent, reliable recovery in the event of a catastrophic 
failure ofthe system disk or root volume group using either thE 
make _tape_ recovery or make net recovery command. 

lgnite-UX supports installing HP-UX client systems ip. an HP 
ServiceControl Manager environment. See the ServiceControl Manager 
Installation and Configuration guide for more details. 
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Solving Problems with lgnite-UX 

Once you have an Ignite-UX server installed and çonfigured for your 
environment, you'll find that it can help you solve-ma:riy common 
installation and recovery problems. 

Once you configure a system with a common configuration that you 
want pushed to other systems, use lgnite-UX to either manually or 
automatically Ignite-UX each client system. This common configuration 
can include any supported HP-UX lO.x, 11.0, or lli OS, plus you can add 
any required patches and applications. This configuration can be 
bundled into anOS archive, either on the Ignite-UX server or any system 
in your environment. You can also pull bits from an lgnite-UX server 
and install the client locally. These processes are explained in Chapters 2 
through 5. 

You can quickly re-install the OS on an existing system after repair from 
either an OS archive or SD depots and apply patches. See Chapter 6, 
Installing Patches with lgnite-UX,and Chapter 7, Using Golden System 
Images, for details. 

With lgnite-UX, you can easily scan a system, or ali systems in your 
environment, to see what hardware is present, how the disks are used, 
what kernel modifications have been made and what software has been 
loaded. See Chapter 5, "Installing HP-UX with lgnite-UX on Clients 
from a Server," on page 73. 

Using Ignite-UX's configuration files allow you to completely automate 
the OS installation process on any systems in your environment, as 
explained in Chapter 9, ''Automating Installations." 

In addition to OS archives for initial installations, you can create 
recovery archives on tape (access from a drive on the client) or on any 
system in your environment (access via the network). See Chapter 11, 
System Recovery, for details. 
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Installing and Administering an 
lgnite-UX Server 

.i 

This chapter describes installing and configuring an lgnite-UX server. 

For on-line information about the Ignite-UX server after it has been 
installed, see the /opt/ignite/share/doc/ directory and the ignite (5) 
manpage. 

lgnite-UX Server 

1. swinstalllgnite- UX 

,/ê~;".\// 
,.,.-..._ . 

I '.. ... o':: 
E.q_en-;.i?.!:l,/ 

2. Use make_depots & make_cont ig 
to sei up OS releases for 
installation on clients. 

4. Use manage_index lo 
reterence conlig. files. 

3. Use make_conlig lo selup 
your own app. depois. 
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Installation Overview 

lgnite-UX functions as a client-server applicatiofr:.. Mqch of the server 
configuration will be performed for you in the lgnite-UX installation 
process, but there are also some separate steps you must take after 
installation. Tools are supplied to help you complete the server 
configuration. 

Installing lgnite-UX will take care ofmost server configuration tasks. 
This can also be done outside Ignite-UX by using either the 
setup_server command as a simple interface or by using the lgnite-UX 
screen, as explained in this chapter. 

lnstallation tasks The tasks required to set up an Ignite-UX server are: 

24 

"A: Obtain lgnite-UX Software" on page 27 

"B: Install lgnite-UX Software" on page 28 

"C: Update PATH" on page 29 

"D: Set Up or Update the Software Source" on page 29 

"E: Add Optional Applications" on page 31 

"F: Installing Minimal lgnite-UX Filesets" on page 32 

"G: Start lgnite-UX for the First Time" on page 33 

"H: Set an Initial lgnite-UX Server Configuration" on page 34 

"1: Starting lgnite-UX" on page 36 

"J: Configuring Server and Session Options" on page 40 

Before proceeding to install an lgnite-UX server, review the server's 
hardware, software and networking requirements explained next. 
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lnstalling and Administering an lgnite-UX Server 
lnstallation Overview 

Ignite-UX Hardware Requirements 

NFS Diskless functionality is not supported on HP-UX 11.0 and later 
versions. Do not update your server to HP-UX ll,l> orJ.ater versions if 
you intend to operate that server as a NFS Diskless server. 

You will need the following to install an Ignite-UX server: 

• Computer- A Series 700/800 system running HP-UX 10.0, 10.10, 
10.20, 11.0 or lli. See Ignite-UX version requirements in"Ignite-UX 
release versions" on page 18. 

• Memory- Ignite-UX requires 64MB minimum on each server and 
client. Your HP support engineer can assist in determining the 
proper amount of RAM. 

• Source Device - Make sure that your system has an appropriate 
source (CD-ROM, DVD, DDS drive or LAN card). Ensure that tape 
drive heads are clean. 

• Disk Drive -A server needs at least one hard-disk drive with at 
least the following capacities (swinstall performs an analysis of 
disk space needed prior to loading the software): 

• 

• 

Generally, 2GB or more for a usable system, 2.2 GB ifon HP-UX 
11.0 and 4GB if on HP-UX lli. 

Ignite-UX will be loaded under the directory /opt/ignite. The 
data files Ignite-UX creates will be placed under 
/var/opt/ignite. Ignite-UX installation will require 
approximately 105MB of disk space. You will probably need 
additional space available under /var I opt/ igni te for archive 
and software depot storage. 

tftp- Ignite-UX will transfer some ofits files using tftp. The 
minimum directories needed by tftp are set up in the 
I etc/ inetd. conf file. Others may need to be added if you place 
configuration scripts in non-standard locations. 

An additional Xll display server (workstation, X-terminal, PC 
running an X server, etc). This can be the same system as above. 

-------------------~ f 
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• 

• 

A separa te graphlcs display may be required if a Series 800 
Ignite-UX server is being used. Or: 

The display can be redirected to another X-windows system by 
setting the DISPLAY environment variable. For example, in the 
Korn Shell or Posix Shell, enter: d -

export DISPLAY=system_name : O.O I 

Product media or link to the web to load Ignite-UX and any software 
depots you plan to distribute to target systems. 

Client and server must be on the same subnet if you plan to do the 
initial boot ofthe client over the network. A boot-helper system can 
be used to get between subnets and the bootsys command also 
works between subnets. See Appendix B, "Using a Boot-Helper 
System," on page 261. 

You can boot over the network only from an Ethernet interface. 
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Installing an lgnite-UX Serve r 

A: Obtain Ignite-UX Software 

Ignite-UX is available from these sources in standard Software 
Distributor (SD) depot format: 

• Application CD-ROM or DVD (if specified when ordering) supplied 
with HP-UX 10.20, 11.0 and lli OS media. 

• An HP-UX lli CD1 or DVD (if specified when ordering). 

• HP's Software Depot: 

http://software.hp.com/products/IUX 

Be sure to obtain the correct Ignite-UX version for your system: 

For HP-UX 11.0 and lli, download and install Ignite-UX version 
B.x. 

For HP-UX 10.20, download and install Ignite-UX version A.x. 

An Ignite-UX version B.x server can install HP-UX 10.20 and 11.0/lli 
OS and applications on target systems. An Ignite-UX version A.x server 
can only install HP-UX 10.x software on target systems. 

You may load one or more ofthe individual Ignite-UX-lx -xx bundles 
onto your system to set up a new Ignite-UX server for installing only that 
HP-UX version on other systems. That is, you can choose to load a 
release-specific bundle, such as Ignite-UX- 10-20 for HP-UX 10.20, or 
an entire bundle such as B5724AA APZ. 

Do not install individual Ignite-UX server bundles to update an existing 
Ignite-UX Server. Instead, install the complete bundle for your OS, for 
example, B5724AA_APZ for HP-UX 10.20. To update yours server to 
HP-UX lli, also consider using the new update-ux command, as 
explained in the guide supplied with HP-UX lli OE media. 
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You can also access HP's SD Depot via ftp, however this access is 
"blind"; the ls command is not available in the I ftp directory. Follow 
these steps: 

Step 1. Log on anonymously to HP's Software Depot: 

ftp www . software.hp.com 

Step 2. Move to the swdepot directory and get the software bundles you need: 

ftp> cd ldistlswdepot 
ftp> get file_name . tar 

file_name examples for HP-UX 10.20 servers are: 

ignite_ lO.Ol.tar, ignite_lO.lO.tar, ignite_10 . 20.tar , 
ignite_all.tar 

file_name examples for HP-UX 11.0/lli servers are: 

ignitell_lO.Ol . tar, ignitell_lO.lO.tar, ignite11_10 . 20.tar, 
ignitell_ll.OO . tar, ignitell_ALL.tar 

B: Install lgnite-UX Software 

Each software bundle contains the Ignite-UX tools plus the data files 
required for support ofthe particular HP-UX release indicated by the 
bundle name. Ifyou do not wish to load the entire lgnite-UX bundle, see 
"F: Installing Minimal lgnite-UX Filesets" on page 32. 

Step 1. Ifneeded, remove Netlnstall. Ignite-UX replaces the capability 
previously supplied by the Netlnstall bundle that carne with HP-UX 
releases 10.01, 10.10 and 10.20. (A system cannot be configured as a 
server for both Netlnstall and Ignite-UX.) Loading any ofthe Ignite-UX 
software bundles will give an error until you either remove the Q 
N etlnstall bundle or touch the I tmp I okay _to_ remove _net _ install file. 
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Step 2. Once the application CD containing lgnite-UX has been mounted or you 
have downloaded the lgnite-UX bundle from the web, use swinstall to 
load the desired lgnite-UX bundle(s). You can load the entire product, or 
you can load only a single lgnite-UX depot ifyou plan on only using 
lgnite-UX to install a single release, such as HP-lpC 10.20, on client 
systems. For example, if the Applications CD is niõunWd at I cdrom and 
you want to load the support for installing HP-UX i0.20 clients onto an 
HP-UX 10.20 server system, enter: 

swinstall -s /cdram Ignite-UX-10-20 

Or, ifyou want to install the entire lgnite-UX 11.0 product on an HP-UX 
11.0 or 11i server from a software depot on your network located at, say, 
hpfclc.fc.hp.com: I release I Ignite-UX, enter: 

swinstall -s hpfclc.fc.hp.cam:/release/Ignite-UX \ 
B5725AA APZ 

Step 3. After loading lgnite-UX bundle(s), unmount and remove the media and 
mount the media/drive, if needed, to load the Core software. 

C: Update PATH 

In your login scripts, add /opt/ignite/bin to your default search path: 

export PA'I'H=${PATH}: /opt/ignite/bin for ksh 

o r 

set_path = (${path} /opt/ignite/bin forcsh 

D: Set Up or Update the Software Source 

lgnite-UX allows many options for installing software on target systems. 
The basic option is to install ali software from SD depots on the server. 
This step describes setting up the software to install on the server. 

Ifyou planto use both SD sources and non-SD sources (tar, cpio, or pax), 
consider each individually: 

29 
r---~~~·--··-. ~~ 

i RQS 11° 03!2UU5 - ~~~ 
J CPMI - CORREIO~ 
Fls: 

' i ----0~2~9 .....,:.9_ 
I 4 3697 

. Doe: 
=------·-- .. --.---.. 



For SD OS 
software 

Follow these steps to make an SD source available to lgnite-UX: 

Step 1. If you do not already have disk depots, create one using the make _ depots 
command. For example, to create the necessary disk depots that 
correspond to the HP-UX 10.20 Core CD-ROM orthe HP-UX DVD, enter: 

make_depots -r B.10.20 -s /dev/dsk/cOtOdO 

This assumes that the CD-ROM or DVD is connected at: 
/dev/dsk/cOtOdO and creates one or more depots in the directory: 
/var/opt/ignite/depots/Rel_B.l0.20 

Step 2. If you used make _ depots as described above to create your depots, use 
the make _ conf ig command to crea te lgni t e-UX config files for each o f the 
depots you plan to use: 

make_config -r B.l0.20 

This command will create config file for ali depots found in the 
/var/opt/ignite/depots/Rel_B .10. 20 directory. lt will also add these 
config files to ali INDEX entries for the HP-UX 10.20 release. Skip the 
next step. 

Step 3. lfyou did not use make_depots to create your depots, run make_config 
and point it at a specific depot. For example: 

make_config -s server:/depot_700 \ 
-c /var/opt/ignite/data/Rel_B.10.20/core_700 

Now add a reference to the INDEX file: 

manage_index -a -f /var/opt/ignite/data/Rel_B.l0.20/core_700 

See the ignite (5) manpage for further examples. 

For non-SD OS 
software 

You will need to create a unique config file that represents the non-SD 
operating system software. Samples of config files that do a core archive 
can be found in: /opt/ignite/data/examples/ 

30 

Mter copying this file and making edits to it as instructed in the 
comments contained in the file, you can use the manage _ index tool to 
inserta reference to this configuration in the /var/opt/ignite/INDEX 
file. Use of configuration files is described in Chapter 3, "Using 
Configuration Files," on page 49. 
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E: Add Optional Applications 

Ifyou have other SD-packaged software that you would like to have 
installed on target clients and want to have the software made available 
for selection in the Ignite-UX interface, run the m~ke_config and 
manage _ index commands on those depots. ~ 

Run the following commands for each depot you plan to load SD software 
from during the installation. The make _ conf ig command only handles 
SD software which is packaged in bundle form. (Ali HP-supplied 
software is packaged in this form. See the make_bundles (lM)manpage 
for information on making SD bundles in an SD depot.) 

For example, to make compiler depot bundles available, as root enter: 

/opt/ignite/bin/make_config\ -s hpfcxxx.hp.com:\ 
/depots/compiler \ 
-c /var/opt/ignite/data/Rel_B.l0.20/compilers_cfg 

/opt/ignite/bin/manage_index \ 
-a -f /var/opt/ignite/data/Rel_B.l0.20/compilers_cfg 

Replace the depot server name (in this example: hpf cxxx. hp. com) with 
the server you have the SD software on. Note that the depot server can 
be a different system from the Ignite-UX server. 

Rerun the make_config command each time new software is added or 
modified in the depots. 

The make_config command constructs Ignite-UX config files which 
correspond to SD depots. When an SD depot is used as part of the 
Ignite-UX process, it must have a config file which describes the contents 
ofthe depot to Ignite-UX. This command can automatically construct 
such a config file, when it is given the name of an SD depot to opera te on. 
This command should be run when adding or changing a depot which 
will be used by Ignite-UX. 

The manage index command manipulates the /var/opt/ignite/INDEX 
file. This utility is primarily called by other Ignite-UX tools but can also 
be called directly. 
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For non-SD 
application 
software 

lfthe source is not an SD depot, the make_config command is not 
applicable. You will need to create a unique config file that references the 
non-SD software. A sample of a config file that does a non-core archive 
can be found in: /opt/ignite/data/examples/noncore. cfg 

NOTE 
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Do not attempt to use non-core OS archives (such as layered 
applications) that contain files that get loaded in: /var/adm/sw/* 
Delivering files in this directory in this method may corrupt the SD 
data base. 

Step 1. Copy this file to: /var/opt/ignite/data/Release/configx 
Then make the changes to the copy in that directory. 

Step 2. Mter copying and editing this file, use manage _ index to insert a 
reference to the copy ofthe configuration in: /var/opt/ignite/INDEX 

F: Installing Minimal Ignite-UX Filesets 

Depending on what you are using Ignite-UX for, you may be able to 
reduce the disk space usage by not loading the full product. Below is a 
list oftypical usages anda list ofwhat parts oflgnite-UX you need. If 
you are not concerned with disk space, just load the bundle(s) for the 
HP-UX releases you support. 

For all cases, the Ignite-UX. IGNT-ENG-A-MAN fileset can be omitted or 
removed ifyou do not want on-line documentation. 

• Ignite-UX server to install HP-UX on clients- Load the 
Ignite-UX-xx-yy bundle(s) for each HP-UX release (xx-yy) which 
you plan to install onto clients. You can omit the Q 
Ignite-UX.OBAM-RUN fileset ifyour server is HP-UX lli or later and 
you don't plan on using make _ net _ recovery for HP-UX lO.x clients. 

• lgnite-UX server to support network recovery for clients­
You will need the full Ignite-UX-xx-yy bundle for each version of 
HP-UX that your clients are running. 

• Using only make_tape_recovery command: - You only need 
these filesets: 

Ignite-UX.RECOVERY 

Ignite-UX.BOOT-KERNEL 
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Ignite- UX. FILE-SRV-release where: 

release is the HP-UX release ofthe system you are running 

Ignite-UX.MGMT-TOOLS 

• Using only make_net_recovery on a cliellt -~The filesets a 
client needs will normally be pushed out by Ígnite-UX to each client 
from the depot created by the pkg_ rec _ depot command. These are 
the only filesets required for make _ net _ recovery on the client: 

Ignite-UX.RECOVERY 
Ignite-UX.MGMT-TOOLS 

• A network boot-helper system- To setup a system on a remote 
subnet that is used just to allow a client to do a network boot and 
then contact a remote Ignite-UX server, all you need is 
Ignite-UX.MinimumRuntime. See "Setting Up the Boot-Helper" on 
page 262. 

G: Start Ignite-UX for the First Time 

To start Ignite-UX, as root enter: 

/opt/ignite/bin/ignite 

You will get a warning screen stating no clients exists as this is the first 
time that igni te has been invoked. This is normal since you do not have 
any clients waiting. 

If you get this error message: 

ERROR: This machine is not an NFS server (no nfsd running) . 

The -n option will not be processed . 

the Ignite-UX server is not currently on the NFS server. The Ignite-UX 
server must be an NFS server. Exit Ignite-UX and make the Ignite-UX 
server an NFS server before continuing. You can do this by using SAM, 
or by editing /etc/rc. config .d/nfsconf to set NFS_SERVER=l and 
rebooting. Ifyou do not get the above error, Ignite-UX has modified your 
/etc/exports file to include the /var/opt / ignite/ clients directory: 

exportfs -v 

/ var/ opt / ignite / clients -anon=2 
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This directory is exported to allow remote root users to write to the 
client's directory. This is required for proper lgnite-UX operations. You 
may need to export additional directories. For example, ifyou use NFS to 
transfer your archive, it must be NFS accessible. 

-
A quick tour Mter you have lgnite-UX up and running, you wiTl see t he Welcome 

screen and then the lgnite screen. When you have booted each client you 
will see an icon representing it on the lgnite-UX screen: 

• Click once on a client icon to select it for further actions. 

• Double-click the client icon to get a Client Status screen. 

• Right-click a client icon to get an Actions menu similar to the 
pull-down Actions menu. 

To learn more about the server, step through the quick tutorial. To get 
started, select: 

Actions -> Run Tutoriai/Server Setup and click Tutorial and Demo 

For more information on these screens, see Chapter 4, "Installing HP-UX 
with Ignite-UX on Clients Locally," on page 63. 

H: Set an Initial lgnite-UX Server Configuration 

Follow these steps to complete the initial server configuration: 

Step 1. Select: Options -> Server Configuration 

Step 2. Select the Server Options tab. 

If needed, modify the Server Options to match the following: 

• Default Configuration: (your selection) 

• Default Printer: (select a default printer to be used by lgnite-UX) 

• Client Timeouts: 40 (the number ofminutes delay before the 
lgnite-UX server will inform the administrator of a network problem 
or client failure) 

• Run client installation UI on: server (most administration of the 
install process to be performed only on the Ignite-UX server) 
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Step 3. Select: Add Booting IP Address 

During the install process, the clients need to do a network boot from the 
Ignite-UX server. In order to do this, the clients need to be given a 
temporary IP address. 

Under Booting Clients, enter an initial range of ávailabie IP addresses. 
This example allows lgnite-UX to perform 20 simultaneous installations: 

15 . 2.73 . 1 15 . 2 . 73.20 

This IP address is only used when booting over the network during the 
initial transfer o f the kemel to the client. You may only need one o r two 
addresses depending on how many systems do network boots at the same 
time. For more information see the instl_bootd (1M) manpage. lfyou 
need to change these addresses later, you will need to edit: 
/etc/opt/ignite/instl_boottab 

Permanent IP addresses are distributed via DHCP Services. 

Unless you are familiar with DHCP services, for this exercise, do not 
modify the "DHCP Class ID" or the "DHCP Addresses Temporary" field. 
The DHCP service is only used for client configurations which do not 
have predefined system hostnames and IP addresses. 

Provide a range of available "permanent" IP addresses. These can only be 
supplied once here in Ignite-UX. After the initial definition, use SAM's 
Networking and Communications -> Bootable Devices area. For example, we 
use these IP addresses in our network: 

15.2.73 . 21 15.2 . 73.40 

Step 4. Select: Options -> Server Configurations -> Session Options 

Verify that only these options are set: 

Confirm new clients 
Show the we1come screen for the instal1 s e rver 

You may wish to de-select Ask for customer information, as this 
installation information is geared to HP and HP distributor-partner 
manufacturing. 
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1: Starting lgnite-UX 

To start ignite on the Ignite-UX server, as root enter: 

/opt/ignite/bin/ignite 

Mter the Welcome screen is acknowledged by dicking OK, Ignite-UX 
displays its clientfserver screen as in the following: 

Ignite-UX displays each system's installation status via the colored 
border around each system icon: 

• Green - OS completely installed, booted and running. 

• Red- Partially installed or installation stopped. The light blue 
installation indicator shows the relative progress. 

• No color- OS not installed. 

Client icons represent all booted systems and those systems that can be 
used for recovery systems. These systems are known to Ignite-UX via 
/var I opt/ igni te/ clients. If a client is not yet running an OS, see the 
booting procedure at the end ofthis chapter. Ifthe client is already 
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running an OS, this can be accomplished remotely by selecting Actions -> 
Boot Client 

Select a client (click its icon) and select the Actions menu to review 
available actions for that client: -

-' 

• View lnstall History- Lists details of ali successfully installed clients. 

• Boot Client- Allows you to boot the selected client. 

• Add New Client for Recovery- Allows you to identifY a client to be 
recovered. 

• Run Tutoriai/Server Setup- Displays the Welcome screen and you can 
choose to run the Tutorial and Demo or Server Setup options. 

• Client Status- Allows you to see the status of a given client, see 
"Review client status" on page 39 for more information. 

• lnstall Client- Starts the HP-UX installation process for the selected 
client. This process is explained in Chapter 5, "Installing HP-UX 
with Ignite-UX on Clients from a Server.". 

• Stop lnstall- Stops the install process on the selected client. You can 
now reboot or halt the client. 

• Create Network Recovery Archive - Initiates creating a network 
recovery archive using the make _tape_ recovery command. Se e 
Chapter 11, System Recovery, for more details. 

• Create Tape Recovery Archive- Initiates creating a recovery archive 
using the make_tape_recovery command. See Chapter 11, System 
Recovery, for more details. 

• Move to History- Saves criticai files for the client, adds them to the 
history file and removes the client icon. The client must be 
"complete" (fully installed) for the configuration to be moved to the 
history file. 

• Remove Client- Deletes the icon for the selected client configuration . 
Client data except for the recovery archive is removed. 

• View Hardware - Lists hardware associated with the selected client . 
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• View/Print Manifest- Allows you to see or print the manifest and!or 
Software Certificate. The manifest is also available in saved form on 
the client and server systems after the installation as the manifest 
files. On the client, the manifest is in:/var/opt/ignite/local/ 

-
On the server, it is in: /var/opt/ignite/cl<ients?OxLLA/ 

For an example, see ''Viewing and Printing a Manifest" on page 104. 

• Change lcon Name - Displays a form for renaming the icon for the 
selected client. 

Use the View menu selections to customize the Ignite-UX screen for your 
needs: 

• Columns- Re-arrange icons by system attributes. 

• Filter- View a selected subset of system icons per selected cri teria. 

• Sort- Sort the displayed icons per selected criteria. 

• By Properties - List clients in a text format rather than with icons. 
To return to the default icon display, select: View - > By Name and lcon. 

Using the By Properties view along with sorting by% Complete can 
make it easier to quickly scan for clients that have finished 
installing. Select Descending Direction to have all completed systems 
listed at the top of the display. Here's a portion o f a By Properties 
view: 
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Review client Mter you see client systems displayed on the Ignite-UX screen, you can 
review the status of any client by: status 

Step 1. Click once on a client icon to select it for further actions. 

Step 2. Double-click the client icon to get the Client Status screen, or select Client 
Status from the Actions menu, or right-click a client icon to get a menu 
similar to the pull-down Actions menu. 

Any ofthese actions result in the status ofthe client being polled and 
displayed as in the following example: 

_____ \! 
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J: Configuring Server and Session Options 

The Ignite-UX server and session options must be configured as 
described in this section. 

Use fields in the Options -> Server Configuration -> Server Options and 
Session Options tabs to: 

• Set up your network installation Precision Architecture 
Reduced Instruction Set Computing (PA-RISC or PA)-based or 
IPF-based server. Network installation details when using Ignite-UX Q 
versions B.4.1 and B.4.2 are found in "Release Specific Server 
Configuration" on page 46. 

• Configure the IP addresses to be used for initially booting the install 
clients (target systems). 

• Configure the DHCP address range to be used for dir ecting the client 
installation process. 
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Configuring server 
options 

Step 1. Select Options -> Server Configuration 

Step 2. Select the Default Configuration box and highlight the OS or OE you want. 
The selected configuration from this list will be installed on to the client's 
target system. The default setting can be overridden on a per-client basis 
by Ignite-UX. 

Step 3. Click on the Default Printer pull-down menu to display the available 
(configured) printers. Select the one you want to use. Ifneeded, use the 
System Administration Manager (SAM) Default Printer area to 
configure a new printer onto the system. This will be the printer for 
printing the manifest or installation history. The printer IP address will 
be checked by Ignite-UX before ajob is sent. 

Step 4. Select the appropriate Client Timeout value, on or off. This will set a limit 
on the time since the client installlog has been written in to. Some points 
in the installation may require 15 to 30 minutes. A warning note will be 
displayed i f this time is exceeded. 

Setting Client Timeout to off disables this notification. \ 
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Step 5. Use the Run client installation UI on menu to designate where you want to 
view the client UI for this installation. If you have a server configured, 
you have the choice of running the client installation interface from 
either the target (as a TUI) or server (as the lgnite-UX screen). Ifthe 
client installation isto be non-interactive (no user intervention), select 

Step 6. 

none. 

The default location for the GUI to be displayed is the Ignite-UX server. 

lfyou are using lgnite-UX version B.4.0 or earlier, you can configure Ü 
which lgnite-UX servers are used to boot client servers in two ways using 
the GUI: by identifying IP or DHCP addresses. Select one ofthe 
following methods: 

a. Click Configure Booting IP Addresses 
Enter the appropriate IP addresses for the initial boot of the target 
systems. The number of such addresses determines the number of 
simultaneous boots you can do. 
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Be sure that IP addresses entered here are not assigned elsewhere, 
or you could (re)boot the wrong system. 

These IP addresses are used to initially boot-furget systems. They 
are used until the system is assigned one of the DHCP boot 
addresses. One address is required for each simultaneous boot. 
Typically one to three are needed, depending on your usage. 
This data can also lt>e configured by using the 
/opt/ignite/lbin/setup_server command. Or, you can directly 
edit the instl_boottab file; this is necessary for modifYing the list 
order for existing IP addresses. 
See the instl_bootd (1M) manpage for further details. 

O r 

b. Click Add DHCP Addresses Ensure that the listed IP addresses are 
not assigned elsewhere. These IP addresses are used during the OS 
download and application loading. The addresses are in use for most 
ofthe lgnite-UX download to a target machine. One address is 
required for each simultaneous download. You should set more, ifthe 
addresses are assigned permanently. 

Click the Temporary box ifyou would like to manage a small group of 
temporary IP addresses, just for use in doing 
installations, and then reassign the clients new addresses when they 
are deployed. 

The provision ofDHCP capability is for the purpose ofinstallation 
only a.nd you may want to limit configurations so that they do not 
interfere with prior DHCP server functions. 

See Appendix C, Configuring for a DHCP Server, for details on 
configuring for DHCP. See the setup_server (1M) and instl_adm (4) 
manpages for more information on setting up DHCP functions, 
addresses and class IDs. 
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Configuring 
session options 

To configure client response behavior, select: 

Options -> Server Configuration -> Session Options 

• Confirm new clients - Controls the appearance of a dialog window 
each time a new client is booted from the Ignite-UX server. 

• Ask for customer information during client installation - Controls the 
appearance of an input window for Customer N ame, System Serial 
Number, and Order Number. You may want to refrain from using this 
option as this information is geared to HP and HP 
distributor-partner manufacturing. 

• Show the welcome screen for the insta li server- If selected, Ignite-UX Q 
automatically displays the Welcome screen. This is a useful default if 
many new operators run Ignite-UX. 

• Halt the client after installation - Controls whether the client system 
is halted (rather than the default, reboot) after installation. 

• Automatically move completed clients to history- Select this button to 
automatically add completed clients to the end of the history log, 
/ var/opt/ignite/ clients/ history/ history .log. It will also 
move their config and manifest files to the history directory on the 
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Ignite-UX server for future reference. The client icon will be removed 
from the client/server screen. The client must be complete (fully 
installed) for this to take place. 

• Show ali the information for recovery archive creation. 

Your lgnite-UX server is now ready to ignite HP-UX on client 
systems in your network. 

Proceed to Chapter 4, Installing HP-UX with Ignite-UX on Clients 
Locally, or to Chapter 5, Installing HP-UX with Ignite-UX on Clients 
from a Server, depending on where you want to execute the Ignite-UX 
process. 

________________ \! 
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Release Specific Server Configuration 

With the release of Ignite-UX B.4.1, unique server configurations have 
become necessary. The server specific configurat.lâ'ns described in this 
section are considered cumulative with each release unless specifically 
stated otherwise. 

Follow the specific server configuration that is appropriate for the 
Ignite-UX version you are installing: 

lgnite-UX B.4.2 PNIPF Server Setup 

The Ignite-UX B.4.2 and later releases provide enhanced support for 
server response to anonymous IPF clients with changes t o the 
instl bootd server. This enhancement is available for both PA and IPF 
server architectures. 

The changes to instl_bootd requires that the bootpd daemon is not 
running on the given Ignite-UX server, rather the instl_bootd daemon 
is used by Ignite-UX to respond to all boot requests from clients. The 
instl_bootd daemon normally runs on a set ofunique network ports, 
1067/1068, that are used only for booting IPF clients. However, in this 
implementation the instl_ bootd will run on the standard bootpd ports, 
67/68. 

Using 
instl_bootpdto 
support 
anonymous IPF 
clients 

Follow these steps to configure your server to run instl_ bootd as a 
replacement for bootpd: 

46 

Step 1. Set up your Ignite-UX server as described in "Installing an Ignite-UX 
Server" on page 27. 

Step 2. Once your server has been setup, ensure that bootpd is disabled on ports 
67/68 by commenting out the following line in /ect/inetd. conf as 
shown in this example: 

#boots dgram udp wait root /usr/lbin/bootpd bootpd 

Step 3. Restart the inetd daemon: 

/usr/sbin/inetd -c 
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Step 4. Enable the instl_ bootd daemon on ports 67/68 by adding the following 
line to /ect/inetd. conf: 

boots dgram udp wait root /opt/ignite/lbin/instl_bootd 
instl bootd 

Step 5. You must restart inetd again to invoke the change m~de in the previous 
step: 

/usr/sbin/inetd -c 

See the instl_bootd (1M) and inetd (1M) manpages for more details. Your 
Ignite-UX server is now configured to respond to anonymous clients. 

Ignite-UX B.4.1 IPF Server Setup 

lgnite-UX release B.4.1 and later support the installation ofiPF systems 
running HP-UX lli Version 1.6. 

Configuring DHCP 
support for 
anonymous IPF 
clients 

Network installation of an IPF system with Ignite-UX B.4.1 requires 
that you perform the following unique network installation steps. 

Chapter 2 

Step 1. Ata minimum, the Ignite-IA-11-22 bundle should be loaded on your 
system. If it is not, load this bundle with swinstall. 

Step 2. Add your client's entries to /etc/bootptab on the server. The following 
example is provided in I etc/bootptab : 

ignite-defaults:\ 
ht=ethernet:\ 
hn:\ 
bf=/opt/ignite/boot/nbp.efi:\ 
bs=48 

System-IPF:\ 
tc=ignite-defaults:\ 
ha=00d009000000:\ 
ip=l90.40.101.22:\ 
sm=255.255.248.0:\ 
gw=l90.1.48 . 1:\ 
ds=l90.1.48 . 11 

All entries in the ignite-defaults section can be used without 
modification. 
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Duplica te (cut and paste) the System- IPF entries and ch ange this 
section in the following ways: 

1. Change System- IPF to reflect the client system's hostname. 

2. Change the ha and ip fields for that client. --=-.. 
3. Change the sm, gw, and ds fields to r eflect your network. 

You can modify the system name, hardware address, IP address and 
other information for the client. 

The following describes fields you may need to change per system and 
which fields are unique to your network: 

• The ha field requires setting to the hardware address (Mac or LLA 

address ofthe client system). This address can be found from the 
firmware's user interface when adding a boot option. See, "IPF 
Client Network Booting Option" on page 70 ofChapter 4. lfthe 
system is up and running, the lanscan command can also be used to 
find this value. 

• The ip field is the IP address that has been reserved for the client 
you are about to install and must be an IP address that is valid for 
your network. 

• The sm field is the network subnet mask and is probably the same for 
all systems on your network. 

• The gw field is the network gateway. It is optional for booting 
purposes, but useful to provide the system defaults. 

• The ds field is the domain name server (DNS) and is also optional for 
booting purposes, but useful to provide as a default. 

Step 3 . Enable bootp services in the I etc/ inetd . conf file by uncommenting 
the bootps entry. 

Step 4. Restart the Internet daemon by entering: 

/usr/sbin/inetd -c 

See the bootpd (1M) and inetd (1M) manpages for more details. Your 
lgnite-UX server is now configured to respond to anonymous clients. 
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U sing Configuration Files 

This chapter introduces Ignite-UX configuration-files and shows example 
config-file applications. See Chapter 9, "Automating Installations," on 
page 135 for more examples of config files. 
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config Files 

lgnite-UX's central data store is called a config ~le . A config file can be 
thought of as a recipe for how to construct a targétsystem. The config file 
is expressed in a language designed for this purpose. The language is 
fully defined in the instl_adm (4) manpage. The syntax is human­
readable; config files may be created directly by you or via the lgnite-UX 
screen. The config file language is much like programming languages in 
that it supports the use ofvariables and conditional expressions. 

Most of the important elements which make up an installed system can 
be described in the config file: 

• Disk and file system h1yout. 

• Software to be installed. 

• Target system's identity and network-configuration kernel 
modifications (additional drivers or tunable parameter settings). 

• User-defined scripts which will run at various points in the 
installation process to further customize the target system. 

Types of config Files 

For maintenance convenience, the configuration information is split into 
severa! types of config files: 

• Default disk and file system layout- Beca use the capabilities of 
each operating system release differ somewhat, HP supplies a 
different set of defaults for each release. These are located in: 
/opt/ignite/data/Rel_release/config 

where: release is the result ofthe uname -r command. For example, 
this file contains the default disk layout for HP-UX 10.20: 
/opt/ignite/data/Rel_B.10.20/config 

• Software description of a single SD depot- Config files which 
describe software available from SD depots can be automatically 
generated via lgnite-UX's make_config tool. This tool produces one 
config file per SD depot. Software description config files are located 
in: /var/opt/ignite/data/Rel_release/* 
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• Software description of an archive - Config files can be hand 
built to allow access to archives (templates are provided with 
lgnite-UX in /opt/ignite/data/examples/ to give you a good 
starting point). Archives may be in either tar or cpio format. Archive 
software description config files are also located in: 
/var/opt/ignite/data/Rel_release/* ~ -- ~· 

• Local configuration overrides that apply globally - It is often 
convenient to specify defaults which will be applied to every system 
installed from a particular server. For example, you might want to 
specify the same NIS domain for ali systems. Place overrides in: 
/var/opt/ignite/config.local 

• Boot control parameters and networking information - lt is 
possible to specify defaults for attributes like the IP address of the 
lgnite-UX server and whether to run a UI to install a new target. 
These can be specified in the first 8KB of the install file system, 
/opt/ignite/boot/INSTALLFS. Use the instl_adm command to 
add, change, or delete this information. 

• Client-specific configuration files - Each client to be installed 
has a unique configuration file located at: 
/var/opt/ignite/clients/OxLLA/config 

• 

LLAis the link-level address ofthe client. This fileis typicaliy created 
when using the lgnite-UX user interface to specify the target system 
configuration. 

This file usually refers to other config files mentioned above. It also 
contains specific directives to override what may have been defined 
in the other files. For example, you may wish to customize the disk 
layout beyond what the defaults allow in: 
/opt/ignite/data/Rel_release/config 

The customizations appear in: 
/var/opt/ignite/clients/OxLLA/config 

Named configurations created by saving a configuration via 
lgnite-UX screen- You can create your own default configurations 
via the lgnite-UX screen and save them for future use. For example, 
you might have a large number of users with similar systems who ali 
run CAD tools. You could build a configuration which matches what 
they need and save it in a configuration called "CAD System". When 
you need to install a new system o f this type, you can select CAD 

I 
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System from the UI and you're done (or you could customize it further 
using CAD System as the template). Saved configurations are 
locatedin: /var/opt/ignite/saved_cfgs/* 

You can build your own config files to specify a particular building block 
you are interested in, and then combine them in .arbit:ç~ry ways. Place 
these building block config files in: ~ 
/var/opt/ignite/data/Rel_release/* 

The next section describes how multiple config files can be combined to 
define a single configuration. 

Combining config Files via INDEX Entries 

The grouping of config files in to useful configurations is accomplished in 
/var/opt/ignite/INDEX. This file contains a list ofvalid 
configurations, each o f which is ma de up of one or more config files. You 
can view these configurations from the lgnite-UX GUI when installing a 
new client at the top o f the Basic tab by selecting: 
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Actions -> lnstall Client -> New lnstall 
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For example, the INDEX file might contain : 

cfg "HP-UX B.10.20 Default" 

} 

description "This selection supplies the defaul t system 
configuration that HP supplies for the B.10.20 release . " 

"/opt/ignite/data/Rel B.10.20/config" -
"/var/opt/ignite/data/Rel_B.10.20/core_"700_cfg" 
"/var/opt/ignite/data/Rel B.10.20/core 800 cfg" 
"/var/opt/ignite/data/Rel-B.10.20/apps-700-cfg" 
"/var/opt/ignite/data/Re().1o. 20/apps::::soo::::cfg" 
"/var/opt/ignite/data/Rel B.10.20/patches 700 cfg" 
"/var/opt/ignite/data/Rel::::B.10.20/patches::::soo::::cfg" 
"/var/opt/ignite/config.local" 

cfg "CAD System-10.10" { 
description "This selection is the typical CAD system 

installation for HP-UX B.10.10" 
"/opt/ignite/data/Rel_B.10.10/config" 
"/var/opt/ignite/data/Rel_B.10.10/core_700_archive_cfg" 
"/var/opt/ignite/data/Rel_B.10.10/apps_700_cfg" 
"/var/opt/ignite/data/Rel_B.10.10/patches_700_cfg" 
"/var/opt/ignite/config.local" 

} = TRUE 

With this INDEX file, the lgnite-UX would present two configurations: 
HP-UX 8.10.20 Default and CAD System-10.10. The CAD System-10.10 
configuration is the default (it is marked TRUE). Once you choose one of 
these base configurations, you can do further customizations with the UI 
or accept the config defaults and do the install immediately. 

Ifyou selected CAD System-10.10, you would get the combination ofthe 
five config files listed for that ela use. The arder of the config files is 
significant; attributes specified in a later config file can override the 
same attributes specified in an earlier config file. There are also two 
config files which are implicitly used every time. Any information stored Q 
in the first 8KB of /opt/ignite/boot/INSTALLFS is implicitly appended 
to each configuration. The client-specific configuration file 
/var/opt/ignite/clients/OxLLA/config is implicitly added as the 
last config file for each configuration. 

A default cfg clause for each release is shipped as part oflgnite-UX. 
Additional cfg clauses are added when you: 

• 
• 
• 

Save a named configuration from the GUI with the Save As button . 

Create a configuration by modifying the INDEX file directly. 

Use the manage _ index file to help automate INDEX file modifications . 
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config Files 

This section shows a few example config files to give you an idea o f their 
look and capabilities. See the instl_adm (4) manpage for a complete 
description oflgnite-UX config files. 

This example shows how a disk might be defineá. Here, the disk is 
located at hardware address 2/0/1.6.0 and does not use LVM or VxVM. 
The disk contains the I file system and a swap area. The swap area 
takes up 64MB and the file system takes up whatever space is left over: 

partitioned_disk { 
physical_volume disk[2/0/1.6 . 0] 

fs_partition { 
mount_point ="/ 
usage=HFS 
size=remaining 
file_length=long 

swap_partition 
usage=SWAP 
size=64Mb 

In this example, two disks are put together to forma single volume 
group. Two file systems are defined; both are striped across both disks. 
The first file system, I appsl, is sized by calculating the amount of space 
required by the software which is to be loaded, and then adding a 30% 
free-space cushion. The second file system, lapps2, gets the remaining 
space on the disks. 

The following example shows LVM as the volume manager. However, it is 
also applicable to VxVM ifusage=LVM is changed to usage=VxVM. 
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volume_group "appsvol" { 
usage=LVM 
physical volume disk[2/0/ 1 . 5.0) 
} -

physical volume disk[2/0/ 1.4 . 0) 
} -

logical_volume "apps1" 

size=30% free 
usage=VxFS 
mount_point= / apps1 
minfree=5 
stripes=2 

logical volume "apps2" { 
mount_point= "/ apps2 " 
usage=Vx FS 
size=remaining 
minfree=5 
stripes=2 

This example defines a few of the network parameters which will be 
assigned to the system after it has been installed: 

final system_name = "acorn1" 
final ip_addr["lanO") = "15. 99 .45.123" 
final netmask["lanO") = "255. 255.248 . 0" 
fina l nis domain = "nis1" 
final r oute_gateway[O) = "15. 99.45 . 1" 
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This example defmes a single SD depot from which software can be 
installed. Two different pieces of software are defined for the SD depot. 
Each can be selected independently for installation. The impact lines tell 
lgnite-UX how much space this software requires in a given directory. 
This information is used to size the file systems c9rrectly. The 
sw category construct allows you to group the.Sõftw:tre so that the user 
interface can present it in chunks which make sense to you. Since this 
example references an SD depot, it would have been created by 
make _ config: 

sw_source "ee_apps_depot" { description = "Electrical Engineering 
Application" source format = SD 

source_type = "NET" 
sd server = "15.23.45.6" 
sd::::depot_dir = "/var/opt/ignite/depots/Rel_B.l0.20/ee_apps" 

} 
sw_category "Applications" { 

description = "User Applications" 

sw sel "EE CAD Package" { 
sw source = "ee_apps_depot" 
sw_category = "Applications" 
sd software_list = "EECad,r=l.2,a=HP-UX_B.l0.20_700" 
impacts "/var" 90524Kb 
impacts = "/sbin" 1248Kb 

sw sel "EE Routing Package" 
sw_source = "ee_apps_depot" 
sw_category = "Applications" 
sd software list = "EERoute,r=2.4,a=HP-UX_B.10.20 700" 
impacts "/usr" 12568Kb 
impacts = "/var" 26788Kb 
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Customizations Based on the Target System 

The config file syntax provides a large number of system attribute 
keywords which describe the target system. Some examples are: 

• The size o f the disk at the specified hw _pa th:::.. 
.; 

disk[hw_path] .size 

• The amount of memory present on the target system: 

memory 

• The string retumed from nname -m: 

hardware model 

• The link -levei address o f the target system: 

lla 

System attribute keywords can be used in expressions in config files so 
that a particular clause is only included in specific target situations. The 
basic format of these clauses is: 

(x) {y} 

which translates roughly to "if the expression x is true, then do y." 

For example, this clause sets the size of some kemel tunable parameters 
if the target system has more than 256 MB of memory: 

(memory > 256Mb) { 
mod_kernel += "nproc (20+12*MAXUSERS)" 
mod_kernel += "maxuprc 1000" 

As another example, use this if you want to run a script to do some 
particular graphics customizations, but you only want to doso when the o 
target system has the appropriate hardware: 

(graphics[O] .planes > O) { 
post_config_script += 

"/ var/ opt / ignite/ scripts / multi_plane_graphics" 

You can also specify multiple conditions. This example installs a 
particular piece of (previously defined) application software if the target 
system is a workstation (Series 700) having at least two disks. A message 
lets the user know why it is happening: 
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(hardware_model - "9000/7.*") & (num_disks >= 2) ) { 
note+= "Installed apps1 because this is a big series 700." 
init sw_sel "appsl" = TRUE 

It is also possible to add an else clause. This example uses a generic 
variable capability and mathematical expressions-to set the primary 
swap size based on the amount of memory in th~ target system: 

(memory > 512Mb) { 
init _hp_pri_swap = 512Mb 

} 
else { 

init _hp_pri_swap memory * 2 

Customizations Based on U ser Selection 

lt is sometimes advantageous to be able to select particular customiza­
tions independent of the target system's hardware setup. For example, 
you might have some systems which you intend to use as NFS file 
servers. You would like the ability to select NFS server capability from 
the UI when you are configuring the target system. 

You have found that NFS file servers are more efficient if some of their 
kernel parameters are modified. NFS file servers also require some 
changes to the /etc/rc. config . d/nfsconf file via ch_rc. 

One solution isto define a custam software selection with a sw sel 
clause, which lgnite-UX shows on the Actions -> New lnstall ->Software 
tab when you are configuring a new installation. For example: 

sw_source "special configs" 
source format = cmd 

sw sel "NFS Server" 
sw_category = "Machine Uses" 
sw_source = "special configs" 
mod_kernel += "dbc_min_pct 35" 
mod_kernel += "dbc_max_pct 65" 
post_config_cmd += " 

/usr/sbin/ch_rc -a -p NFS_SERVER=1 
/usr/sbin/ch_rc -a -p NFS_CLIENT=l 
/usr/sbin/ch_rc -a - p NUM_NFSD=B" 
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The next figure shows the Software tab when the NFS server config file is 
used. AB shown, the selected category is Machine Uses as defined in the 
config file. Choosing a different category would display a different set of 
software. If you were to select NFS Serve r from this screen, the kernel 
modifications specified in the config file would be.:appl.ied during the 
installation. Likewise, the ch _r c commands spécified in the config file 
will be run as part o f the installation. 

Basic Software System File System Advanced 

Category 

i· 
II•IIIIDI&!III41411Aillll. ,I 

UserLicenses 
HPUXAdditions 
Uncategorized 

All 

I' 
I. 

Marked ? Product Description 

i ~=====r:ç r.:r.:.! ================r' : 
Mark/Unmark Se lection(s) 

Using install tabs to configure client installations is explained in o 
Chapter 5, "Installing HP-UX with lgnite-UX on Clients from a Server.". 
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Debugging config Files 

Designing a config file to meet your needs can be a very tedious task. It 
usually requires a lot oftrial and error. BeginniiJ.!fwita lgnite-UX 
version AIB 2.2.4 (May 2000), the instl_ dbg comniand is available to 
help you with config file design. With the instl_dbg command you can: 

• Parse a client's configuration files for syntax errors. 

• Place all relevant configuration information into one file for review. 

• Display and set variables, software selections, and use models. 

• Detect any other errors that may occur during a client installation 
due to faulty configuration files, such as missing software 
depots/archives. 

After you have developed a new config file, run instl_ dbg from the 
Ignite-UX server to parse the specified client's config file as well as any of 
the server's configuration files referenced by the client's config file. 
instl_ dbg first scans for any syntax errors. After syntax is checked, 
instl_ dbg substitutes variables, use models, and software selections 
(sw _ sel) with real values, and writes a single, unified config file if the -f 
option is specified. You can then compare this file with your original to 
determine required changes, or use this file as is to install the client. 
More options are available for more thorough checking or to provide 
more detail. 

To debug a client systeml config file and print the debugged config file to 
stdout and save the debugged config file to systeml_ cfg. out: 

instl_dbg -D /var/opt/ignite/clients/systeml -d -f 
systeml_cfg.out 

Debug the config file for the client named systeml, show the effects upon 
the disk layout when the value of _hp_disk_layout and _hp_pri_swap 
are changed, and print the "very, very verbose" ( -vvv) output to the 
screen as well as the verbose output to systeml_ cfg. out: 

instl_dbg -D /var/opt/ignite/clients/systeml -d \ 
-v _hp_disk_layout="Whole disk (not LVM) with HFS" \ 
-V _hp_pri_swap=SOOMB -vvv -f systeml_cfg.out 

Additional examples can be found in the instl_dbg (lM) manpage. 
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Chapter 4 

Installing HP-UX with lgnite-UX 
on Clients Locally 

You can install the client locally by pulling the HP-UX operating system 
from an Ignite-UX server in terminal user interface (TUI) mode, as 
explained in this chapter. 

For multiple target installations, you will generally be executing the 
installation from an Ignite-UX server. Ignite-UX allows you to install one 
or more client systems manually from the Ignite-UX screen as explained 
in Chapter 5, from a remote system by using bootsys which is also in 
Chapter 5, or automatically as explained in Chapter 10. These are called 
pushing installations. 

Both installation methods, pushing or pulling, require that a 
configuration (config) file be created, as explained in Chapter 3. The 
configuration can include any supported HP-UX 10.x, 11.0, or lli OS, 
plus any required patches and applications. 

This chapter discusses the steps for installing HP-UX on client systems 
locally. Topics are: 

• Preparing Clients for Installation. 

• Non-Interactive Installation Using bootsys. 

• Booting Client Systems from the Network. 
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Preparing Clients for Installation 

Boot each Series 700 or Series 800 client system that supports network 
boot either by entering the appropriate comman,cfexpl-ained in the 
following pages or by using the lgnite-UX screen. If a client with a 
known IP address is already running HP-UX, you can use the bootsys 
command (see page 65) from the lgnite-UX server to install a specific 
configuration without further interaction. 

To interrupt the boot process on any HP computer system, press Esc on 
the given system. 

The next section provides a briefreview ofthe manual boot process. Boot 
ROM commands for manual booting are explained in the installation 
guide supplied with the HP-UX OS/OE media: 

• Installing and Updating HP-UX lO.x, Chapter 3. 

• HP-UX 11.0 Installation and Update Guide 

• HP-UX lli Installation and Update Guide 

If the client cannot find the server to boot from, check these items: 

• Client is on the same subnet as the server. 

• Any instl_bootd errors in: /var/adm/syslog/syslog .log 

• 

• 

The /var I adm/ inetd. se c file to make sure that IP address O . O • O • O 
is not being disallowed. 

If I etc/ services comes from NIS, make sure that the NIS server 
has instl boot* entries. 

The icons for all clients booted from the lgnite-UX server should now 
appear on the lgnite-UX client/server screen. Ifthe lgnite-UX server has 
not been set up completely, or if the client could not obtain enough 
networking parameters via DHCP, then the client may require 
interaction on the lgnite-UX client/server screen. 

Now that you can view clients on the lgnite-UX client/server 
screen, you can proceed to Chapter 5. 
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Non-lnteractive lnstallation Using bootsys 

Non-Interactive Installation Using bootsys 

You can use bootsys to start an interactive system installation on one or 
more clients without logging onto the client systJein, a~ · illustrated in the 
following diagram. · 

Depots 

Config -•····-·' 
files 

lndex 

IIP1 
i -

I IP2 
i 

Target System 1 Target System 2 

(Running HP-UX 
OS (9.05/9.07, 10.x) 

lbõotsys- fõr __________ l 
L'2~~i~!~~~~~~~n~-~~s_! 

It can be invoked either from a command shell, or from the Ignite-UX 
screen by selecting: 

Actions -> Boot Client 

Each client must: 

• Be currently booted under HP-UX 10.20 or later. 

• Be accessible on the network. 

• Have enough disk space in the I stand directory to hold these files: 

/opt/ignite/boot/INSTALL 

/opt/ignite/boot/INSTALLFS 

bootsys copies the Ignite-UX kernel and RAM file system to each client 
and then sets the system AUTO file in the LIF are a o f the root disk to 
automatically boot from this kernel at the next system reboot. 
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ExampÍ~s This sample command will boot the client system from the bootl server 

and wait for install instructions from the lgnite-UX server: 

bootsys -w bootl 

If you have already run an install session from the server, issuing 
bootsys without the -w option results in automattc installation without 
further intervention. · 

To automatically install systeml using a different IP address than what 
is currently assigned and without waiting for server interaction, use this 
command: 

bootsys -a systeml:l.2.3.45 

More information... See the bootsys (1M) manpage for more information and examples. 

TIP 

66 

Common problems using bootsys with lgnite-UX are covered in 
Appendix A, "Troubleshooting," on page 233. 

To prevent a criticai client from being inadvertently booted via bootsys, 
create the file, I. bootsys _ block. For example, you can create the file 
with: 

touch /.bootsys_block 
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Booting Client Systems from the Network 

Network boot applies to HP Workstations and HP se~ers except D, K, 
and R-class servers that do not support the remate network booting 
feature. For more details on supported systems, see "Ignite-UX 
Hardware Requirements" on page 25. See Appendix A "Booting older 
workstations" on page 239 for more information. 

This section provides an overview ofbooting HP computer systems ifyou 
have HP computer systems that may not be running HP-UX. 

Ifyou need further help with the boot process, enter: 

BOOT ADMIN> help boot 

If the client system is already running an OS, use this procedure o r the 
bootsys command as described in the previous section. 

Step 1. Determine your network server address for the install. If necessary, see 
your system administrator for this information. 

Step 2. Turn the power ON for the target system. 

Step 3. When you see a message about stopping the boot search, quickly press 
and hold Esc down to stop the boot-selection process. 

Booting Current Workstations and Servers 

After the power is turned on, you will see a GUI screen (workstations) 
that displays instructions to press Esc to stop the boot process. (On 
servers, the TUI is used.) 

Step 1. Press Esc to view the BOOT ADMIN menu: 

Corranand Description 

Display or set auto flag Auto [bootisearch] [onloff] 
Boot [prilaltlscsi.addr] [isl] 
SCSI 

Boot from primary,alternate or 

Boot lan [ .lan addr] 
Chassis [on I off] 
Diagnostic [onloff] 

[install] [isl] B=t from LAN 
Enable chassis codes 
Enable/disable diagnostic b=t 
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Fastboot [onloff) 
Help 
Information 
LanAddress 
Monitor [type) 

Display or set fast boot flag 
Display the command menu 
Display system information 
Display LAN station addresses 
Select monitor type 

Path [prilalt) [lan.idiSCSI.addr) 
Pim [hpmcltocllpmc) 

Change bÕÕ~ path 
Display PIM info 

Search [ipl) [scsi llan [install)) 
Secure [on I o f f) 

Display potential boot device 
Display or set security mode 

BOOT ADMIN> 

Step 2. If your network only has one lgnite-UX server available, enter: 

BOOT ADMIN> boot lan install 

Step 3. Otherwise, to make sure you boot from the correct server, either make 
the system search for servers and pick one or explicitly tell the system 
where to boot, as follows : 

1. To search for servers type the following ( workstations only ): 

BOOT ADMIN> search lan install 

2. The list of servers will be displayed with IP addresses. You may need 
to run the nslookup command on another running system to 
determine which address corresponds to your lgnite-UX server, if 
this information isn't already available. 

3. Once you know the IP address ofyour server (as provided by the 
search or the nslookup command), boot the system by entering: 

BOOT ADMIN> boot lan.nn.n.nn.n install 

where: nn. n. nn . n is your server's IP address. 

The system then begins to load the install kernel from the network 
server. This should take 3 to 5 minutes. 

Booting Older Series 700 Workstations 

On older Series 700 systems, you will eventually see this menu: 

b) 
s) 
a) 
x) 
? ) 

Boot from specified device 
Search for bootable devices 
Enter Boot Administration mode 
Exit and continue boot sequence 
HelpSelect from menu: 
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Do one o f the following: 

• If your network has only one install server and your system is not 
configured as a diskless client, then type: 

boot lan 

The boot may fail the first time because of aii intentional delayed 
response by the install server. If it fails, try it again. If it fails more 
than three times, check for problems on the install server (see 
Appendix A, Troubleshooting,) OR ... 

• lf your network has multiple install servers, make sure you boot 
from the network server address specified by your system 
administra to r. 

Search for servers 

TIP 

Chapter 4 

Step 1. Enter: BOOT ADMIN> search lan 

Step 2. lfyour lgnite-UX server does not appear during the search, exit by 
entering: x 

1. If necessary, enter the search command again: 

BOOT ADMIN> search lan 

It typically takes two or three searches before the lgnite-UX server 
will be found, due to a built-in delayed response from the server 
system. 

2. Identify your LAN server from the listing. 

3. Ifthree attempts result in no response from the desired server, see 
Appendix A, "Troubleshooting," on page 233. 

Step 3. Ifyou know the Ethernet™ address ofyour server and can specify where 
to boot without going through the search process, enter: 

BOOT ADMIN> boot lan.080009-nnnnnn 

where: 080009-nnnnnn is the Ethernet address ofthe install server. 
(Some newer systems may not use the 080009 prefix.) This number can 
be found by running the lanscan command on the server. 
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Step 4. If your server is listed during the search, you can boot the system by 
entering p and the index number of the server. For example: 

BOOT ADMIN> pl 

This will cause the boot to begin. Or, exit this screen by entering: 
d 

BOOT ADMIN> x 

BOOT ADMIN> boot pl 

IPF Client Network Booting Option 

Step 1. From the EFI Boot Manager menu, you will see a prompt to select a boot 
option. Select Boot option ma in tenance menu. 

EFI Boot Manager ver 1.10 [14.54] Firmware ver 0.0 [4209] 

Please select a boot option 

EFI Shell [Built-in] 
Boot option maintenance menu 
Security/Password Menu (*** Prototype ***) 

Use up and down-arrows to change option(s). 
Use Enter to select an option 

Step 2. The Main Menu appears and prompts you to choose an operation. Select 
Add a Boot Option. 

EFI Boot Maintenance Manager ver 1.10 [14 . 54] 

Main Menu. Select an Operation 

Boot from a File 
Add a Boot Option 
Delete Boot Option(s) 
Change Boot Order 

Manage BootNext setting 
Set Auto Boot TimeOut 

Select Active Console Output Devices 
Select Active Console Input Devices 
Select Active Standard Errar Devices 

Cold Reset 
Exit 
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Step 3. The following menu displays. Select an appropriate network card for 
network boot. For example, look for entries with a MAC followed by the 
MadLLA address ofthe LAN card. 

EFI Boot Maintenance Manager ver 1.10 [14.54] 

Add a Boot Option . Select a Volume 

Removable Media Boot 
[Acpi(HWP0002,0)/Pci(2iO)/Ata(Primary,Maste 

Load File [EFI Shell [Built-in]] 
Load File [Acpi(HWP0002,0)/Pci(3IO)/Mac(00306E1E4ED4)] 
Load File [Acpi(HWP0002,100)/Pci(2iO)/Mac(00306E1E3ED6)] 
Exit 

Step 4. Enter an appropriate boot option name at the message prompt. For this 
example, new boot options are named LANl and LAN2. 

Step 5. Exit to the main menu. The new boot option will now appear in the EFI 
Boot Manager main menu. 

EFI Boot Manager ver 1.10 [14 . 54] Firmware ver 0.0 [4209] 

Please select a boot option 

SCSI2-HPUX 
EFI Shell [Built-in] 
LAN2 
LAN1 
Boot option maintenance menu 
Security/Password Menu (*** Prototype ***) 

Use up and down-arrows to change option(s). 
Use Enter to select an option 
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Step 6. Select the new boot option you created. The following is an example 
of a successful boot using the new boot option. 

Loading . : LAN1 
Running LoadFile() 

CLIENT IP: 15.1.52 . 128 MASK: 255.255.248. "DHCP I P : 15.1.53.37 
GATEWAY IP : 15.1.48.1 
Running LoadFile() 

Starting: LAN1 

® (#) HP-UX IA64 Network Bootstrap Program Revision 1.0 
Downloading HPUX bootloader 
Starting HPUX bootloader 
Downloading file fpswa.efi (371200 bytes) 

(c) Copyright 1990-2001, Hewlett Packard Company. 
All rights reserved 

HP-UX Boot Loader for IA64 Revision 1.671 

Booting from Lan 
Downloading file AUTO (528 bytes) 
Press Any Key to interrupt Autoboot 
AUTO ==> boot IINSTALL 
Seconds left till autoboot - O 
AUTOBOOTING ... 
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Installing HP-UX with Ignite-UX 
on Clients from a Server 

This chapter discusses the steps for installing HP-UX on client systems 
from an lgnite-UX server. Topics are: 

• Methods of Installing Client Systems. 

• Installing from the lgnite-UX Server. 

• Configuring the lnstallation. 

• Advanced Tab. 

• Executing the Installation: Go!. 

• Viewing and Printing a Manifest. 
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Methods of Installing Client Systems 

lgnite-UX allows you to install client systems map_ually from the 
lgnite-UX screen as explained here, or automaticãlly as explained in 
Chapter 10. These are called pushing installations. You can also install 
clients from a remate system by using bootsys, as explained at the end 
o f this chapter, o r install the client locally by pulling an OS from an 
lgnite-UX server as explained in Chapter 4. 

Each installation method requires that a configuration (config) file be 
created, as explained in Chapter 3. The configuration can include any 
supported HP-UX lO.x, 11.0, or Ui OS, plus any required patches and 
applications. 

This chapter describes installing from the lgnite-UX server, either using 
the Ignite-UX GUI or remotely using the bootsys command. 

Supported Peripherals 

All disk drives supported on HP computer systems are supported for 
installation. Fibre channel, tape devices, and LAN cards are also 
supported. 

Disk arrays can be installed with HP-UX, but the installation tasks do 
not support configuring an array. See your array documentation for 
configuration information. 

The HP-UX client-side installation tools support VTlOO and Wyse 60 
terminais, compatible emulations, and all HP terminais. 
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Network Requirements 

If you are loading your server depots or client software from a remo te 
system, your target system will also need a network card. I f the target 
system has multiple LAN cards, select the card that is configured onto 
the correct network by navigating to the System .~ Additionallnterfaces 
menu. Only one LAN card can be used during thé installation, configured 
on the lgnite-UX screen or handled automatically by bootsys. 

Your server system will need to be configured. In addition you will need: 

• If you plan to perform a network boot for a target client then the 
server must be on the same subnet as the target system that will be 
installed. Other options include using a boot-helper system on each 
subnet from which to boot clients. See Appendix B, "Using a 
Boot-Helper System," on page 261 to set up a boot-helper system or 
using the bootsys or make _tape_ recovery commands. 

• If you have more than one LAN connection, you must select the one 
to be used for the install process. 

You can only boot over the network from the system's built-in Ethernet 
interface. FDDI is also supported, but for non-booting only. 

·· · · ~-·-~ 



Starting lgnite-UX 

lgnite-UX screen 
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Installing from the lgnite-UX Server 

lfyou have not already done so, run lgnite-UX oti- the.server as root: 
~ 

/opt/ignite/bin/ignite 

Running lgnite-UX on the server is explained in the following 
procedures. Running lgnite-UX remotely from a client or other system 
provides a TUI with equivalent keyboard navigation. 

Before any new clients are represented as icons on the l gnite-UX screen, 
they must first be booted from the lgnite-UX server. Ifthe client is 
already running an OS, this can be accomplished remotely via the server 
using: Actions -> Boot Client 

If the client is not running, see "Booting Client Systems from the 
N etwork" on page 67. 
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lnstalling from the lgnite-UX Server 

Mter the client icons display, you may: 

• Click once on the client icon to select it for further actions. 

• Double-click the client icon to get a Client Status screen. 
-

• Right-click the selected client icon to get an -"Actio:ris menu, which is 
very similar to the pull-down Actions menu: 

For more about the available Ignite-UX selections, see Chapter 4, 
"lnstalling HP-UX with Ignite-UX on Clients Locally," on page 63 or click 
Help. 
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Configuring the Installation 

To begin the installation, first select a client icon._Then, from the Actions 
menu, select either: d 

• lnstall Client - > New install to install a new client, OR 

• lnstall Client - > Repeat install to use another clients configuration. 

Ifyou have previously installed a client, you will be asked ifyou want to 
use the same configuration data again. 

Ifthe following message displays: 

Settings from a previous installation session were found at 
startup. Do you wish to retain these settings for the 
current session? 

Respond Yes to re-use some or all of the configuration used in the 
previous session. Respond No to use an entirely new configuration. 

lgnite-UX (hpfcdn) 

All configuration parameters from an installation are identified and 
saved as a config file in: / var/ opt/ignite/ clients/ OxLLA/ 
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You can use config files in a non-interactive installation using the 
bootsys command. You can choose a preset configuration in the Repeat 
lnstall selection list to repeat a previously installed configuration and 
execute it within Ignite-UX, without further intervention. 

Basic Tab 

After you choose to install a system, you see the Basic screen: 

This screen shows all the basic information for setting up the file system 
and for loading the OS environment and selecting an HP-UX lli OE. It 
also allows you to configure languages, locale, and keyboard 
requirements. A Save As ... button also allows saving configurations for 
later use. 
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Configuring the lnstallation 

Configurations 

Click this selector to display a list of available OS configurations. Then 
select the one you want to use for this installation. The Description button 
shows more information about each configuratio~ 

Your configuration files are stored in a server lC:cation referenced by the 
/var/ opt/ignite/INDEX file. The INDEX file defines the list of 
configurations. 

OS and HP-UX lli OE Environments 

Select the OS or HP-UX lli OE environment from the choices available 
in the list. For HP-UX 11.0/lli, this may include 64-bit or 32-bit OS 
version. The choices and defaults depend on the releases available on the 
server, and may include, for example, Common Desktop Environment 
(CDE) as the default. 

File System 

Select one of the following: 

• Whole Disk (not LVM) - This may be the appropriate choice for 
single-disk systems with disks less than 2GB. 

• Logical Volume Manager (LVM) with HFS (High-Performance File 
System)- This selection will format single or multi-disk systems to 
combine the disk space into a single, large disk pool, and then 
allocate volumes as needed. The root volume in this case and the 
swap must be on the same physical volume, and will be configured in 
this manner by lgnite-UX. The File System tab will provides Q 
additional opportunities to configure the LVM volumes. In the File 
System tab, you can edit the sizes of LVM partitions, o r use the 
values that lgnite-UX computes for you. 

• Logical Volume Manager (LVM) with VxFS (Veritas File System) - This 
will format single or multi-disk systems to combine the disk space 
into a single, large disk pool, and then allocate volumes as needed. 
VxFS is the same as the Joumaled File System (JFS) and allows file 
system size to be changed after installation. With the optional HP 
OnlineJFS product you can resize, defragment, or make a "snapshot" 
of a mounted file system. 
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• VERITAS Volume Manager (VxVM) with VxFS- This will format single 
or multi-disk systems to combine the disk space into a single, large 
disk pool, under VxVM, and then allocate volumes as needed. The 
root, boot, and primary swap volumes must be on the same physical 
disk and will be configured in this manner byJgnite-UX. The File 
System tab provides you additional opportun-ities to configure the 
VxVM volumes. VxFS is the same as the Journaled File System 
(JFS) and allows file system size to be changed after installation. 
With the optional HP OnlineJFS product you can resize, defragment, 
or make a "snapshot" of a mounted file system. 

VxVM 3.5 is currently only available for HP-UX lli Version 1.0. VxVM 
3.1 is available for HP-UX lli Versions 1.5 and 1.6. 

See "File System Tab" on page 92 for detailed information on File System 
configuration. 

To change root disks, select this button, select another disk from the list 
of available disks, and click OK in that screen. 

For example, a root disk is usually located at SCSI bus location 6. 

The amount ofroot swap space depends on the applications being loaded. 
You can choose to use the default which lgnite-UX computes, based on 
available memory on the target system. Or you can select Root Swap and 
select from the choices that appear in the list. You can also edit the field 
directly and type in the amount of swap space you wish. The swap will be 
rounded to a multiple of 4MB or the LVM extent size. 

Computing swap space is explained in these HP-UX guides: 

• HP-UX lO.x- System Administrator Tasks. 

• HP-UX 11.0 and lli -Managing Systems and Workgroups. 

Languages 

The languages available in your HP-UX system will be shown when you 
select this field. Select the item(s) you want, if it is other than the 
default. The dialogue screen allows you to select more than one 
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language. Highlight the additional items by double-clicking on each. You 
can also drag the pointer down the screen to highlight a range of items; 
then press the mark/unmark button. 

You can make any o f the selections the system default language. This 
will become the system default language after it,is installed. 

Each language will have a corresponding locale (language variant). A 
locale describes the system management of a language for doing the 
following: 

• Messaging 

• Representing numbers 

• Displaying monetary values 

• Telling time 

• Generating characters 

• Sorting text 

HP-UX can have more than one installed language. The "default 
language" is the language environment represented on the target system 
at boot, unless you select another installed language using the HP-VUE 
or CDE login screen, reset the LANG environment variable, or use 
geocustoms (HP-UX 10.30 and after) to change it. 

Click Default Language ... to see the Default Language Choices. They are 
listed in two columns: Language and Locale. Each language may have 
more than one way of representing itself on the system. If this is the 
case, there will be multiple locale entries for the same language. 

Languages may be activated is severa! ways: 

• ASK_AT _FIRST _BOOT allows you to leave the language setting open 
(unset) until the client system is first booted. At that time, the user 
will be prompted. The language setting will be performed as part of 
the initial system configuration. (This applies only to HP-UX 10.30 
and later). 

• SET_NULL_LOCALE creates a NULL language environment, with the 
locale variables set to NULL by default. A nulllocale allows programs 
to execute without using localized message catalogs. This can 
increase system performance. Ali HP-UX messages appear in 
English i f the local e is set to NULL. 
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Additional ... 

Save as ... 

Show summary ... 
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configuration 
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Select the type ofkeyboard to be used, from the adjacent field. 
Otherwise, you can use the default selection. 

Click Additional... to select among certain pre-configured use-models and 
variables from your current configuration files. The buttons available are 
determined from the variables in your config file:\Vhén using LVM, you 
will see selections for easily setting up multiple disks, striping, and file 
system creation. For details, see the instl_adm (4) manpage. 

Functions Available on Ali Tabs 

In server mode, when you have finished your configuration for ali tabs, 
you can save the configuration as a specific file. The saved configurations 
will then appear under the Configurations menu for use in future 
installations. This function is not available when running the lgnite-UX 
interface on the install client. 

Click Show Summary ... to display the current HP-UX, the basic disk 
layout, hardware inventory, and other software that will be installed. 

Click Reset Configuration to change the configuration settings for the 
currently-selected configuration back to the default settings. You can do 
this from any tab. 

Click Gol to initiate an installation. Since Gol is always available, click it 
from any of the tabs. If you don't need to do any customization, click Gol 
now to begin the installation. Then see "Executing the Installation: Go!", 
later in this chapter. 

Mter clicking Gol, you will still have the opportunity to cancel out ofthe 
install sequence. 

Click Cancel to exit installing this system. 

Help information is available on ali screens, and you can get 
context-sensitive help for specific areas by pressing the F1 function key. 
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Software Tab 

This tab allows you to choose licensing levei and additional applications 
that you configured when you set up your server. To access a specific 
depot, you can also change depot locations. This display does not 
dynamically update from a newly-selected depot. When choosing a new 
depot, it must be identical in content to the current one. Ifnot, use Q 
make _ conf ig on the server to configure the new depot. 

• Category - Select a topical category to display products available. 

• Product List - Double-click on a product in the list to select 
(highlight) it and to toggle its "marked" status (Yes orNo). 
Alternately, use Mark/Unmark Selection(s) to toggle the "marked" 
status for a selected item. 
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lf patches are kept in a separa te depot, by default they are loaded after 
Core software. Ifthere is more than one non-Core software to be loaded, 
you may need to specifying the load order for the patch(es) in a config 
file. 

System Tab 

You will see a choice selection allowing you to set parameters now, or at 
first boot ofthe target system. Ifyou choose to set these parameters now, 
you see this screen: 

Your system must have a unique system name (a "hostname"), which can 
be a simple name. 

A system name must fulfill the following conditions: 

• It must contain no more than eight characters 

• It must contain only letters, numbers, underscore (_), or hyphen (- ). 

• It must start with a letter. Upper case letters are not recommended . 
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• The first component of a host name should contain no more than 
eight characters, for compatibility with the uname command. 

Use this field to enter the IP address ofthe form: 

n.n.n.n 

where: each n can be o through 2 55. 

For example: 

15.1.48.140 

To determine an existing IP address, use: 

nslookup hostname 

This field sets the subnet mask. The subnet mask will typically be 
provided by your network administra to r, and is of the IP address form o r 
a corresponding hex number. For example: 

255.255 . 248 . 0 

If necessary, enter information for the Time, Day, Month, and Year fields: 
For time, use the 24-hour format: hh: mm 

Select the correct month by clicking on the button and selecting from the 
list. Edit other fields by using the Backspace and Delete keys. 
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Select this button to bring up a display oftime zone selections. You will 
see two selector lists: the first consists of generallocations, and the 
second has corresponding time zones. 

Select an item and click OK to make a choice. 

!.-- Set Aoot Password 

The "root" account is used for system 
administration tasks. To insure the 
security of the system, the root account 
should have a password. 

'i 

* The passsword should be at least six characters. 

* Characters must be from the English alphabet. 

* The password should contain at least two 
uppercase letters, t wo lowercase letters and at 
least one numeric or special character 

:1 I 

:I Cancel Helfl ·1 

Password: 

~~~ --------------------------------------------------------------~~ 

The root account is used for system administration tasks. To insure the 
security of the system, the root account should have a password. 

You should observe the following requirements when setting a password: 

• The password must be at least six characters long. 

• Characters must be from the English alphabet. 

• The password should contain at least two uppercase letters, two 
lowercase letters and at least one numeric or special character. 

Network services Click Network Services to access tabs used to enter information on: 

• Static Routes 

• DNS 

• NIS 

• XNTP 
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If your network is divided in to subnets, you will probably need to specify 
a gateway system to reach other subnets: 

• Destination - The field has the word default or the IP address of the 
destination network. 

• Gateway - The IP address o f the device connecting your network to 
the remo te network, o r your own IP, if wildcard routing is used. 

• Destination Hop Count- If your gateway IP is not your system's own 
IP, this is usually set to 1. If your gateway IP is the same as your 
system's, then the Hop Count is o. 

Once the appropriate fields have been completed on this screen, click the O 
Add button. 

For more information, see the routing (7) manpage. 
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On this screen, you can configure the Domain Name (an extension to the 
host name, such as f c. hp. com) and the IP address of the Domain N ame 
Server. The listing o f current servers is displayed, if they are predefined 
in the Ignite-UX server. Use the nslookup command on a running 
system to find this information. 

Mter entering a DNS server, click Add. Use Modify ifyou are changing an 
existing entry. 
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NIS screen 

Typically, the (non-server) hosts in a network are NIS clients. Whenever 
a process on an NIS client requests configuration information, it calls 
NIS instead o f looking in its local configuration files. The set o f maps 
shared by the servers and clients is called the NIS domain. 

For more information on NIS, see the domainname (1M) manpage or the 
guide Installing and Administering NIS Services . 

Wait for NIS serve r Select yes or no, depending on your configuration for NIS. 
on bootup 
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The xntpd daemon maintains system time, in agreement with Internet 
standard time servers. It does ali computations in fixed point arithmetic 
and clock adjustment code is carried out with high precision. 

For more information, see the xntpd (1M) manpage. 

Use this button to bring up a screen for entering information identifying 
additional LAN interface cards in the target system. 

This screen enables you to enter or change IP and Subnet information, as 
needed, and designate the Primary Interface. 

Ifthe target system has more than one interface, the Primary LAN card 
will be associated with the host name ofthe system in /etc/hosts. 

1. Select an Interface card from the selection list. 

2. Enter or modifY the IP Address, as needed. 

3. Enter or modify the Subnet Mask, as needed. 
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4. Activate Primary Interface, depending on the status you want for this 
interface. 

5. Click Modify when you have finished with changes for each interface. 

File System Tab 

This tab enables you to do a variety offile-system and disk-configuration O 
tasks and will differ in appearance, depending on wheth er you 
previously selected LVM, VxVM or whole disk, on the Basic tab. This 
illustration is what you would see ifyou had picked LVM on the Basic 
tab. 

To add or change any configurations on the display of file systems: 

1. Enter the information in an appropriate field below the display. 

2. Select one of the buttons to the right: Add, Modity or Remove. 
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3. To see more information on the file system display, use the '------·· 
horizontal scroll bar or resize the screen. 

4. The Avail: indication shows how much space is unallocated in the 
volume group of the highlighted volume. 

ForLVM: 

• One of the volumes must be root (/). 

• A swap volume (primary) is required. 

• Directory names must have valid HP-UX names (/usr, / database, 
etc.). 

ForVxVM: 

• One ofthe volumes must be root (/). 

• One of the volumes must be boot (/ stand) with HFS usage. 

• A swap volume (primary) is required. 

• Directory names must have valid HP-UX names (/usr, /database, 
etc.). 

The buttons which activate changes are Add, Modify and Remove. 

Generally, changes are not put in to effect until you select one of these. If 
you make a change and then leave the tab without using one ofthese 
buttons, your changes may not be applied. 

Select the Usage field to see list offile system usage types. Ifyou want to 
change file system type or usage for the selected item, select an item in 
this list. The usages are as follows: 

• HFS- Select this item to create a High-Performance File System. 

• SWAP - Select this item to create swap. 

• 

• 

• 

SWAP-Dump- Select this item to create an area for both swap and 
system dump. 

VxFS- Select this item to create a JFS. This is an extent-based, 
journaled file system featuring high-reliability, fast recovery time 
and on-line administration. 

Unused- This means the logical volume will be created, but not 
used. 
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Click on the Group field to open a selection list. You can choose a volume 
group name from the list. 

Renaming or changing the disk file-system struc~ure causes the old file 
system on that disk to be lost (a waming messagewill remind you of 
this). 

• If you want to add a new/unused disk and give it a different volume 
group name or create a new volume group, select the Add/Remove 
Disks ... field and follow the procedure. 

• If you want to reconfigure the volume group in general, including 
renaming it, click Additional Tasks - > Group Parameters, where you 
can fill in a custom group name, and change other disk parameters. 

• Click OK when you are finished with the sub-screens for any o f these 
tasks. You will be retumed to the File System tab. 

For the root disk, use the standard HP-UX mount directory designations 
(

11 I 11 
I 

11 /usr 11 
I 

11 /stand11 
I 

11 /var 11 
I 

11 /opt 11
, etc.) You can also specify 

your own mount points such as 11 /special 11 or 11 /apps11
• 

For setting up each selected file system (as shown in the Mount Dir 
display), the following choices are available: 

1. First select an item in the directory display for the file system you 
want to change. The current selection will show in the Mount Dir field . 

2. The sizing method (such as 11Fixed Size11
) currently used for that 

particular file system will appear in the Size field. To change the 
Sizing Method: 

a. Make sure the file system you want to change is selected in the 
directory display list. 

b. Select the sizing method field to open the list of sizing methods. 

c. Select one ofthe items (such as Size Fixed MB). It will then 
r emain displayed in that field. 

d . Click Modify to execute the change on the selected file system. 
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The types of sizing are: 

Fixed 

Ali Remaining 

Free Size 

Free Percent 

Size Range 

The selected (highlighted) file system is set to this size. 

The selected file system automatically takes over ali 
remaining file system space on the disk or volume -- .... 
group. -' 

Use this selection when you know how much free space 
you wish the volume to have after the system is 
installed. The size ofthe volume will be the specified 
amount plus the amount the selected software 
requires. 

This category is similar to free size, but expressed in 
percent. It is used if you know how full you wish the 
volume to be, in percentage ofthe volume size. Ifyou 
indicate "20%", then the volume would be 80% full after 
the installation o f the selected software. 

Select this category in the list to set a maximum size 
for the file system (the minimum is determined by the 
software impact on the volume). 

/usr must have sufficient space to accommodate anOS 
update. The absolute minimum is 324 MB for a 64-bit 
system. See the installation guide supplied with your 
HP-UX media. 

Add/remove disks This opens a display which allows you to do the following: 

• Add a new disk and configure its file system type and volume group 
designation, if any. 

• Remove a disk from current usage on the target system by 
designating it as Unused. 

• Determine your current disk usage. 
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To change a disk usage status: 

• Select a disk in the displayed list. 

• Click Usage to seta new usage. lfyou select LVM or VxVM the Disk 
Group: button appears. -

.i 

• Click Disk Group: to see the volume group choices or type in a new 
volume group name in the entry field. 

• Click Modify to execute any changes. 

This button enables you to configure advanced information in the 
following categories, as needed. Click on the field to see the following 
menu items: 

• Disk Parameters 

• File System Parameters 

• Volume Parameters 

• Group Parameters 

Clicking on one o f these will open a screen which will enable you to 
change advanced parameters. The button will retain the la bel o f the area 
you are currently working in. 

Screen choices differ depending on the file system choices you made on 
the Basic tab. 
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Advanced Disk 
Parameters screen 

Step 1. 

Step 2. 

Step 3. 

Step 4. 

Step 5. 

Tracks per 
cylinder 

Step 1. 

Step 2. 

Step 3. 

Disk RPM 

Step 1. 

/~!\ 
t~t~~:/ I I 

Jp~rP, : I 
(_ · .. ) 

lnstalling HP-UX with lgnite-UX on Clients from a . erV:er-_ 

Highlight a disk in the selection list to select it. 

Configure the Trks/Cyl and Disk RPM by direct editing, as needed. 

Indicate whether Media Init is required by clicking on the selection box 
and selecting a choice. 

Click Modify to configure changes. 

Click OK to leave Advanced Disk Parameters and return to the File System 

tab. 

Select a disk by clicking on its entry. 

Edit the Trks/Cyl field as needed and click Modify to execute any changes. 

Click OK to leave this screen and return to the File System tab. 

Select a disk by clicking on its entry. 

Step 2. Edit the Disk RPM field as needed and click Modify to execute any 
changes. 
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Media init 

Step 3. Click OK to leave this screen and return to the File System tab. 

Running Mediinit is not recommended unless hardware damage is 
suspected. _ 

Step 1. Select a disk by clicking on its entry in the list displayed. 

Step 2. Click Medialnit to open the selection list. 

Step 3. Click Yes orNo. Ifthis is set to Yes, you will also see the lnterleave field. 

Step 4. Click Modify to execute any changes. 

Step 5. Click OK to leave this screen and retum to the File System tab. 

More information... • mkfs_uxfs (1M) 

lntrlv 
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• mkfs_hfs (1M) 

• mediainit (1) 

This field is available if Media lnit is set to Yes. 

The interleave factor, "interleave", refers to the relationship between 
sequentiallogical records and sequential physical records on the disk. It 
defines the number of physical records that lie between the beginning 
points of two consecutively numbered logical records. The choice of 
interleave factor can have a substantial impact on disk performance. 

For more information, consult the guide for your disk hardware. 

Also see the mediainit (1) manpage. 
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These parameters apply only to HFS file systems: 

• Rotational Delay 

• Fragment Size 

• Block Size 

• Minimum Free 

• Disk Density 

• Cylinders/Group 

You can use the default values computed by Ignite-UX, or change them, 
as needed. Selecting default means it will use the default defined by the 
mkfs command. When you have finished with this area, click OK to 
return to the File System tab. 

To get more details, see the mkfs_hfs (1M) and mkfs (1M) manpages. 
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Example is shown using LVM. 

Use this screen to perform detailed configuration ofvolumes, as neededl, 
in the following areas. For more detailed information, see the lvcreate 
(1M) manpage for LVM or the vxassist (1M) manpage for VxVM. 

• Cont Alloc - This sets the contiguous allocation policy. A contiguous 
logical volume has these characteristics: 

Physical extents are allocated in ascending order. 

No gap is allowed between physical extents within a mirror copy. 

Physical extents of any mirror copy ali reside on a single physical 
volume. 

The root volume (/), the boot volume (/ stand), dump volumes 
and primary swap must always be created with Cont Alloc set to 
Yes. 

• B-block Relo (Bad-Block Relocation) 

• Stripes- Iftwo or more disks are in the volume group, then you may 
enable data striping over multiple disks for performance purposes. 

• Stripe Size- Configure this ifyou have at least two disks in a volume 
group. The default stripe size is 64Kb. 

• Vol Name - Enter the name you want for the selected volume. 

• Disk Mapping- Displays a screen which allows you to restrict the 
disk drives on which the volume data will reside. Normally, the data 
will be allocated over these disks sequentially. 
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Advanced Group 
Parameters screen 
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Example is shown using LVM. 

Use this screen perform detailed configuration ofvolumes, as needed, in 
the following areas. For more detailed information, see the ugcreate (1M) 
manpage for LVM or the ugdg (1M) manpage for VxVM. 

• Group Name- Use to rename existing volume groups. 

• Max Vols - Maximum number of logical volumes. 

• Total Size- Total size of ali volumes. 

• Max Phys Vols- Maximum number ofvolumes. 

• Max Phys Exts - Maximum physical extents. 

• Physical Ext Size - Physical extent size in MBs. 
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Adding a script 

Advanced Tab 

Use this screen to activate any HP or custam scripts which you might 
want to run as part ofyour installation. Note that the scripts listed are Q 
those with a "scripts" keyword in the /var/opt/ignite/INDEX file. 

To add an item, select the item from Available Scripts and click: Add 

Removing a script To remove an item, select the item in Scripts to be Executed and click: 
Remove. The item is deactivated, but remains in the Available Scripts list. 

102 Chapter 5 



c 

Chapter 5 

-~!\ ~;,,.:·.:_ ' i' 
I , -

I l v<JSJI , \ \ 
\ Pcu...t.y· lnstalling HP-UX with lgnite-ux. on Clients fro a(g~Jver _ ·~, 

Executmg the Insta lia ~.~~ · __ 

Executing the Installation: Go! 

Select Go! in any Ignite-UX tab to initiate the installation. You do not 
need to examine all tabs, if you simply want to <to =a generic installation. 

A confirmation screen lists disks that will be written on during the 
installation process and a log of any warnings or errors. 

• If you do not wish to proceed with the installation at this time, click: 
Cancel 

• The pre-install analysis display screen is scrollable. Be sure to 
inspect this information and check to see that the disk(s) described in 
the display list is the one you intend to install on. 

• Any errors which are listed must be corrected before you proceed. 

As the installation proceeds, you will see a log including the warnings 
and errors which may need to be addressed before proceeding. 

When the installation is complete, you can print a manifest. Then either 
save the client data in a history directory, remove the client and its data 
from the server, or just leave the data on the server. 
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Viewing and Printing a Manifest 

To view a system manifest from lgnite-UX, select:a chent icon and click: 
Actions -> View/Print Manifest. This is also available·from the Client 
Actions menu (right-click on client icon). The system search may take a 
moment. 

Vlew/Prlnt Manifest 

The manifest provides customer arder information for the selected target 
system. 

You can view or print the manifest when a target client is "Complete", as 
indicated by the Client Status screen. The online information is 
scrollable. 
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Viewing and Printing a Manifest 

The manifest contains the following information: 

• Customer information, if this has been entered on the individual 
client configuration screen. 

• Hardware connected to the system . ---
d 

• Storage Devices . 

• Installed Software . 

• Disk layout . 

• File System layout . 

• Swap Configuration . 

• Kernel Configuration . 

• System Information . 

To print the system manifest from the server command line, enter: 

/opt/ignite/bin/print_manifest 

The ASCII file is printed to stdout using format instructions from the 
manifest template file (explained below). 

Manifest files are saved on the server in: 

/var/opt/ignite/clients/LLA/manifest/manifest.info 

and on the target client system in: 

/var/opt/ignite/local/manifest/manifest.info 

If the client data is moved to history, that data includes both the client's 
manifest and config file. Both these files can be recalled at a later time. 
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Add printer formatting- Include the -e option to add PCL control 
codes to the output, adding bold headings, etc. to the output. 

Print an existing manifest file- Include the -s option to use 
previously stored data, rather than starting a new system search. 

Specify a template file -Use the -t option to specif'y a template file 
to customize the manifest output to your needs. A sample template file 
is: /var/opt/ignite/local/manifest/template.def.Thetemplate 
uses pcl3 formatting commands (similar to printf), allowing you to 
structure the output as desired. To create your template, be sure to edita 
copy o f this file, not the original. 

For example, ifyou want a condensed, machine-readable output, you can 
remove all blank lines and headings from your template. This will also 
speed-up the manifest generation. This command prints a condensed 
manifest using the existing manifest file and referencing a template you 
created named condensed. de f : 

print_manifest -s -t 
/var/opt/ignite/local/manifest/condensed.def 

You can also access the raw manifest data via a script or program. This 
file is updated on the Ignite-UX server each time print_manifest is run 
without the -s option: 
/var/opt/ignite/clients/LLA/manifest/manifest.info 
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Installing Patches with 
Ignite-UX 

-' 

lgnite-UX uses existing SD depots to distribute software. To distribute 
patches with lgnite-UX, you need to first bundle them into SD depot 
format. Patches can be installed along with the Core software being 
patched. 

This chapter shows how to create a patch depot containing HP-UX 11.0 
patches, create a single patch bundle of the contents of the depot, and 
add this bundle to an existing lgnite-UX configuration. 

For more details, see the "Managing Patches" chapter in the Software 
Distributor Administration Guide available on the HP-UX Instant 
Information CD and on the web: 

http://docs.hp.com 
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Creating a Patch Depot 

Follow these steps to create a patch depot on an BP-UX system. -- ... . 
~ 

Step 1. Obtain the set ofpatches you want to place and manage in an SD depot. 
For example: 

PHCO 7891 PHCO 9348 PHKL 9361 PHSS 7726 PHSS 8966 PHSS 9400 - - - - - -
PHCO 8353 PHKL 8376 PHKL 9569 PHSS 8667 PHSS 9201 

- - - -

HP patches delivered by the Response Center or the web are shar files 
consisting of a serial depot and a ReadMe file. 

Step 2. Unshar the patches using: 

for i in PH* 
do 
sh $i 
dane 

Step 3. Combine the separate depots into one depot: 

1. Create the directory to store the patches: 

mkdir /var/opt/ignite/Patches 

2. Copy the individual patch depots into the target depot: 

for i in PH*.depot 
do 
swcopy -s ${PWD}/$i \* @ /var/opt/ignite/Patches 
done 
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Step 4. Verify the contents ofthe depot: 

swlist -d @ /var/opt/ignite/Patches 

Here's the output for the example list ofpatches above: 

Initializing. . . _,, 
Contacting target "interop1" ... 
Target: interop1:/var/opt/ignite/Patches 
No Bundle(s) on interop1:/var/opt/ignite/Patches 
Product (s) : 
PHCO 7891 B.10.00 . 00 .AA allows mount to turnon hfs-specific opts 
PHCO 8353 
PHCO 9348 
PHKL 8376 
PHKL 9361 
PHKL 9569 
PHSS 7726 
PHSS 8667 
PHSS 8966 
PHSS 9201 
PHSS 9400 

B.10.00.00.AA cumulative awk(1) patch 
B. 10.00.00.AA cron(1M) and at(1) patch 
B.10.00.00.AA Fix vmtrace bug. 
B.10.00.00.AA Fix panic caused by MP race 
B.10 . 00.00.AA NFS and VxFS (JFS) cumulative patch 
B.10.00.00.AA CDE Dtterm August 96 patch 
B.lO.OO.OO.AA CDE Runtime Nov96 Patch 
B.10.00.00 .AA LIBCL cumulative patch 
B.10.00.00.AA fix for aC++ dld.sl 
B.10.00.00.AA ld(1) cumulative patch 

The output shows that the depot has "No Bundles." HP-UX Patches are 
SD "products", but Ignite-UX can only manage SD "Bundles." 

Step 5. Convert the individual patches into a single bundle and put the bundle 
in the Patches depot: 

make bundles -B -n Misc Patches \ 
-t "HP-UX 11.00 Patches" /var/opt/ignite/Patches 

Step 6. Rerun swlist on this depot to verify that the bundle has been created: 

swlist -d @ /var/opt/ignite/Patches 

Here's the output assuming the example patches: 

Initializing ... 
Contacting target "interop1" ... 
Target: interop1:/var/opt/ignite/Patches 
Bundle (s): 
Misc Patches HP-UX 11.00 Patches 

By default, swlist shows only the higher levei software bundles. This 
command shows the patch "products" contained in the bundle: 

swlist -1 product -d @ /var/opt/ignite/Patc~es 
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Crtfatmg a Patch Depot 

NOTE Ifyou need to add additional patches to the depot in the future, simply 
unshar the patches as described above, swcopy them in to the Patches 
depot, and rerun make _ bundles. This will repackage the depot. 

If you would like to remove a patch from the depot, simply use the 
swremove command. You can either run swremove and use its friendlier 
user-interface, or run swremove in command-line mode. This example 
removes the PHKL_8376 patch from the depot: 

swremove -d Misc Patches.PHKL 8376 @ \ 

/var/opt/ignite/Patches 

Step 7. Ifyou inadvertently create a bundle of a bundle (for exam ple, ifyou add 
an HP product you want distributed with the patch depot), use swremove 
interactively to examine and delete the extra bundle. 

Step 8. Create a config file for the newly-created Misc_Patches bundle. Follow 
the steps outlined in ''Adding a SD Bundle to the Archive Environment" 
in Chapter 8. Use /var/opt/ignite/Patches for your source depot and 
specify a new configuration file: 

make_config -s /var/opt/ignite/Patches -a 700 \ 
-c /var/opt/ignite/data/Rel_B.ll.OO/misc_patch_bundle_cfg 

Step 9. Modify the /var/opt/ignite/INDEX file to include the new bundle in 
our "HP-UX B.ll.O archive" configuration: 

cfg "HP-UX B.ll.OO archive" { 
description "The ARCHIVE B.ll.OO releas e with patches . " 
"/opt/ignite/data/Rel_B.ll.OO/config" 
"/var/opt/ignite/data/Rel B.ll.OO/core 700 archive c f g" o 
"/var I opt/ igni te/ data/Rel ~). 11. o o /patch _ bundle _ cfg-;;­
"/var/opt/ignite/data/Rel_B.ll.OO/misc_patch_brmdle_c fg" 
"/var/opt/ignite/config.local" } 
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Step 10. To force the installation ofthe new Misc_Patches bundle with the 
golden-image archive, add this line to the sw_sel clause for the patch 
bundle in 
/var/opt/ignite/data/Rel_B.ll.OO/misc_patch_bundle_cfg: 

load _ wi th _ any = "golden image" 

(This file was created with make_config in Step 8.) 

IMPORTANT Most software distributed by HP, such as applications on DART CDs, are 
already bundles and will not need (and should not be) bundled again! 
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Avoiding Backup Patch Files 

When loading HP-UX patches from SD depots, t:Qe files that are patched 
are normally saved, just in case you want to rerriõve the patch ata la ter 
date. However, doing this takes up additional space in the /var 
directory, so you may want to turn this feature off. 

The way you control this feature depends on whether you are loading 
HP-UX lO..x or 11.0/lli. It also differs ifthe patches are coming from the 
Core depot and being controlled by the hw_patches_cfg config file . See 
/opt/ignite/share/doc/ace_hwe_setup for more info on 
hw_patches_cfg. 

Control this feature by the existence o f the file 
/var/adm/sw/patch/PATCH_NOSAVE. lfyou don't want to save the 
patched files, then you need to have a pre _load _ cmd that touches this 
file. pre _load _ cmd can be at the globallevel or in the sw _ source for the 
patch depot. You can remove this file in a post _load _ cmd if you want 
this feature re-enabled after the load is clone. For example: 

pre_load_cmd += 11 

mkdir -p /var/adm/sw/patch 
touch /var/adm/sw/patch/PATCH_NOSAVE 11 

# Put PATCH_NOSAVE back to the way it was. 
post_load_cmd += 11 

rm -f /var/adm/sw/patch/PATCH_NOSAVE 

For patches in the core depot that are loaded via the hw_patches_cfg 
config file, PATCH _ NOSAVE is always created and put back the way it was 
after the core load is complete. See this file for details: 
/opt/ignite/data/Rel_B.l0.20/hw_patches_cfg ~ 
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Avoiding Backup Pat~ 

For HP-UX 11.0/11 i Control this feature by this option in the swinstall command: 
releases -xpatch_save_files=falseltrue 

Chapter 6 

You can use the sd_cornmand_line keyword, either at the global levei or 
within individual sw_source clauses depending on ifyou want it 
specified for allloads or just certain ones. -

,; 

For patches in the Core depot, this option is specified by the 
/opt/ignite/date/Rel. B .11. * /hw_patches_cfg file. It is controlled 
by the config file variable: _hp_patch_save_files and is listed on the 
Additional Configuration Controls screen. 

To specify this option at the globallevel (for example in the 
/var/opt/ignite/config .local file), you can add the line: 

sd_command_line += " -xpatch_save_files=false " 

To default the variable controlling the Core patches to "NO", add the 
following to config .local (which must be listed after hw_patches_cfg 
in the INDEX file): 

init _hp_patch_save_files = "NO" 
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Avoiding Problems with Superseded Patches 

When you are loading HP-UX 10.20 systems froJl! multiple depots that 
contain patches, it's easy to run into the situation whêre patches in one 
depot supersede patches that have already been loaded from another. 
The superseded patches will prevent themselves from loading by giving 
an error. lgnite-UX indicates this failure by changing the client icon in 
the client-server screen to red. 

To work around this problem, use the lgnite-UX 
/opt/ignite/bin/fix_patches script on each depot tha t contains 
patches. This script modifies the patch's checkinstall script so that it 
will "EXCLUDE" itselffrom loading without giving an ERROR. 

See /opt/ignite/share/doc/ace_hwe_setup for more details. 
Although there is no manpage for fix _patches, enter th e following to 
see command-line syntax: 

/opt/ignite/bin/fix_patches -? 
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U sing Golden System Images 

-
This chapter describes how to build and install yÕ"Qr own lgnite-UX 
installation media. Topics include: 

• Installing from System Images. 

• Creating an OS Archive. 

• Configuring lgnite-UX Server to Recognize the OS Archive. 

• Enable the Target System. 

• Install the OS Archive on the Target. 

• Restoring OnlineDiag LIF Volumes. 

Examples in this chapter create a golden system image or OS 
archive, which is a snapshot of a known, good installation for use to 
copy to other systems. The copied (source) system is called the golden 
system image. The OS archive is a compressed tar or cpio archive that 
will be installed on other client machines. 

lgnite-UX does not require creating a golden image to install a new client 
OS. Installing a golden image, however, is much faster (typically under 
30 minutes) than installing the OS via swinstall. 

Doc. -
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Installing from System Images 

In addition to supporting the standard OS install_ations from an SD 
depot, lgnite-UX supports installing from systeml.mages. This method 
recognizes that many, i f not all, target nades in a network may be 
identical (or almost identical) to each other. It is possible to take 
advantage of this fact by building an archive which contains all of the 
files you want installed on each ofthe targets and then using lgnite-UX 
to install them. 

This approach can have severa! advantages: 

• Because the compressed system image is unpacked directly to disk 
over the network, the installation process can be much faster than an 
equivalent process using SD. The time savings will depend on the 
size of the installation being dane and the capacity of the network, 
but a typical system image can be extracted in about 20 minutes 
compared to about an hour for an SD install. 

• Instead of troubleshooting a target, it is often more cost-effective to 
completely re-install with a known, good system image. 

• When coupled with dataless nades (all volatile data is on a separate 
file server), system replacement time or move time is drastically 
reduced. 

• Once a system image has been created, it is simple to apply it to 
multiple target systems. Very little orno user interaction is required 
during these subsequent installs, reducing the chance of errar. 

Building this golden system image is done by setting up a single system 
the way that you want all ofyour systems to look, and then creating an Q 
archive of that system. Follow instructions in this chapter to set up the 
first system. 
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Creating an OS Archive 

In general, the golden image is simply a system configured with ali the 
software and customizations needed to distributéto a-group oftarget 
systems. The golden image can be saved on tape or CD from the golden 
system and instalied on individual systems. Or, the golden image can be 
stored on another system and instalied remotely over the network. 

Most large HP-UX sites already have the equivalent of a golden system, 
that is maintained by the IS certification or QA department. This system 
is configured with customer modifications on top of a base HP-UX 
system. Criticai patches which ali users need are instalied onto the OS. 
Local, common software that all users use are also layered on the OS. 
The resulting system is tested to ensure proper operation in the 
customer's environment. 

These systems represent a prototype or starting point for ali users. The 
steps needed for install customizations are normaliy captured and are 
weli known. They make good candidates for a golden image archive as 
explained here. If a golden system already exists, skip to "Configuring 
Ignite-UX Server to Recognize the OS Archive" on page 121. 

Creating a golden system from scratch involves the foliowing steps 
described in this section: 

A. Instali the HP-UX OS from media. 

B. Load criticai patches onto the OS. 

C. Load optional HP and third-party software. 

D. Customize the system. 

Once you have a golden system with the base OS, use Ignite-UX to create 
anOS archive. It's up to the administrator, to define exactly what 
constítutes a golden system. You may choose to place patches, 
applications, kernel configurations, etc. on the golden system, or just 
include the Core OS. In our example, we only include the Core OS. For 
speed, you may want to place ali of your common applications, patches 
and tools onto the golden system. 

Ignite-UX is capable ofinstalling systems from SD depots and/or 
archives. You may want to use this capability when setting up your 
golden system, since you will need to have a system installed before you 
can get an image. 
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A: Install HP-UX OS 

Although this can be performed without an lgnite-UX server by using 
swinstall from CD or tape, this example uses lgnite-UX anda network 
depot as the source of our software. 

Step 1. On the lgnite-UX server, set up the Core softwa're to be distributed: 

make_depots -r B.ll.OO -a 700 -s 
hpfclc:/release/S700_ll.OO/B3782EA 
/opt/ignite/bin/make_ config -r B.ll.OO 

make_depots copies HP-UX B.ll.OO software at the SD depot pointed to 
by the -s option (this pathname depends on the setup ofthe SD depot 
you are accessing) onto the local lgnite-UX server. (You can also run 
make_config and point it to the remote depot directly.) 

make_config then adds this software as a configuration available for 
lgnite-UX installations. 

Step 2. Begin installing HP-UX onto the target golden system by booting the 
target from the lgnite-UX server: 

• Ifthe target is currently running HP-UX, enter: 

bootsys -v -w -f -i "HP-UX B.ll.OO Default" target_hostname 

• Ifthe target is not currently running HP-UX, enter this on the target 
console: 

boot lan install 

Step 3. Select the configuration you'vejust set up, "HP-UX B.ll.OO Default", and 
continue with the next section. 

B: Load Criticai Patches onto the OS 

At this point you should have a target system with the basic HP-UX 11.0 
release. lfyou have patches which you wish to distribute to all users, 
install them now. This is normally done using the standard SD tools. 

For example, to install patch PHSS_8375: 

Step 1. Download and unshar PHSS_8375 to obtain two files: PHSS 8375 .depot 
PHSS 8375.text 
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swinstall -x autoreboot=true -x match_target=true \ 
-s /PHSS_8375.depot 

These instructions can also be found in the PHSS .8375. text file. 
~ · 

C: Load Optional Software 

Load any optional HP and third-party software you want to make 
available to all users. Keep in mind that we are creating a golden 
system, and anything put on this will be distributed to all systems 
installed using the golden image. You'll need to keep in mind licensing 
restrictions, as well. 

HP software (such as compilers) are normally loaded using SD from 
media or a network SD depot. Third-party software installation varies 
depending on the vendor. 

D: Customize the System 

Perform any customizations that you want to distribute to all users. 
These might include customized CDE login screens, base I etc/passwd 
files, additional phone tools and manpages, or corporate-wide default 
DNS and NIS setup. lt would not include system, work-group or site­
specific changes such as gateways, user accounts, or machine-specific 
networking. These will be taken care of by Ignite-UX la ter. 

Use the next steps to create the golden image from the golden system, 
and configure Ignite-UX to use it. The make_sys_image command is 
provided to assist in creating the OS archive. See the make_sys_image 
(1M) manpage for details. 

Step 1. Copy /opt/ignite/data/scripts/make_sys_image to /tmp on the 
golden system. Make sure it is an executable file. /var/tmp is the default 
location where make _ sys _ image stores the archive image. You can also 
have it save the image to a remote server that allows remote access from 
this client. Whichever method you choose, you will need to have 
sufficient disk space to hold the image. The amount of disk space will be 
approximately 1J2 the amount of data contained on your golden system 
(assuming about 50% compression ratio provided by 1). 
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IMPORTANT Do not use the system while make_sys_image is running in the next 
step, Device files are removed, and the host ancllor networking 
information on the system are reset. After the command is complete 
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these files are put back. d -

Step 2. On the golden system, run: 

/tmp/make_sys_image [options] 

By default, this will create a gzip-compressed archive in /var/tmp with 
the name hostname, gz , and all specific host information, device files, 
log files, and network information will be removed. Optionally, if you do 
not have enough disk space, or you would like for the archive to be 
created on a remote server, you may use the following options: 

/tmp/make_sys_image -d directory_to_place_archi ve \ 
-s destination_system_IP_address 

For example: 

/tmp/make_sys_image -d \ 
/var/opt/ignite/archives/Rel_B.11.00 -s 15 . 2 . 72 .150 

The make _ sys _ image command can also build an archive containing any 
combination of tar, cpio, gzip and compress formats. We recommend tar 
and gzip formats . 

Step 3. On the lgnite-UX server, create an archives directory to store the golden 
image: 

mkdir -p /var/opt/ignite/archives/Rel_B .11.00 

The -p option creates intermediate directories. It's best to keep the 
naming conventions Rel_ B. 11 . 00 (or the release you're using.) This 
directory will need to be NFS exported if you'll be using NFS to transfer 
the archive to the target. 

Step 4. Move the OS archive. For example, if hpfcnjm2 is the hostname: 
luar/ opt lignite I archives I Rel_B.ll.OO/ hpfcnjm2.gz 
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Configuring lgnite-UX Server to Recognize 
the OS Archive 

•· 
To create an Ignite-UX configuration file for thedOS archive, use the 
example file: /opt/ignite/data/examples/corell. cfg 

Step 1. C reate a copy o f the example config file: 

cp /opt/ignite/data/examples/core11.cfg \ 
/var/opt/ignite/data/Rel_B.11.00/core_700 archive_cfg 

The destination file name is arbitrary. You can store configuration files 
anywhere on the system you chose. Ignite-UX manages the names and 
locations via the INDEX file (see Step 3 below). This file must be 
accessible via tftp. 

Step 2. Modify the core_700_archive_cfg section to set up the OS archive for 
NFS transfer. Key changes are: 

a. In the sw _ source ela use, change the following: 

nfs source = 
"15. 2. 72 . 150: /var/opt/ignite/archives/Rel_B . 11. 00" 

(This points to directory where the archive lives and must be NFS 
exported.) 

b. In the in i t sw _ sel ela use, change the following: 

description = "Archive HP-UX 11.00 CDE" 

(This will now appear in the Environments section of the lgnite-UX 
user-interface as a menu choice). 

archive_path = "hpfcnjm2.gz" 

(This points to the actual file in combination with the nf s _ source 
line). 

c. Add impacts lines in the ini t sw _ sel ela use by executing: 

/opt/ignite/lbin/archive_impact -t -g archíve file 

r-------121 ~ 
RQS no 03!2~U5. - : •,; 
CPMI • CO . . REio/1, 

Fls: O 3 4 5 

~ . 3697 
-~-oro- - .-, ... _.., -~ .. . 



Nr~;~·~; 
'ti R I 

~ ' \ 
l \ U$ing Golden Sys.tem lmages 
\. 'crinfiguring igofte-UX Server to Recognize the OS Archive 

~ J \ 

·, ,.. ~.,.,. ,--· \ . _,.,,.,.. ; 

·.................. . -~""" 

and including the results in the file, replacing the example impacts 
lines. By default, this assumes that we created atar archive that was 
gzipd. 

Here is the complete sw _ sel ela use (some extra ela uses in the 
example have been deleted for simplicity): .. -

init sw sel "golden image" { 
description = "Archive HP-UX 11.00 CDE" 
sw source = "core archive" 
sw category = "HPUX:Environments" 
archive_type = gzip tar 
# For NFS, the path to the archive is relative to the mount 
# point specified in the sw_source: 
archive_path = "hpfcnjm2.gz" 
# ftp/remsh sources can use a full path: 
# archive_path = "/pub/IUX:archives / B.l1 .00_700_CDE.gz" 
impacts "/" 23Kb 
impacts "/ .dt" 35Kb 
impacts "/TI_DB" 18Kb 
impacts "/etc" 1375Kb 
impacts "/export" 1Kb 
impacts "/opt" 74079Kb 
impacts "/sbin" 13449Kb 
impacts "/stand" 1Kb 
impacts "/tmp" 1Kb 
impacts "/usr" 225459Kb 
impacts "/var" 5736Kb 
} = TRUE 

Step 3. Add the new configuration file to lgnite-UX: 

122 

Edit the /var/opt/ignite/INDEX file to install a new "configuration" to 
lgnite-UX. For this example, add a new "cfg'' clause as follows : 

cfg "HP-UX B.11.00 archive" { 
description "some description of this archive . .. " 
"/opt/ignite/data/Rel B.ll . OO/config" 
"/var/opt/ignite/data/Rel B . ll.OO/core 700 archive cfg" 
" /var /opt / ignite/config.local" } - - -

The line o f most interest is the one containing the 
core_ 7 o O_ archi v e_ c f g, w hich is the config file we added in S tep 2. 2. 
The "config" and "config.local" are standard configurations. 

/var/opt / ignite/config .local should be last. The last config file has 
the highest priority and can override values in prior config files. 
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The file /opt/ignite/data/Rel B . ll. 00/config supplies the disk and 
file-system layout defaults, plus other control information required by 
Ignite-UX. It must be first in every cfg clause. 

Each cfg clause appears as an available configuration to lgnite-UX. 
Therefore, the string HP-UX B . 11 . 00 archi ve w:ill now appear as a 
valid configuration. d 

Step 4. Ensure NFS file system is exported correctly. 

In the above sw _ source ela use, we specified the location o f the OS 
archive to be a file on an NFS server. You need to ensure target systems 
have access to this directory. 

Make sure the NFS configuration is correct. To view the current status 
and ensure the directory containing the archive is correctly exported, 
enter: 

exportfs -v 

Ignite-UX will automatically try to export /var/opt / ignite/clients 
for its use. In our example, /var/opt/ignite/archives/Rel_B .11. 00 

must also be exported because that is where we placed the OS archive. 

Here's our /etc/exports file : 

/var/opt/ignite/clients -anon=2 
/var/opt/ignite/archives/ Rel_B.ll . OO - r o , anon=2 

Ifthese are not correct, use SAM to set them up correctly. 
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Enable the Target System 

Since the Ignite-UX server now knows about your new OS archive, you 
can use Ignite-UX to load the OS archive onto a tgy.get<system. To do this, 
you need to get the target system to inform Ignite-UX that it is ready to 
instáll a new OS. There are two methods for doing this. 

If the system is currently running HP-UX IO.x or higher- From 
the lgnite-UX server, use bootsys to reboot the target for which you wish 
to install the new OS. The target system can be booted in a mode in 
which it can be controlled by the Ignite-UX user interface. 

/opt/ignite/bin/bootsys -w -v system_name 

This will cause the target system to boot a copy ofthe lgnite-UX kernel 
and file system that bootsys copies to the target. An icon representing 
the system will appear in the Ignite-UX user interface on the server 
when the system has completed boot. (This may take several minutes.) 
An icon appears on the Ignite-UX UI when each client is booted. 

If the server cannot resolve the system name, specify to bootsys the 
system_name and IP _address: 

/opt/ignite/bin/bootsys -w -v system_name:IP_ address 

If the system does not have an OS - Manually reboot the system. 
Interrupt the boot process and select the Ignite-UX server as the lan boot 
source. This command will be slightly different depending on your target 
system. As an example, to install to a Model 712 workstation, enter the 
following from the boot admin mode: 

boot lan.15.2.72.150 install 

Older Series 700 workstations that use the RMP (rbootd) protocol 
instead ofBOOTP require that you use the hardware LAN address ofthe 
server, and omit the install keyword: 

boot lan.080009-123456 

Replace the above IP/Ethernet addresses with the correct value for your 
Ignite-UX server. When prompted with a message about interacting with 
the IPL, respond NO 
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Install the OS Archive on the Target 

In this section, we will use lgnite-UX to customize anOS install . Chapter 
9 explains how this can be done with no user/adpiinistrator interaction. 

Step 1. Run lgnite-UX by executing this as root: 

/opt/ignite/bin/ignite 

When the target has rebooted (using either bootsys or manual network 
boot), and is ready for installation, it will appear as an icon, labeled 
either as its original hostname (if rebooted using bootsys), or by the 
hostname supplied by DHCP, or at lgnite-UX screen. 

Step 2. Select or click the icon of the system you wish to instalL 

Step 3. Select Actions - > lnstall Client -> New lnstall 

You should now see the lgnite-UX screen with five tabs across the top. (If 
you see the System Hardware lnventory screen, simply select OK to 
bypass it). 

Step 4. In the Basic tab (the top tab at startup), select: 
Configurations: -> HP-UX 8.11.00 archive 

Ensure that the Root Disk, Root Swap and other fields are correct for 
your installation. Any disks you select here will be over-written! If you 
have a disk with existing user information you don't want to modify, add 
it manually after lgnite-UX has installed the OS. 

Step 5. In the Software tab: Because there is only an archive at this point, the 
screen is blank. We'll add a patch and application depot later. 

Step 6. In the System tab, select: 
Final System Parameters -> Set parameters now 
Fill in the blanks with the correct data. 

Also fill in the appropriate data under Set Time Zone, Network Services ... 
and, optionally, Set Root Password 

Step 7. In the File System tab: Verify the correct disk usage. You can also add 
disks at this point or modify the disk and file system parameters. A 
newfs will be performed on all selected disks! 
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Done! 

Step 8. In the Advanced tab: Nothing to specify here at this time. Later, we'll add 
post-process scripts to execute. 

Step 9. When finished entering data, select Go! Review the data in the 
configuration dialog box and select Go! again. 

•· 
Step 10. To display target installation status, double-click the target system icon 

on the Ignite-UX screen during execution. 

In less than 30 minutes, the target system should have the new OS 
installed, a new kernel built, and the system rebooted and ready for use. 
Status of the target system will be shown on its icon, and in the status 
screen. 

When using the 
lgnite screen 

Ignite-UX determines the state of a target by reading the files in the 
/var/opt/ignite/clients/LLA directory. Seeing an icon on the 
Ignite-UX screen does not mean that the target actually exists, only that 
its config and control files exist in the Ignite-UX directories. We can use 
this behavior to our advantage to reinstall systems. This means that if 
you are reinstalling a system that Ignite-UX has already installed, you 
may need to either re-execute bootsys or boot the client from the 
Ignite-UX server. 
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Restoring OnlineDiag LIF Volumes 

To restare OnlineDiag LIF volumes after installing from a golden image, 
set up a script in the INDEX file to be run as a p98t-configure script. For 
example, add this stanza to the /var/opt/ignite/INDEX file: 

scripts { 
"/var/opt/ignite/scripts/diag . sh" 

The diag. sh script is included as an example script in the 
/opt/ignite/data/examples directory. It runs this command which 
copies the OnlineDiag LIF volumes onto the root disk: 

/usr/sbin/diag/lif/lifload -f /usr/sbin/diag/lif/updatediaglif 

· Doê: 
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Customizing Your Installation 

This chapter shows how to do local customizations using scripts: 

• Using Post-installation Scripts. 

• Installing Netscape® as a Post-config Step. 

Other example uses of scripts to customize installations are in the 
make_medialif (1M) manpage. 
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Using Post-installation Scripts 

Any number oftasks may be performed on the ~ârget-system after the OS 
is installed by providing a script to be run on the target system. This 
section touches on some common examples, but scripts can easily be 
written to mount additional disk drives, add additional software, modify 
configurations based on system use, etc. 

There are a number ofpoints in the install process in which you can force 
scripts or commands to be run. Check the "Command and Script 
Execution Hooks" section on the instl_adm (4) manpage for specifics. On 
point to note is that post _ conf ig_ script will run after all software has 
been loaded and the system has been booted with its final kernel, but 
before any ofthe normal /etc/rc startup scripts have been run. 

Adding a Post-install Script 

1. Create a script to perform the desired task. When lgnite-UX runs 
this script as a post-configuration, it will be run on the target system. 

2. Add the script to your configuration file. Ignite-UX 
post-configuration scripts are defined using the 
post_config_script variable. For example, you can place this line 
into your core_700_archive_cfg config file: 

post config script += \ 
" /va~/opt/ i9nite/scripts/ install_default_printer" 

The line above will define the install_default_printer script to 
be run as a post-installation process on the target system. The line 
should stand alone, placed outside of any ela use (such as a sw _ sel 
clause). By default, the script will always be run on the targets. You 
can change the behavior by navigating to Insta li Client -> New install-> 
Advanced tab. 

3. lfyou want to make a script available under all configurations, add it 
to the /var/opt/ignite/INDEX file. Add the following to the end of 
this file: 

scripts {"/var/opt/ignite/scripts/ install_default_pr inter"} 

lt will then show up in the Advanced tab for all configurations. 
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lgnite-UX accesses scripts via tftp. Make sure the directory the script 
resides in is available to tftp by examining and/or changing the 
I etc/ inetd . conf file. -

Managing Network Printers 

One task an administrator generally needs to perform after a new OS 
installation is setting up printers. To automate this process, write a 
script which performs the HP-UX commands for adding a printer. Here is 
a script for adding a remote printer named "printbob", and turning on 
the lp scheduler. The script turns SAM logging on for "commands-only", 
performs the tasks desired, and extracts those commands from the SAM 
log file . 

#!/sbin/sh 
# Post process IUX script to add a local default printer 
# Performing task "Add Remate Printer": Adding "printbob" 
# 
/usr/sbin/lpadmin -pprintbob -ormhpfcmgw.fc.hp.com -orptsslj \ 
-mrmodel -v/dev/null -ore -ocmrcmodel -osmrsmodel 
/usr/sbin/lpadmin -dprintbob 
/usr/sbin/accept printbob 
/usr/bin/enable printbob 
# Turn on lp scheduler 
# 
lpsched -v 

~~~~"!:~y~ 
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Installing Netscape® as a Post-config Step 

Here is an example ofusing Ignite-UX post-in.~llati.on scripts to load 
software on new installs. Netscape is one ofthose tools which seems to 
have a new version every six months. Due to the frequency of the 
changes, this tool may not make sense to include on the "golden system". 

This example shows one way of accomplishing the task using a 
post_config_script. Another way would be to create a software 
selection (sw _ sel) that would reference the tar archive, and then a b 
post_config_script (or post_config_cmd) associated with the 
sw _ sel that would be run only if the selection was picked for loading. 
Using a sw _ sel would have the advantage ofmaking it appear in the UI 
as just another software selection, and would have the sw _ impact 
statements to ensure sufficient file system space. For more examples, see 
the files in /opt/ignite/data/examples. 

Be sure the N etscape Na viga to r product is appropriately licensed prior to 
installation. 

Step 1. Get Netscape Navigator- Netscape Navigator is typically pulled from 
one ofthe Netscape ftp server sites. The pulled files are gzip compressed 
tar images with an encoded name similar to: 

Step 2. 

netscape-v30-export . hppal . l-hp-hpux . tar.gz 

Special Considerations for Netscape- In order to run Navigator, each Q 
user needs the correct network preferences. Unfortunately, these 
preferences cannot be defaulted, and must exist in every users 
$HOME/. netscape directory. To get around this limitation, we have 
supplied a "run-netscape" script. Instead ofrunning "netscape", the user 
can run a link to "run-netscape" which will install the default 
preferences at first invocation. 

A sample "run-netscape" script is shown below. You will also need to 
create a default configuration file. Merely take an existing one and 
remove all user and host specific information. 
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Step 3. Write an install and customization script- Attached below is a script 
we used for installing Netscape in our environment. The script does the 
following: 

1. Remote copies from a server to the local targej netscape, a 
default-preferences file, and the special run~rie~scâpe script. 

2. Unpacks Netscape. 

3. Makes /usr/local/bin/netscape a link to "run-netscape" to ensure 
user defaults will be installed. 

4. Performs the special netscape customization. 

5. Cleans up. 

We named and placed our script under: 

/var/opt/ignite/scripts/install_netscape 

Step 4. Add the install script to Ignite-UX customization- Add a line like this 
to one ofyour config files (not in a clause): 

post_config_script="/var/opt/ignite/scripts/install_netscape" 

For details of adding a post configuration script, see Chapter 9. This 
script will need to be accessible using tftp. 

Example script Here's an example post-install script for Netscape: 

# !/usr/bin/ksh 

Chapter 8 

# 
# Post Ignite-UX installation script used to install Netscape 
version 3.0. 
# This installation assumes HP-UX 11.00 because it 
depends on gzip 
# already loaded on the system. 
# 
PATH=${PATH}:/usr/sbin:/sbin:/usr/contrib/bin 
IUX SERVER=interopl.fc.hp.com 
IUX=ARCHIVE_DIR=/var/opt/ignite/archives/Netscape 
NETSCAPE GZIP=netscape-v30 -export.hppa1.1-hp-hpux.tar . gz 
NETSCAPE-INSTALL DIR=/opt/Netscape 
NETSCAPE=RUN_DIR~/usr/local 
echo "* Loading Netscape" 
mkdir ${NETSCAPE_INSTALL_DIR} cd ${NETSCAPE_INSTALL_DIR} 
rcp ${IUX SERVER}:${IUX ARCHIVE DIR}/${NETSCAPE~GZIP} 
${NETSCAPE_GZIP} rcp ${IUX_SERvER}:${IUX_ARCHIVE_DIR}/run-netscape 
. rcp 
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${IUX_SERVER}:${IUX_ARCHIVE_DIR}/default-preferences 
gzip -de ${NETSCAPE_GZIP} I tar -xvf -
echo "* Finished loading Netscape"# # Configure netscape 
runtime # echo "* Configuring Netscape" 
chmod 755 ${NETSCAPE INSTALL DIR}/run-netscape ln -s 
${NETSCAPE INSTALL DIR}/run-~etscape ~ -
${NETSCAPE=RUN_DIRT/bin/netscape 
# # Install java_30 # mkdir ${NETSCAPE_RUN_DIR}/lib/netscape 
ln -s ${NETSCAPE INSTALL DIR}/java 30 \ 
${NETSCAPE_RUN_DIR}/lib/~etscape/java_30 
# # Install plugins library # mkdir 
${NETSCAPE_RUN_DIR}/lib/netscape/plugins ln -s 
${NETSCAPE_INSTALL_DIR}/libnullplugin.so 
${NETSCAPE RUN DIR}/lib/netscape/plugins/libnullplugin.so 
mkdir ${NETSCAPE RUN DIR}/lib/netscape/mime.types mkdir 
${NETSCAPE_RUN_DIR}/lib/netscape/mailcap 
rm -f ${NETSCAPE_GZIP} 
echo "* Finished configuring Netscape" 
Example run time script for Netscape 
#!/bin/sh 
# # Put this script in /usr/local/bin/netscape 
set -e 
# Set this to the location of the real Netscape executable # 
REAL_NETSCAPE=/opt/Netscape/netscape 
# Set this to the location of the default preferences file. # 
DEF_PREFS=/opt/Netscape/default-preferences 
if [ ! -e $HOME/.netscape/preferences]; then echo '(installing 
default Netscape preferences .. . ) ' mkdir $HOME/ .netscape 
cp -p $DEF_PREFS $HOME/.netscape/preferences echo '(done)' fi 
# The "-name" option is to avoid confusing the users' X resources . 
# exec $REAL_NETSCAPE -name netscape $* 
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Automating Installations 

This chapter shows how to use bootsys and configuration files to 
automate the lgnite-UX install process. 

Setting up your lgnite-UX server so that the default configuration is 
correct for any given system will save you time and allow you to easily 
automate installations. This chapter discusses setting up the defaults 
the way you like them, as well as setting up a configuration for a specific 
target system. 

lgnite-UX can install HP-UX on a target system with no additional 
configuration information (the default configuration as specified in the 
/var/opt/ignite/INDEX file will be used). You can, however, select from 
other configurations listed in the INDEX file on the bootsys command 
line. 

vi 
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Starting an Automatic Installation w ith 
bootsys _ 

To start an automatic installation, enter: 

bootsys -a -v [-i configuration] [-f] target_hostname 

-a specifies an automatic install. 

-v specifies verbose mode. 

-f forces lgnite-UX to disregard prior configuration info for that target. b 
-i selects an alterna te configuration. If not set, the default is used. 

See the bootsys (1M) manpage for details on how to select a configuration 
and to force its use. The default is set in the lgnite-UX server options 
menu, or can be set manually with the =TRUE statement after a cfg 
clause in the /var/opt/ignite/INDEX file. 

lgnite-UX will contact the target system and extract its hostname, IP 
address and default gateway. The default configuration is installed. Post 
install, lgnite-UX will reset the hostname, IP address and gateway to 
their original values. (remsh access to the target is required. If not 
available, bootsys will prompt the user for the root password on the 
target.) 

This is the quickest way to install a system. The drawback is that you 
will receive the default config, which may have incomplete networking 
information unless you are using a previously "saved" configuration, or 
you specify the defaults in the /var/opt/ignite/config .local file as 
shown later. 

U sing a "Saved" Configuration 

When using lgnite-UX during an install session, you may choose to save 
the resultas a named configuration when finished specifying the 
configuration for particular target. This will save any changes that you 
made during the session for use in subsequent sessions. Then either 
specify the configuration as the default, andlor just use the name you 
give it to bootsys using the -i option. 
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Specifying Defaults in the config.local File 

The /var/opt/ignite/config .local fileis normally included in every 
cfg clause in the INDEX file. This provides a convenient location to store 
default parameters that are the same for ali configurqtions. Typically 
this will be networking, default software selections, kernel modifications. 

It may be easiest to cut and paste information written to the files 
/var/opt/ignite/clients/* /config by the user interface. However 
you can do more here than with the Ignite-UX screen. See the instl_adm 
(4) manpage for more details. Below is an example ofwhat a 
config . local file could look like. The sw _ sel's will depend on what you 
have defined in config files on the server. 

dns_domain="fc . hp.com" 
dns_nameserver[O] = "15 . 2.72.2" 
nis domain="udl" 
wait for nis server=FALSE 
root_password="rlW2xSrugUvi2" 
timezone="MST7MDT" 
ntpdate_server="15 .1.48 .11" 
init sw sel "Misc Patches"=TRUE 
init sw sel "B3919DA AGP"='IRUE 
mod_kernel += "maxuprc 100" 
mod_kernel += "dbc_max_pct 80" 

Always run this after making manual edits to verify that the syntax is 
correct: 

instl adm -T 

See "Setting Install Parameters Dynamically" on page 143 to see how 
default information may be specified dynamically depending on the 
target system's configuration. 

Some network parameters need to be known by the target clients when 
they first boot. bootsys or DHCP/BOOTP can supply the hostname and 
IP address; however, the netmask and gateway need to be supplied in the 
RAM filesystem (INSTALLFS). This can dane by using the instl_adm 
command, which has options to set netmask, gateway, Ignite-UX/tftp 
server, etc. Or you can dump the current settings to a file and edit it, 
then load the settings back. Just loading Ignite-UX sets some ofthe 
parameters. 

For example, you may want to set the keyboard language so that it never 
prompts you for it when booting from Ignite-UX. The file you store using 
instl adm -f may look like this: 
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# instl adm defaults: 
server="l5.2 . 72.150" 
route_gateway[0]="15 . 2 . 70 . 1" 
route_destination[O]="default" 
netmask[]="255 . 255 . 248.0" 
# end instl adm defaults. 
kbdlang="PS2_DIN_US_English" 

Until now, we have discussed specifying default parameters that all 
target systems may use. I f you would like to specify a specific 
configuration for an individual target system, you may use the following 
procedure. 

When Ignite-UX begins an install session, it scans the directory 
/var/opt/ignite/clients for a directory matching the LLA ofthe 
target system. As an example, if the LLA o f the target is 
Ox08000992E346, Ignite-UX looks for a file named config in: 
/var/opt/ignite/clients/Ox08000992E346/config 

Ignite-UX keeps the last configuration installed to the respective system 
in this file so it can perform a repeat install. 

Iffound, the configuration data in this file is used to overwrite the 
default values. This file has the highest precedence over all other config 
files listed in the INDEX file. 

Ignite-UX will write over this file at the end ofthe install, so you may 
want to keep an original copy elsewhere. 

The easiest way to create the config fileis to use one already built by 
Ignite-UX. Ifyou've previously installed a system (it's best to use one 
from a similar system to your target,) you can find a config file in the 
/ var/opt/ignite/clients/LLA directories. Use this as the basis for 
yournewfile. Copyitto: / var/opt/ignite/clients / LLA/ config 

Edit its contents to correspond to your new system. 
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Here is an example config file: 

cfg "HP-UX B.ll. 00 archive"=TRUE 
_hp_cfg_detail_level="ipvs" 
# 
# Variable assignments - 4> · 

# init _hp_disk_layout="Whole disk (not LVM(' with HFS" 
init _hp_pri_swap=68304K 
init _hp_root_disk="2/0/1.5.0" 
init _hp_sec_swap=OK 
init _hp_root_grp_disks=l 
init _hp_root_grp_striped="NO" 
init_hp_locale="SET_NULL_LOCALE" 
init_hp_keyboard="PS2_DIN_US_English" 
init hp default final lan dev="lanO" 
init =:hp~)oot_dev_path:-"2/0/1. 6. O" 
# 
# Software Selections 
# init sw_sel "golden image"=TRUE 
init sw_sel "English"=TRUE 
# 
# System/Networking Parameters 
# hp_custom_sys+={"Current System Parameters", "Original Defaults"} 
init _hp_custom_sys="Current System Parameters" 
_hp_custom_sys help_text "Final System/Networking Parameters" 
( hp custam sys=="Current System Parameters") {- - -

final system_name="hpfcnjm2" 
final ip_addr["lan0"]="15.2.75.14" 
final netmask["lan0"]="255.255.248.0" 
final dns_domain="fc.hp.com" 
final dns_nameserver[0]="15.2.72.254" TIMEZONE="MST7MDT" 
is net info temporary=TRUE 
} - - -

# end "Current System Parameters" 

Typically, you would want to change the networking parameters to the 
correct values. For example: 

final system_name="systemll" 
final ip_addr["lan0"]="15 . 2.75 . 193" 

The values specified should be self explanatory, and should be edited to 
the desired new values. It is also possible to add kernel parameters to 
this file. See "Setting Install Parameters Dynamically" on page 143 later 
in this chapter. 

You should also update the variable, _hp_cfg_detail level when 
adding new types of parameters or they will get lost by the UI or by the 
file rewrite. 
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To perform an automatic install with a config file: 

Step 1. Determine the LLA ofthe target system, either through the boot_admin 
commands (at bootup) or with the lanscan command. 

-
Step 2. Create the following directory (assuming the LM~s Ox08000992E346) 

and copy in your config file: 

mkdir /var/opt/ignite/clients/Ox08000992E346 

cp config /var/opt/ignite/clients/Ox08000992E346/config 

Step 3. Since these files will be accessed using NFS, make sure they have the 
correct permissions: 

chown bin:bin /var/opt/ignite/clients/Ox08000992E346 

chown bin:bin \ 
/var/opt/ignite/clients/Ox08000992E346/config 

Step 4. Run bootsys: 

bootsys -a -v target_hostname 

lgnite does not need to be running. lgnite-UX will install the default 
configuration (or the configuration specified with the -i option) and will 
include the specific changes provided in the config file. 

The target system should boot into the lgnite-UX install process and 
complete the install automatically. Errors will be reported on the client 
screen and in the install .log file. 

Monitor the install process via this file: 

/var/opt/ignite/clients/Ox08000992E346/install. l og ~ 
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The TZ environment variable governs what time Z.:i)ne the message in the 
install. log contain. The "time zone" config fil'e keyword does not have 
any effect on the messages that occur during the install, but does 
determine the time zone setting on the target system ( the two can be 
independently set). 

To set the TZ environment variable, it is best to doso in the INSTALLFS 

file so that it is set as early in the process as possible. However, the first 
message will still be in EST since it is produced before the config file 
contents of INSTALLFS are read. The procedure for setting this to 
MST7DT is: 

/opt/ignite/bin/instl_adm -d > /tmp/cur_cfg 
echo 'env_vars += "TZ=MST7MDT'" >> /tmp/cur_cfg 
/opt/ignite/bin/instl_adm -f /tmp/cur_cfg 
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Scheduling lnstallations 

Client installations are easily automated via the-~ron .daemon. For 
repeated installations, add crontab entries (see cron (1M) and crontab 
(1) manpages). For single installations, use the at command. For 
example, to perform an installation on a target system at 8:00 PM using 
the at command, as root enter: 

at 8:00pm 

bootsys -a -v target_system (press Ctri-D) 
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Setting Install Parameters Dynamically 

Ignite-UX can make intelligent decisions about irft>tall.parameters when 
it runs, based on information it reads from the target system. Instead of 
forcing static values for example, swap size or kernel parameters, the 
best values for these can be determined based on the characteristics of 
the target system. 

This can make configurations set up by the system administrator more 
general purpose and limit the need for multiple, custom configurations to 
handle minor system differences. 

These decisions are specified in a C-like language and grammar unique 
to Ignite-UX. The variables and syntax are documented in the instl_adm 
(1M) manpage. 

This example sets the primary swap size o f the target system root disk 
dynamically at install time based on the size o f the disk, and on the size 
of the target system RAM. The algorithm will set swap to 125MB if the 
disk is large (> 500MB) and if the amount o f system RAM is greater than 
64MB. If the disk is small, make the swap very small to maximize the 
amount of space available for HP-UX. 

Step 1. Add these lines to the end ofthe file /var/opt/ignite/config .local to 
be the default for all configurations: 

# default to very minimal swap of 25MB 
# unless the disk is larger than 500 MB 
# and we have more than 64MB ram 
(disk[ hp root disk) .size > 500MB & memory { - - -

init _hp_pri_swap=l25MB 
} 
else 
{ 

init _hp_pri_swap=l25MB 

> 64MB) 

You could also put this in a separate file, say, 
/var/opt / ignite / data/Rel_B . ll. 00/custom_cfg, and add the file 
name to the INDEX. 
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This could also be added to the config file created for automatic installs. 
Note that ifthe _hp_pri_swap parameter is set later in the order offiles 
searched in the "cfg" definition, this setting will be overwritten. The 
order the files are evaluated is documented in th~ instl_adm (1M) 
manpage and in Chapter 3. Also be aware that.tne cônfig file used for 
automatic installs is overwritten as part of the install process. 

Step 2. To force the load of a patch bundle if the target system matches the 
regular expression 71*, such as a 710 or 71 2, add the following lines to 
the end of the file: 

/var/opt/ignite/data/Rel B.ll.OO/custom cfg 
# check for H/ W model 71x 
# and add the Misc Patches bundle if true 
(hardware_model - -;;-9000/71*") {init sw_sel "Misc_Patches" = true} 

Step 3. Run a previously created post-install script and increase a tunable 
kernel parameter ifwe determine our target system is a Model 755. If 
not, it sets a default value for the kernel parameter: 

post config script += "/var/opt/ignite/scripts/755special" 
(HARDWARE_MODEL == "9000 /755") { 

mod kernel += "maxuprc 300" 
} else-{mod_kernel += "maxuprc 100"} 

Step 4. Select an entirely different default configuration based on the size o f the 
system RAM and disk. For this to have effect, it must go into the 
INSTALLFS file by using instl_adm as described earlier: 

# For a system with only one disk and small memory, se l ect 
# the "small system configuration" 
(num disks == 1 & memory < 64MB ) 
{cfg-"small system configuration" = true} 

. j ..... · .• 

p 

Step 5. To check the syntax of all configuration files that are listed in the Q 
/var/opt/ignite/INDEX file, enter: 

instl adm -T 

Step 6. To check the syntax of a file that is not yet in the INDEX file, enter: 

instl adm -T -f file 
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Creating Your Own Install 
Media 

This chapter explains how to create custam installation media to use 
with lgnite-UX. It's assumed here that you have a basic knowledge of 
lgnite-UX operations, as explained in the previous chapters. 
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Why Use Custom Install Media? 

You may want to build customized install medi~ -if: 

• You have a large number of systems that are basically identical, and: 

The systems do not have network boot capability, or ... 

The networking will not allow easy o r fast access to an Ignite-UX 
server, or ... 

• 
- The systems are geographically widespread. b 
You have HP servers that lack network boot, and so a boot medi um is 
required to contact the Ignite-UX server. 

• You want to deliver media to a technician or operator and have the 
entire install process automated without human intervention or 
interaction. 

• You want a single media that contains all the desired parts ofthe 
operating system (HP-UX, applications, patches, diagnostics and 
local customizations). 

Using customized install media also provides both system standardiza­
tion and customization simultaneously. The standardization comes from 
using golden system images which contain a base operating system, 
applications, patches, third-party software and local customizations, 
already packaged into an archive. The entire system has been tested, 
verified and tuned before creating the image. This image can be the 
starting point for all installs to ensure standardization. 

The customization comes from using config files to load additional o 
software, change kernel parameters, and run scripts. Software bundles 
can be: 

• Interactively chosen. 

• Pre-selected, unconditionally or conditionally. 

• Invisible. 

There are also parameters that control the environment in which 
lgnite-UX operates. The most important parameters are run_ui and 
control_from_server. When run_ui is false, no interaction will occur 
and the load will proceed according to all the configuration information 
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provided to lgnite-UX. When control_from_server is true, an attempt 
will be made to contact the Ignite-UX server as defined in the 
configuration information. These modifications are explained in the 
procedures in this chapter. 

-
Using a custom install media allows you to chose-h()w things work, what 
you willleave up to the end user, what will happen automatically, and so 
forth. 

Building Example Install Media 

The remainder o f this chapter describes building cus tom install media 
that meets these requirements: 

• It will be shipped worldwide so that systems can be installed with a 
golden image. 

• Both a Series 700 workstation and a Series 800 server golden images 
will be built with the make _ sys image command. 

• There is a set of applications that are to be chosen interactively by 
the end user. 

• All software will come from the media, and there will be no contact 
with nor need for an Ignite-UX server during installation. However, 
you do need an lgnite-UX server to create the media and execute 
lgnite-UX commands. 
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Building an lnstall Tape 

This section describes the golden image layout arrd. building an example 
install tape. We recommend using only 90 metré DDS-1 tapes to make 
install tapes with lgnite-UX to ensure that the tape will work with any 
DDS drive. For details on other supported tape formats, see the release 
notes available from the lgnite-UX Web site. 

The Golden Image 

Golden system images in these examples were created on Series 700 and 
Series 800 systems running HP-UX 10.20 using: 

/opt/ignite/data/scripts/make_sys_image 

The archives are in tar format andare gzipped. The files are: 

/var/tmp/archive_700.gz 
/var/tmp/archive_800.gz 

This command has been run on these archives to get disk-space usage 
information (impacts) so that configuration information can be supplied: 

/opt/ignite/lbin/archive_impact 

A DDS install tape is constructed logically like this: 

DDS Install Tape Construction 

I D/A2 

LIF- A bootable tape starts with a Logical lnterchange Format (LIF) 
volume containing all the components required to boot off the tape. It 
also includes the lgnite-UX toolset and configuration information that 
controls how lgnite-UX will operate. lt includes config file information 
about the SD depot on the tape (should there be one) and all archives on 
the media. 

AliE - The next portion is either the first OS Archive (A1) or is Empty 
(E) ifthe installation is solely from the software depot. 

D/A2- The next portion is either a serial depot (D) or another OS 
archive (A2). There can only be one depot on a tape, and it must be the 
third file on the tape dueto a SD restriction. 
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A3, A4, .•• - Beyond this, there may be other archives, limited only by 
the capacity ofthe tape. Ifmore archives are needed, they can be put on a 
second medium. 

The make_medialif command is used to createJlie LW volume. A 
typical LIF volume looks like this: 

volume ISL10 data size 175771 directory size 
filename type start size implement created 
ISL -12800 16 240 o 98/02/10 14:06:38 
AUTO -12289 256 1 o 98 / 02/10 14:06:38 
INDEX BIN 264 1 o 98 / 02/10 14:06:38 
CONFIG BIN 272 58 o 98/02/10 14:06:38 
HPUX -12928 336 800 o 98/02/10 14:06:38 
INSTALL -12290 1136 57503 o 98/02/10 14:06:45 
INSTALLFS -12290 58640 31774 o 98/02/10 14:06:48 
INSTCMDS BIN 90384 9873 o 98/02/10 14:06:51 
SYSCMDS BIN 100264 45901 o 98/02/10 14:07:02 
SCRIPTS BIN 146168 30 o 98/02/10 14:07:02 

ISL - Initial System Loader. If it is run interactively, it issues a prompt 
and waits for user interaction. Otherwise it looks for the AUTO file. It is 
extracted by make_medialif from the default boot file: 
/opt/ignite/boot/boot_lif 

AUTO- Autoexecute file defines the default (possibly automatic) boot 
behavior. 

INDEX- Default INDEX file (it has the same function as 
/var/opt/ignite/INDEX does on an lgnite-UX server). The file CONFIG 
is referenced in this file. 

CONFIG- Contains ali software configuration information. You should 
begin with the default config file for that release (for example, for the 
lgnite-UX B.10.20, look in: /opt/ignite/data/Rel_B .10. 20/config) 
Additional config files can be added via the -f option of the 
make _ medialif command. Information in this file will allow complete 
access to ali the archives and depots on the media. 

HPUX- HP-UX bootstrap utility. It is also extracted from the default 
boot file. 

INSTALL- 32-bit kernel booted by 32-bit install clients. With a 64-bit 
kernel, use the make_medialif -o 64 option to create a LIF volume 
called VINSTALL for V-class systems. For other 64-bit kernels, use the 
-o 64w option to create WINSTALL files. Use the make_medialif -a 
option to create all NSTALL and INSTALLFS files. 

Doe: 3 6 9 7 
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INSTALLFS - The RAM file system used by install clients. 
Configuration information stored in the first 8KB ofthis file is accessible 
using instl_adm. Ifthis is a 64-bit LIF volume, the file is called 
VINSTALLFS. For 64-bit systems, the fileis WINST~L . 

•· 
INSTCMDS - gzip archive of the commands n-eeded for disk layout. 
These commands run on the install kernel and inside the INSTALLFS. 

SYSCMDS - gzip archive of commands used to load the software onto 
the system. There are different archives for each release. 

SCRIPTS - gzip archive o f all post _load and post _ conf ig scripts 
that are required. By default when loading a core archive (load_order is 
zero, which means it gets loaded first), the two scripts in Q 
/opt/ignite/data/scripts called os_arch_post_l and 
os_ arch _post _c are executed. 

Scripts like these are discussed in depth in the instl_ad m (1M) manpage. 

For more information on what happens during system boot and what 
files do what, see "System Bootup Sequence" on page 162. 

lmportant Config Files 

You need to consider two important config file concepts when building 
archives and bundles to be loaded onto a target system: 

• sw _ source - specifies the access method to either an archive or a 
depot. 

• sw _ sel - specifies the path of an a rchive or a bundle in a depot. 

For details on these objects, see the instl_adm (1M) manpage. 

Be sure to pass all user-generated config files through this command to Q 
check for syntax errors: 

... / instl adm -T -f cfg_ file 
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Accessing a DDS Tape Archive 

The best place to start when creating a config file for an archive isto use 
the template file supplied by Ignite-UX in 
/opt/ignite/data/examples/. Other files are a-smila.Ple for HP-UX 
11.0/lli 32- and 64-bit systems. This file can be "'copied elsewhere, say, to 
/var/tmp/archive. cfg, and then edited to suit your situation. 

Assume that our tape will be used more for installing Series 700 systems 
than Series 800 systems. Hence, we will put the Series 700 archive on 
the tape first. In the diagram above, it will be Al. Since there will be a 
serial depot on the tape, the Series 800 archive will be located at A3. 

To modify the config file to access the Series 700 archive, the following 
attributes need to be changed in /var /tmp/ archi ve. cfg in the 
sw source core archive stanza: 

Attribute Old Value NewValue 

source_type NET MT 

change_media #change_media=F ALS change_media=FALSE 
E 

nfs source - nfs_source=IP:depot #nfs_source=IP:depot 

These changes will modify the source type from network (NET) access 
(which is either NFS, ftp or remsh) to magnetic tape (MT). Since the 
archive is going to reside on the same media, change _media is set to 
false by un-commenting that attribute. To avoid trying to NFS mount 
that directory, the nfs_source is commented out. 

Since the template file already has conditionallogic that provides for 
different Series 700 and Series 800 archives, we will use that to our 
advantage. 

/-
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Inside the stanza enabled by HARDWARE_MODEL - 9000 / 7. * the following 
fields must be changed: 

•· _; 

Attribute Old Value New Value 

archive_path B.10.20_700_CDE.gz 1 

impacts /27KB (as reported by 
archi ve _ impact) 

The change in archi ve _path indicates that there is one EOF mark to Q 
skip on the tape and the archive will begin right after that mark. The 
archive will be the second file on the tape after the LIF volume. The 
impacts lines must be replaced with whatever was reported by 
archi ve _ impact for the Series 700 archive. 

Inside the same stanza the sw_sel and description strings can be 
changed to something more descriptive and applicable to your situation. 
The text inside the double quotes can be changed to whatever you like. 
They will be visible on the Ignite-UX UI. archive_type must match 
what was done by make_sys_image. See instl_adm (4) for more about 
archi ve _ type. 

Since we have only one Series 700 archive the entire stanza called 
golden image2 can be deleted. It was included in case you had two 
different types of archives, for example one for VUE and one for CDE. If 
more than one archive per architecture is on the media, it is advisable to 
use an exrequisite attribute between them so only one archive can be 
selected at one time. 

In the stanza for the Series 800 (it is an else clause later in the file) the O 
same sort of changes must be made. However remember that the Series 
800 archive is in a different location on the tape. So these attributes ne~d 
to change: 

Attribute Old Value NewValue 

archive_path B.10.20_700_CDE.gz 3 

impacts / 27KB (as reported by 
archi ve _ impact) 
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The change in archive_pathindicates that there are three EOF marks 
to skip on the tape (LIF volume, Series 700 archive, and the serial depot). 
The Series 800 archive is the fourth file on the tape. The impacts lines 
must be replaced with whatever was reported by archi ve impact for 
the Series 800 archive. -

It is important not to change anything else in the file, unless you are very 
sure ofwhat you are doing. In particular, it is potentially dangerous to 
change the sw _ category and other sw _ source and sw _ sel attributes not 
mentioned above. 

Accessing the Serial Depot on a DDS Tape 

Assume there is a depot (/var/tmp/depot) that contains ali the 
applications you wish to install on top ofthe archive. It can be a mixture 
of Series 700-only applications, Series 800-only applications, and 
applications that can be loaded on both architectures. Use the 
make_config command to create config file information for this depot, 
and the config file is modified to reflect the ultima te destination of the 
depot. 

Step 1. Create config files by entering these commands: 

make_config -s /var/tmp/depot -a 700 -c 
/var/tmp/depot_700_cfg 

make_config -s /var/tmp/depot -a 800 -c 
/var/tmp/depot_800_cfg 

On a tape, the depot must be the third file so there is no need to specify a 
path to the depot. 

Step 2. Change both config files by removing these attribute lines: 

sd server = IP address - -
sd_depot_dir = /var/tmp/depot 
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Table 10-5 

Attribute Old Value - • .NewValue --

source_type NET MT 

The deleted information is not needed when accessing a serial depot on a 
tape. The change to source _ type indicates that the depot is located on a 
tape instead of over the network. 

Step 4. Create the Serial Depot. The depot put on a DDS tape is known as a 
serial depot. lt can existas a regular file, but it cannot be accessed 
remotely. 

To create a serial depot from /var/tmp/depot and store it in 
/var/tmp/serialdepot, enter: 

swpackage -s /var/tmp/depot -x target_type=tape \ 
@ /var/tmp/serialdepot 

Step 5. Assembling the DDS Tape. Now that all the components ofthe tape 
are done, create the LIF volume in /var/tmp/lifvol using the 
make medialif command: 

make medialif -f /opt/ignite/data/Rel_B.10.20/config \ 
-f /var/tmp/archive.cfg -f /var/tmp/depot_700_cfg \ 
-f /var/tmp/depot_800 cfg -1 /var/tmp/lifvol 

This creates the LIF volume that includes all the configuration 
information, including defaults lgnite-UX provides and information on 

o 

the archives and depot. For HP-UX 11.0 systems, also use the -a option o 
to include all INSTALL and INSTSALLFS files. 
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Step 6. Modify INSTALLFS Config. Change configuration information in 
INSTALLFS. To set run_ui and control_ from_server variables using 
instl_adm to TRUE and FALSE, respectively, based on our scenario: 

instl adm -d -F /var/tmp/lifvol > /var/tmp/cfg 

vi /var/tmp/cfg #Add I change the two variables 

instl adm -T -F /var/tmp/lifvol #Check syntax 

instl adm -d -F /var/tmp/lifvol #Verify changes 
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Step 7. Make a New Device File. DDS-1 density is used so that the tape is 
more readily readable by all DDS tape devices, which are notorious for 
being finicky at times. To create a device with these characteristics, 
enter: 

ioscan -f C tape #get the hardware path 
mksf -v -H hardware_path -b DDSl -n -a 

You can also create this file using SAM: 

1. Click: Peripheral Devices - > Tape Drives 

2. Select (highlight) the tape drive you want to use: 
Actions - > Create Device Files-> Create Custem Device File 

3. Change DENSITY to DDS1; tum offCompressed Mode and Rewind on 
Close 

4. Click: OK 

Step 8. Create the Install Tape. Create the tape using a DDS-1 density, no 
compression, no rewind device file (for example 
I devI rmtl cOt3dODDSln): 

mt -t /dev/rmt/c0t3dODDSln rew 

dd if=/var/tmp/lifvol of=/dev/rmt/c0t3dODDSln obs=2k 

dd if=/var/tmp/archive_700.gz \ 
of=ldev/rmt/c0t3dODDSln obs=lOk 

dd if=/var/tmp/serialdepot \ 
of=/dev/rmt/cOt3dODDSln obs=lOk 

dd if=/var/tmp/archive_800.gz \ 
of=/devlrmtlcOt3dODDSln obs=lOk 

mt -t /dev/rmtlcOt3dODDSln rew 

The tape is now ready for installations. 
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CD-ROM layout 

Building an Install CD-ROM 

There are similarities between putting a CD-RGM. together and putting 
a tape together, as explained in the previous pages. One major difference, 
however, is in disk space usage. You have to create a logical volume (or 
provide a whole disk) large enough to hold the archives and the depots. 
This paper will assume that a logical volume is used. You need that much 
space again to copy the raw logical volume to a regular file. So you 
probably end up using around three times the disk space consumed by 
your archives and depots. Q 
A bootable CD-ROM is nota serial device like a tape. lt has a file system 
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on it, and it also has a LIF volume that contains the same information as 
above except for the config files which describe the archives and depots. 
Access to these objects is somewhat different. 

The file system on the CD-ROM can be either HFS or CDFS. You can 
create an HFS file system using standard HP-UX commands. Various 
third-party applications are available for a CDFS file system. Note that 
there is less capacity on a CD-ROM (650MB) than on a 90 meter DDS-1 
tape (2GB). 

Step 1. Create the logical volume. Assume that the logical volume that will 
be used is /dev/vgOO/image, and it is mounted at /var/ tmp/image. Also 
assume that an HFS file system will be used. Using HFS and standard 
HP-UX commands, create the logical volume (assume everything fits in 
500MB): 

lvcreate -L 500 -n image vgOO 

newfs -F hfs -f 2048 /dev/vgOO/rimage 

mkdir -p /var/tmp/image 

mount /dev/vgOO/image /var/tmp/image 

For CDFS file systems there are similar commands. Check the software 
supplier documentation. 
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Access a CD-ROM Archive. The file system in the logical volu~é;-iU , , 
contain both the archives and the depots. Place the archives in the 
CD-ROM image by copying them in to the file system just created: 

cp /var/tmp/archive_700.gz /var/tmp/imag~ 

cp /var/tmp/archive_SOO.gz /var/tmp/image 

Step 3. Creating config file information for the archives is similar to what 
was done for the DDS tape. Start with a new copy of 
loptligniteldatalexampleslcore.cfgin lvarltmplarchive.cfg 

Table 10-6 

To modify the config file to access the Series 700 archive, the following 
attributes need to be changed in lvar I tmp I archi ve . cfg in the 
sw source core archive stanza: 

Attribute Old Value NewValue 

source_type NET DSK 

change_media #change_media=F ALS change_media=FALSE 
E 

nfs source - nfs_source=IP:depot #nfs_source: I P: depot 

These changes will modify the source type from a network (NET) access to 
CD-ROM (DSK). The other changes are as described before. 

Step 4. Inside the stanza enabled by HARDWARE_ MODEL - 9 o o o I 7 . * the following 
fields must be changed: 

Q Table 10-7 

Attribute Old Value NewValue 

archive_path B.l0.20_700_CDE.gz archive_700.gz 

impacts /27KB (as reported by 
archive_impact) 
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The change in archi ve _path indicates that the archive will be found in 
the pseudo-root ofthe CD-ROM in a file called archive_700 .gz. 
Ignite-UX will prepend the mount point it uses to access the archive. As 
before, the correct set of impacts lines need to be included. 

~-

Step 5. Again you can change the sw sel and descripd.on strings to something 
more descriptive and applicable to your situation. The text inside the 
double quotes can be changed to whatever you like. Note that 
archi ve _ type must match what was done by make_sys_image. 

Step 6. Delete the entire stanza called golden image2 again. 

Step 7. In the stanza for the Series 800 (it is an else clause later in the file) the Q 
same sort of changes must be made. These attributes need to change: 

Table 10-8 
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Attribute Old Value NewValue 

archive_path B.l0.20_700_CDE .gz archive_800.gz 

impacts /27KB (as reported by 
archive_impact) 

The change in archi ve _pa th in di cates that the archive will be found in 
the pseudo-root ofthe CD-ROM in a file called archive_soo .gz. 
Ignite-UX prepends the mount point it uses to access the archive. As 
before, the correct set of impacts lines need to be included. It cannot be 
emphasized enough not to change anything else in the file. 

Step 8. Create and Access the CD-ROM Depot. Tape is restricted to a single 
depot. That restriction does not apply to a CD-ROM. However, we will 
use a single depot for simplicity sake. Create the depot using swcopy to a Q 
target in the logical volume: 

swcopy -s /var/tmp/depot \* @ /var/tmp/image/depot 

Step 9. Once again, use make_ config to create the start ofthe config files for the 
depot: 

make_config -s /var/tmp/depot -a 700 -c 
/var/tmp/depot_ 700_ cfg 

make_ config -s /var/tmp/depot -a 800 -c 
/var/tmp/depot 800_ cfg 
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Step 10. Edit config Files. Since the SD server is the system that is be~­
installed, remove this attribute. Change both config files by removing 
this attribute line: 

sd_server=IP_address 

Step 11. Change these attributes in both files: 

Table 10-9 

Attribute Old Value NewValue 

source_type NET DSK 

sd_depot_dir var/tmp/depot depot 

The change to source _ type indicates that the depot is located on a 
CD-ROM instead ofover the network. The change in sd_depot_dir 
indicates that the depot will be found in the pseudo-root ofthe CD-ROM 
in a depot called depot. lgnite-UX prepends the mount point it uses to 
access the depot. 

Step 12. Assemble the CD-ROM. The raw file system just created must be 
copied into a regular file so it can be written to the CD: 

umount /var/tmp/image 

dd if=/dev/vgOO/rimage of=/var/tmp/fs_image bs=1024k 

Step 13. Create the LIF Volume. Now that most ofthe components ofthe 
CD-ROM are complete, use make_medialif to create the LIF volume: 

Chapter 10 

make_medialif -f /opt/ignite/data/Rel_B.10.20/config \ 
-f /var/tmp/archive.cfg -f /var/tmp/depot_700_cfg \ 
-f /var/tmp/depot_800_cfg -1 /var/tmp/lifvol 

This creates the LIF volume that includes all the configuration 
information. It includes the defaults lgnite-UX provides and provides the 
access to the archives and the depot. 
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Step 14. Modify INSTALLFS Config. Change configuration information in 
INSTALLFS. To set run _ui and control_ from _serve r variables using 
instl_adm to TRUE and FALSE, respectively, based on our scenario: 

Step 15. 

instl adm -d -F /var/tmp/lifvol > /var/~/cfg 

vi /var/tmp/cfg #Add/change the two variables 

instl adm -T -F /var/tmp/lifvol #Check syn tax 

instl adm -d -F /var/tmp/lifvol #Verify changes 

These two objects (the raw file system and the LIF volume) must be 
combined using instl_ combine. The result is a single fi le with the LIF 
volume wrapped around the file system, which can then be written to the 
CD: 

/opt/ignite/lbin/instl_combine -F /var/tmp/li f vol \ 
-C /var/tmp/fs_image 

Step 16. Complete the CD config. Using your CD-ROM writer software, copy 
/var/tmp/fs_image to the CD. 

The CD-ROM is now ready for installations. You can test the image out 
before burning a CD by copying it to an unused raw disk and rebooting 
the system off that disk. 
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There are many similarities between a tape produced by make _tape 
recovery and one constructed by the method described here. In fact, 
make _tape_ recovery performs many of the same:...ste:g~. But there are 
some important differences as well. The primacy purpose of a recovery 
tape is to restore enough of a system to get it going following some 
catastrophe, so the rest ofthe system can be recovered from backups. 

Additional Archives and Depots Media 

If there is insufficient space on either a tape or a CD to hold all the 
archives and depots, it is possible to put them onto separate media. In 
this case, the config file describing these archives or depots would have 
change_media set to true. Ignite-UX would prompt the user for the new 
medium. Ifthis is a CD, the instl_combine step is needed only for the 
first CD. 

~ 
\ 

---- -1-&4- - -
1 RQS n° 03/2005 - :" \ ' jl 
i CPMI - CORREI0~1 i 

-~'sko 3 6 5 
3697 

Dó c: 



~-.:. .. ;..· ..... · . :. _:, ~::.:. .:. .:.: .. ... ·; ............ 

_.. ....... __ , 
/ t' 
/0v,~~'Jl \cY" \ 
C I ~ .) 

\ Creating ~ur Own Instai! Media 
Systern -éootup Sequence , _________ ./ 

162 

\ 

System Bootup Sequence 

This sequence of events occurs when an HP coll3ptiter.system boots up: 

Step 1. The firmware determines from which device to boot via either user input 
or primary path. 

Step 2. The firmware looks for a LIF header on that device, and if it finds it, it 
looks in the LIF header for where the ISL starts. 

Step 3. The firmware loads the ISL into memory from the boot device and Q 
executes it. It passes a flag to it that indicates whether to run 
interactively or to autoboot. 

Step 4. Ifthe ISL is interactive then it gives the ISL> prompt and waits for user 
input before proceeding. 

Step 5. If the ISL is not interactive, then it looks for the AUTO file on the boot 
device to determine what to run next. 

Step 6. The AUTO file or user input usually supplies the hpux args command. 
This tells ISL to load the program HPUX from the LIF header on the boot 
device and to run it with the given arguments. 

Step 7. The hpux program (also known as the secondary loader) figures out what 
HP-UX kemel to load, and what arguments to pass to it (like init state). 

Step 8. hpux loads the kemel and starts running it. 

Step 9. For the INSTALL kemel, the kemellooks at its name and realizes that it 
fits the pattern *INSTALL and then loads the matching *INSTALLFS file 
from the boot device. Q 
In all these cases the firmware (Processor Dependent Code, or PDC) API 
services are used when accessing the boot device. 
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This chapter describes important system recovery tools available with 
lgnite-UX: 

• 
• 
• 
• 
• 
• 

• 
• 
• 
• 

• 
• 
• 

Creating a Bootable Recovery Tape . 

Duplicating make_tape_recovery Tapes . 

Creating a Recovery Archive via the Network and Tape . 

Archive Creation Steps . 

Verifying Archive Results . 

Retaining "Known-good" Archives . 

Making config File Additions . 

Selecting File Systems During Recovery . 

Tape Recovery with make_net_recovery . 

Tape Recovery with No Tape Boot Support 

Notes on Cloning Systems . 

Expert Recovery U sing the Core Media . 

System Recovery Questions and Answers . 

The make _tape_ recovery tool replaces make _ recovery for creating 
recovery tapes, beginning with lgnite-UX NB 3.2, March 2001. With the 
make _tape_ recovery command, you can make recovery archives on 
local and remote systems, as explained in this chapter. For more details, 
see the make_tape_recouery (1M) manpage. 
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Overview 

HP-UX provides two recovery methods as part of.:the st andard product: 
system recovery and expert recovery. The methÓd you use depends on 
the situation. 

System Recovery via Network and Tape 

The system recovery tools available with lgnite-UX allow you to quickly 
recover from a failed disk (root disk or disk in the root volume group). 
The failure can be either a hardware failure ora catastrophic software Q 
failure. 

System recovery requires some work before a problem occurs. On a 
regular basis, you need to run the appropriate tool on each of your 
systems: use the make _ net _ recovery command to create an archive on 
another system or the make _ tape_ recovery to create an archive on tape. 

The make _tape_ recovery and make _ net _ recovery commands both 
create a bootable recovery (install) arch ive which is customized for your 
machine. The archive contains your system's configuration information 
(disk layout, etc.) and files on your root disk or root volume group. You 
can exert some control over which files are saved as part ofthe archive. 

Once you have a recovery archive on tape or another system, recovering 
a failed system is easy: 

1. I f a disk failed, replace i t. 

2. Boot from your recovery tape or system. 

3. Wait for the recovery to complete. 

4 . Once the system comes back up, recover the latest copies offiles from 
the last system backup. 
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Expert Recovery 

Expert recovery, formerly called Support Media Recovery, allows you to 
recover a slightly damaged root disk or root volume group. With this 
method, you repair the bootlroot disk and root volume.group from the 
network or HP-UX Core media. Once the recovéry system has been 
booted, you can: 

• Put a known, good kernel in place. 

• Fix the LIF volume on the disk. 

• Copy essential files and commands into place. 

Expert recovery does not require that you do any preparation before you 
use it. The media used is supplied by HP; it is not customized to your 
site. In addition to the media, you can also boot from your Ignite-UX 
server. However, this also means that any customization you have are 
not reflected in the files you recover via expert recovery. Depending on 
the failure cause, expert recovery gives you enough capabilities to get 
your system back up again. At that point, you need to use your normal 
restore tool to recover your system to the state it was in before the 
problem occurred. Expert recovery is not useful to recover from hardware 
failures. 

System Recovery Tools 

Comparing Features 

The make _ net _ recovery and make _tape_ recovery tools share many 
features in common with few differences that exist, mainly due to the 
different media that are used and ways o f handling them. Both system 
recovery tools share the same basic archive creation options, data 
structures, archive file content, and installation dialogues. 

To determine which system recovery tool is best suited for your needs, 
consider the following: 

Use make tape_ recovery if: 

• Managing a single or limited number of systems locally 

• Cloning a "like system" 

• Systems are not networked 

• Suitable tape drive exists. 
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Table 11-1 

• Tape mediais needed for an off-site recovery system 

Use make_net_recovery if : 

• Managing central, networked systems 

• Cloning a "like system" 

• Avoid tape issues (media cost and handling, multi-tape archives, etc.) 

• Suitable disk space for archive storage 

• Performing unattended backups without tape handling 

The following table summarizes and compares some o f the features o f the 
make _tape_ recovery and make _ net _ recovery tools: Q 
Comparing System Recovery Tool Features 

Feature make_tape_recovery make_net_recovery 

Minimum 
Stand-alone system; local 

Two networked systems; 
hardware 

tape drive 
sufficient disk space to hold 

configura ti ou archive 

Archive 
Client command line; Server GUI; Client 

Creation 
Interface 

Server GUI; Client TUI command line; Client TUI 

Self contained image; Requires an Ignite-UX 
Archive written to the client's tape server to install; written to 

drive NFS mounted file system 

Archive Contents 

The make _ net _ recovery and make _tape_ recovery commands allow Q 
you to view and control archive contents: 

• The list of essential files to be included in the archive is available as 
a simple text file: /opt / ignite / recovery/ mnr_essentials. This 
file allows you to see what files and directories are included by 
default in the archive. 

• You can specify what additional volume groups, directories, and files 
you want included, and what directories and files you want excluded. 
This is done using simple syntax in the client-specific content file , 
/var/opt /ignite/clients/LLA/recovery/archive contentar 
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using command line options. You are not restricted to one or two 
volume groups. You can create a complete multi-volume group file 
system archive if you want. 

• You can use the user interface to find out which volume groups 
and/or disks will be untouched, which will be_parti~ally restored, and 
which will be restored in full ifthe archive i~ used, based on the 
specifications in the mnr_essentials file and the archive_content 
file. 

• You can also use the user interface to edit the archi ve content file 
and dynamically see the changes in the volume groups and disks 
that are affected. 

• The policies for user-specified contentare documented in ''Archive 
Configuration Policies" on page 175. 

make _tape_ recovery creates a bootable tape that can be used to restare 
a system via the system's tape drive. make _tape_ recovery is subject to 
the requirements and limitations inherent with tape media: 

• A tape drive must be available on each system to be archived. 

• lfyou want to save the previous good archives before creating new 
ones, you need to remove the old tapes and insert different tapes on 
each system. 

• If an archive exceeds the capacity of a tape, you need to swap tapes 
for both creation and extraction. 

• If you want to make sure that the newly created tapes are good, you 
need to check the log files on every system. 

• Tape drives are more error-prone than a local network. 

Dependency on Ignite-UX Server for Recovery 

The tape created by make _tape_ recovery is completely self-contained 
and does not require an Ignite-UX server. The make_tape_ recovery 
archive contains a specially prepared LIF volume. The config file in the 
LIF volume is the configuration file for the archive. The INDEX file in the 
LIF volume specifies the recovery configuration as the default for the 
system. The INSTALLFS in the LIF volume contains additional 
configuration information so no user interaction will take place. 
Additional files needed for booting and installing are copied from 
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/opt/ignite/boot and /opt/ignite/data to the LIF volume, so that 
everything the system needs to recover is there. You could use your 
make _tape_ recovery tape even if you removed your lgnite-UX server. 

make_net_recovery The archives created by make_net_recovery are_designed to work with 
an Ignite-UX server; you could not remove yourdserver and still use your 
recovery archive. 
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Creating a Bootable Recovery ape 

Creating a Bootable Recovery Tape 

copyutil is a diagnostic tool for HP-UX lO.x or Iater, ~-nd should not be 
used for system recovery. Instead, use one o f the tools described in this 
chapter. 

Ignite-UX's make _tape_ recovery command can create a system 
recovery tape. This tape can be used to boot and recover a system which 
has become unbootable dueto corruption ofthe root disk or volume 
group. A system can be booted and installed from the tape without user 
intervention for configuration, customization, software selection, 
hostname, or IP address. 

A bootable recovery tape can also be created from the Ignite-UX server. 
However, the client must have a local tape drive. 

The make _tape_ recovery tool creates a system recovery archive and 
stores the archive on a local tape. make _tape _recovery is capable of 
creating system recovery tapes for tape devices, with the ability to span 
multiple tapes. The archive created by make _tape_ recovery is specific 
to the system it was created for and its identity includes hostname, 
ip_address, networking information, etc. In the event of a root disk 
failure, the recovery archive can be installed via tape to restare the 
system. 

The contents ofthe system recovery archive will always include all files 
and directories which are considered essential to bringing up a 
functional system. This essentiallist is pre-defined by 
make _tape_ recovery and is located in the following file: 
/ opt/ignite/recovery/mnr_essentials.Byrunning 
make_tape_ recoveryin interactive mode, the directories and files which 
make up the essentiallist can be displayed. In addition to the essential 
list, data can be included in the archive on a disk/volume group, file, or 
directory basis. Non- essential files and directories can also be excluded. 
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NOTE 

Logging 

Task: Recover a 
minimal OS 

It is preferable to use the Ignite-UX GUI menu command on the 
Ignite-UX server when running an interactive make _tape_ recovery 
session. Running it from lgnite-UX causes any additional server 
configuration o f NFS mounts to be performed. It-also provides a better 
progress report and an easier to use interface. j 

On a server, progress and errors are logged to: 

/var/opt/ignite/clients/ <LLA>/ recovery/<datetime>/recovery.l 
og 

On a local system, progress and errors are logged to: 

/var/opt/ignite/recovery/ <datetime>/recovery. l og 

Preform these operations as root. 

To create a minimal operating system recovery tape at / dev/ rmt/Omn, 
containing only the OS elements required to boot the system, perform 
the following steps: 

Step 1. Load a writable tape in the default tape drive for your system. 

Step 2. Enter: make _tape_ recovery 

Task: Create a 
system recovery 
archive of entire 
root disk volume 

A tape will be created without further interaction. 

System recovery from this tape would involve booting from the tape to 
recover the minimum Core OS. Then you would follow up with data 
recovery of all user files newer than those restored from the recovery 
tape. 

To create a system recovery tape at the default device / dev/ rmt / Om, and 
that indudes the entire root disk in the archive, perform the following 
steps: 

Step 1. Load a writable tape in the default tape device for your system. 

Step 2. Enter the appropriate command: 

make_ tape_recovery -x inc entire = vgOO 

A tape will be created without further interaction. 
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System Recovery 
Creating a Bootable Recovery Tape 

Task: Create a 
system recovery 
archive tape with 

To create a system, you can create a system recovery tape as follows: 

the -A option 

Step 1. Load a writable tape in the default tape device (oryol.H' system. 

Step 2. Enter: make _tape_ recovery -A 

A tape will be created without further interaction. You can boot this tape 
on your new system. 

Task: lnstall a 
system recovery 
from an archive 
tape 

To install a system recovery from an archive tape: 

Chapter 11 

Step 1. Mount the system recovery tape on the tape drive. 

Step 2. Boot the system. 

Step 3. Interrupt the boot sequence to redirect it to the tape drive by pressing 
Esc. 

Step 4. Cancel the non-interactive installation by pressing any key when given 
the opportunity. 

Step 5. Allow the install process to complete. 

For more information on creating recovery tapes, see the 
make_tape_recovery (1M) manpage. 
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Duplicating make_tape_recovery Tapes 

A tape created with make_tape_recovery contaiz:s two tape "files": a 
2KB LIF file and a 10 KB tar archive. If you have-two•tape drives on a 
system, you can easily duplicate the tapes using two dd commands with 
a no-rewind-on-close device file for the first command. For example: 

dd if=/dev/rmt/Omn of=/dev/rmt/lmn bs=2k 
dd if=/dev/rmt/Om of=/dev/rmt/~ bs=lOk 

If you only have one tape drive, and have enough disk space to hold the 
contents ofboth tape files, use something like this: 

dd if=/dev/rmt/Omn of=/var/tmp/fl bs=2k 
dd if=/dev/rmt/Om of=/var/tmp/f2 bs=lOk 

(Insert blank tape now) 

dd if=/var/tmp/fl of=/dev/rmt/Omn bs=2k 
dd if=/var/tmp/f2 of=/dev/rmt/Om bs=lOk 

Also see the copy_boot_tape (1M) manpage. 
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Creating a Recovery Archive via the Network 
and Tape 

-
Ignite-UX A.2.0, B.2.0 and later versions allow y~~ to create recovery 
archives via the network onto the Ignite-UX server system, or any other 
specified system. You can either use the Ignite-UX 
/opt/ignite/bin/ignite or run /opt/ignite/bin/make_net 
recovery on a client system. Use Ignite-UX to recover specified systems 
on the net. Systems can be recovered across subnets from a boot tape 
using make _ boot _tape, local boot server or the bootsys tool from an 
lgnite-UX server. 

The make _net _ recovery tool creates a system recovery archive and 
stores the archive on the network. The archive created by 
make _ net _ recovery is specific to the system it was created for and its 
identity includes hostname, ip_address, networking information, etc. In 
the event of a root disk failure, the recovery archive can be installed via 
Ignite-UX to restore the system. 

The contents ofthe system recovery archive will always include all files 
and directories which are considered essential to bringing up a 
functional system. This essentiallist is pre-defined by 
make _ net _ recovery. By running make _ net _ recovery in interactive 
mode, the directories and files which make up the essentiallist can be 
displayed. In addition to the essentiallist, data can be included in the 
archive on a disklvolume group, file, or directory basis. Non- essential 
files and directories can also be excluded. 

Two NFS mount points are established on the client by 
make_net_recovery. The /var/opt/ignite/clients directory on the 
Ignite-UX server is mounted to the client system to store configuration 
files which describe the client configuration and location of the recovery 
archive. The second mount point is made to the 
archi ve _serve r: archi ve _di r (se e the -a option) and is used to store 
the recovery archive ofthe client system. After successful or unsuccessful 
completion ofthe system recovery archive, the NFS mount points are 
un-mounted. 
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The NFS mount for the archive directory may be exported on a per­
client bases. A separate archive directory is used for each client. This 
allows you to NFS export each directory only to the individual client 
owning the archive, which provides security. 

Ifthe client system does not have the most recent.ver~jons oflgnite-UX 
tools, the lgnite-UX GUI uses swinstall to insfall the "recovery 
package" which includes all necessary files to perform the recovery. 

Create a Recovery Archive from the lgnite-UX Server 

To create a system recovery archive from an lgnite-UX server: 

Step 1. On your host system, allow the lgnite-UX server access to your to display Q 
by adding the lgnite-UX server hostname to your xhost list: 

xhost + Ignite-UX_server_hostname 

Step 2. Set the DISPLAY variable to your local host system, if necessary. For 
example: 

export DISPLAY=Elvis:O 

Step 3. On the lgnite-UX server, as root run: 

/opt/ignite/bin/ignite 

Step 4. Select: Actions -> Add New Client for Recovery You will need to respond to 
a dialogue to identify the system. 

Step 5. Click the client icon when its appears on the lgnite-UX screen. 

Step 6. Select: Actions -> Create Network Recovery Archive. You may be prompted 
for the root password for the targetsystem. 

The network recovery tools needed on the client will automatically be 
installed. 

Mter some information screens, you will see an Include/Exclude 
selection screen. To view the essential files, click the Show button. 
Essential files cannot be excluded, but you can customize the archive by 
specifying additional volumes, directories, or files. In case an item is 
duplicated as both Include and Exclude, the Exclude category dominates. 
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Archive Configuration Policies 

When specifying archive content for both make_net_recovery and 
make_tape_recovery, either via the Ignite~UX GUI or the command 
line, the following rules apply: 

• No essential file or directory can be excluded. · 

• Files and directories inside an included directory will be included 
recursively. 

• If a symbolic link to a file or directory is included, only the link will 
be included in the archive, not the actual file or directory, unless it, 
too, is included. A warning will be given when the item itselfis a 
symbolic link. 

• If a directory is included which contains symbolic links to other files 
or directories, the symbolic links will be included but not the 
referenced files or directories, unless they, too, are included. No 
warnings are given regarding these links. 

• If a directory contains local mount points, the files and directories 
under the local mount points will not be included, by default. This 
policy can be waived by specifying the option inc_cross (include 
directory and cross~mount points), in the selection interface or 
command line. 

• In case of conflicting entries in the selections, Exclusions take 
precedence over Incl usions. 

Ifthere are mount points below I etc, make _ net I tape_ recovery will not 
restare these files until the recovery generates errors. The recovery does 
not fail, but the mount points under I etc are missing. 
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Create recovery 
from the client 

More Examples 

The follow examples apply for system recovery using either 
make_net_recoveryormake_tape_recovery. 

-
This command creates a system recovery archive-frorii the client, using 
settings from the last invocation oflgnite-UX, and using the options file 
on the lgnite-UX server (myserver) in the default location, 
I v ar I opt I ignite I clients I OxLLAI recovery I: 

make _ net _ recovery - s myserver 

Create recovery To create a system recovery archive from the client that includes files 
from the client that from all file systems in the vgoo volume group, enter: 
includes volume 
group files 

Create recovery 
archive file to 
replace 
mnr_essentials 

Preview system 
recovery 

176 

make_net_recovery -s myserver -x inc_entire=vgOO 

To create a system recovery archive with all the filesldirectories on the 
disk(s)lvolume group(s) containing the files specified by the default 
essentials file list /opt/ignite/recovery/mnr_essentials or the user 
defined version o f this file, that replaces this file, 
lvar/opt/ignite/recovery/mnr_essentials,enter: 

make_net_recovery -s myserver -A 

To preview the creation ofthe system recovery archive enter: 

make_net_recovery -p 

Large File Support 

Specific support for large files is needed if archives greater than 2GB are 
to be created. This requires ensuring that both the file system and the 
NFS mount on the archive server will support large files . 

The fsadm command ca n be used to determine whether large files are 
currently supported on a specific file system. The fsadm (1M) manpage 
has an example ofhow to change the file system to support large files. If 
you use fsadm to converta file system, re-run exportfs -a, ifit is 
already exported, in order for clients to be affected by the change. \ 

To support NFS mount and network data transfer of large files, you wi11 
need to have NFS PV3 installed on both the client and server. If the 
client or server is running HP-UX 10.20, the Networking ACE patch 
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(containing the NFS PV3 software) should be installed and updated with 
a patch cited in the Ignite-UX Release Notes. HP-UX 11.0 and later 
versions come with PV3 by default. 

The Ignite-UX Release Notes (/opt/ignite/share/doc/release_note) 
identifies which patches are required for NFS support of archives greater 
than 2GB for HP-UX 10.20, 11.0 and later. j 

Recovering via the Network for PA Clients 

To recover a failed disk or volume group using the system recovery 
archive: 

Step 1. Boot the failed system using one of these ways (see "Booting Client 
Systems from the Network" on page 67): 

• Using Ignite-UX after booting with: boot lan install 

• Booting from an Ignite-UX server, using bootsys ifthe client OS is 
runnmg. 

• Booting the failed client locally by using a boot tape previously 
created with make _ boot tape. 

Step 2. Do not interact with ISL. 

Step 3. From the main menu, select lnstall HP-UX 
At the client: 

1. Respond to Network configuration dialogue screen. 

2. Respond to the UI display options (run at Server or at Client) . 

3. Ifworking from the Ignite-UX server, select the client icon for the 
system to be recovered. 

Step 4. Select lnstaii/New lnstall 

Step 5. Select the recovery configuration to use. 
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Recovering via the Network for IA Clients 

To recover a failed disk or volume group using the system recovery 
archive: 

Step 1. From the EFI Boot Manager menu, you will s~e=a prompt to select a boot 
option. Select Boot option maintenance menu.· 

EFI Boot Manager ver 1.10 [14.54] Firmware ver 0.0 [4209] 

Please select a boot option 

EFI Shell [Built-in] 
Boot option maintenance menu 
Security/Password Menu (*** Prot otype ***) 

Use up and down-arrows to change option(s). 
Use Enter to select an option 

o 
Step 2. The Main Menu appears and prompts you to choose an operation. Select 

Add a Boot Option. 

EFI Boot Maintenance Manager ver 1.10 [14.54] 

Main Menu. Select an Operation 

Boot from a File 
Add a Boot Option 
Delete Boot Option(s) 
Change Boot Order 

Manage BootNext setting 
Set Auto Boot TimeOut 

Select Active Console Output Devices 
Select Active Console Input Devices 
Select Active Standard Errar Devices 

Cold Reset 
Exit 
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Step 3. The following menu displays. Select an appropriate network card for 
network boot. For example, look for entries with a MAC followed by the 
MadLLA address of the LAN card. 

EFI Boot Maintenance Manager ver 1.10 [14 . 54) 

Add a Boot Option. Select a Volume 

Removable Media Boot 
[Acpi(HWP0002,0)/Pci(2IOl/Ata(Primary,Maste 

Load File [EFI Shell [Built-in)) 

_; 

Load File [Acpi(HWP0002,0)/Pci(3IOl / Mac(00306E1E4ED4)] 
Load File [Acpi(HWP0002,100)/Pci(2iOl/Mac(00306E1E3ED6)) 
Exit 

Step 4. Enter an appropriate boot option name at the message prompt. For this 
example, new boot options are named LANl and LAN2. 

Step 5. Exit to the main menu. The new boot option will now appear in the EFI 
Boot Manager main menu. 

EFI Boot Manager ver 1.10 [14.54) Firmware ver 0.0 [4209) 

Please select a boot option 

SCSI2-HPUX 
EFI Shell [Built-in) 
LAN2 
LAN1 
Boot option maintenance menu 
Security/ Password Menu (*** Prototype ***) 

Use up and down-arrows to change option(s). 
Use Enter to select an option 

Step 6. Select the new boot option you created. The following is an example 
of a successful boot using the new boot option. 

Loading. : LAN1 
Running LoadFile( ) 

CLIENT IP: 15.1 .52. 128 MASK: 255.255.248. DHCP IP : 15.1.53.37 
GATEWAY IP : 15.1.48 .1 
Running LoadFile() 

Start ing: LANl 

®(#) HP-UX I A64 Network Boot strap Program Revision 1.0 
Downloading HPUX bootloader 
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Starting HPUX bootloader 
Downloading file fpswa.efi (371200 bytes) 

(c) Copyright 1990-2001, Hewlett Packard Company . 
All rights reserved 

HP-UX Boot Loader for IA64 Revision 1.67l 

Booting from Lan 
Downloading file AUTO (528 bytes) 
Press Any Key to interrupt Autoboot 
AUTO ==> boot IINSTALL 
Seconds left till autoboot - O 
AUTOBOOTING ... 

Step 7. From the main menu, select lnstall HP-UX 
At the client: 

1. Respond to Network configuration dialogue screen. 

2. Respond to the UI display options (run at Server or at Client). 

3. Ifworking from the lgnite-UX server, select the client icon for the 
system to be recovered. 

Step 8. Select lnstaii/New lnstall 

Step 9. Select the recovery configuration to use. 

Create a Bootable Archive Tape via the Network 

This section explains how to create a self-contained recovery tape for a 
recovery configuration already stored on an lgnite-UX server via 
network system recovery. See the make_net_recovery (4) manpage for 
more details. It is important that the archive fit onto a single tape. 

These instructions assume that: 

• The hostname of the machine the archive was created for is sysl. 

• The archive was created at "2001-03-12,09:00". 

• The archive will fit onto a single tape. 

o 
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Step 1. Build the LIF file. The LIF file will contain the Ignite-UX tools and 
environment, the config files produced for the recovery archive, and the 
scripts used during recovery. 

1. Use make medialif to build the LIF file: 

cd 
/var/opt/ignite/clients/sys1/recovery/2001-03-12,09:00 

make_medialif -f system_cfg -fcontrol_cfg -f archive_cfg\ 
-C "2001-03-12,09:00 sys1 recovery image" \ 
-1 /var/tmp/my_lif -a -r os_rev 

2. Modify the LIF file for use on the tape: 

instl_adm -d -F /var/tmp/my_lif > /var/tmp/cfg 

3. Add these lines to the end ofthe /var/tmp/cfg file: 

control from server=FALSE - -

run ui=TRUE 

OR, ifyoujust want the recovery to proceed without any interaction, 
make: 

run ui = FALSE 

and specify to allow warnings as shown here: 

env vars += "INST ALLOW WARNINGS=lO" - -

4. Enter: 

instl adm -F /var/tmp/my_lif -f /var/tmp/cfg 

Step 2. Create the Tape. To write the LIF and archive to a tape: 

1. Determine which tape device file you can use to write the tape. The 
device file must match the tape drive type you will use when actually 
recovering the system. Also, the tape device file must be the 
no-rewind type. For the rest ofthis example, assume that 
I devI rmt / cl tOdODDSln is a no-rewind DDS-1/no compression device 
file. 

2. Rewind the tape, write out the LIF and archive, -and rewind again: 
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mt -t /dev/rmt/cltOdODDSln rew 

dd if=/var/tmp/my_lif of=/dev/rmt/cltOdODDSln obs=2k 

dd if=/var/opt/ignite/recovery/archiv~s/sysl/2001-03-12, 
09:00 \ of=/dev/rmt/cltOdODDSln obs=rcrk 

mt - t /dev/rmt/cltOdODDSln rew 

In this example, the archive is retrieved from the standar d location on 
the lgnite-UX server for this host. Ifyou have chosen to put the archive 
elsewhere, refer to that location instead. 
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Archive Creation Steps 

Ignite shows the steps as an archive is being created with 
make _ net _ recovery: _. · 

Step 1. Prepare the client. make_net_recovery' s primary tasks are to check 
that the recovery tools installed on the client are compatible with the 
versions on the Ignite-UX server, and to create the necessary directories 
and files. Ifthe client was not previously installed using the Ignite-UX 
server, make _ net _ recovery creates a new directory for the client in 
/var/opt/ignite/clients on the server. 

make _ net _ recovery also generates a timestamp for naming the archive, 
the configuration, and the configuration directory. The directory 
containing the configuration files for the archive will be something like: 

/var/opt/ignite/clients/LLA/recovery/2001-03-09,00:27 

The corresponding archive will be: 
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/var/opt/ignite/recovery/archives/client/2001-03-09,00:27 

The timestamp is important for coordinating configuration files and 
archives, and for ongoing archive management. 

Here's an overview of files located in the client's directory for network 
recovery (for a local tape the path would be -- •· 
/var/opt/ignite/recovery): 

/var/opt/ignite/clients/<LLA> 
install . log 
CINDEX 
Client status 
recovery/ 

archive content 
defaults 
latest 
2001-02-09,00:27/ 

archive content 
system_cfg 
archive_cfg 
config_cfg 
recovery. log 
flist 
manifest 

2001-03 - 09,00:27/ 
archive content 
system_cfg 
archive_cfg 
config_cfg 
recovery. log 
flist 
manifest 

Step 2. Run the recovery Interface. If -i is specified on the command line, 
the Recovery user interface is run next. The interface enables users to 
set or change the following default values for the archive: 

lo 

• Long description of the archive. This description may be used to add 
identifying information that can help to distinguish archives when 
the timestamp is not sufficient. This information is shown by clicking 
Description on the Basic tab during inst allation configuration. 
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• Maximum number of archives to keep. When the number of archives 
in the destination directory reaches this maximum, 
make _ net _ recovery removes the oldest archive. It uses the 
timestamp in the name ofthe archive to determine which one to 
remove. 

• Destination host for the archive. 

• Destination directory for the archive. 

The user interface also gives users the opportunity to review and edit the 
archi ve content file as mentioned above. When the user exits the 
recovery user interface, the default values that the user entered are 
written to: 

/var/opt/ignite/clients/LLA/recovery/defaults 

The archive content is written to: 

/var/opt/ignite/clients/LLA/recovery/archive_content 

Step 3. Save the system configuration. For ali volume groups, even ones that 
are not included in the archive, make _ net _ recovery now backs up 
volume group configuration information and stores in the system_ cfg 
file. It also obtains map files for volume groups that are not part ofthe 
archive using vgexport. The volume group configuration files and the 
map files generated at this stage are stored in /etc/lvmconf. This 
directory is included by the list of essential files, so the lvm files are 
included in the archive. 

Step 4. 

After the volume group information is saved, make_net_recovery 
creates the control_cfg file. This file includes the post_config_cmds 
to import ali volume groups that were not included in the archive and to 
activate ali volume groups that were imported. It also includes control 
flags, such as recovery _ mode=true, to guide the behavior of Ignite-UX 
d uring recovery. 

Prepare the config file. Once the archive is created, 
make net recovery calis make arch conf ig to create the archi ve _ cfg 
file torefe~ence it. make_arch_~onfig uses archive_impact to calculate 
the file system impacts for the archive, and includes these in the sw_sel 
stanza it writes. 
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Step 5. Build the archive. make _ net _ recovery calls make _ s ys _ image to 
create the archive. make _ sys _ image passes a pre-built flist to calcula te 
the total disk space currently used by all the files to be included in the 
archive. It uses this information with a compression ratio to estimate the 
final size of the archive. If the destination directory has sufficient free 
disk space for the archive, make _ sys _image creales tlíe archive using 
pax. 

Step 6. Update the CINDEX file. make _ net _ recovery uses manage _ index to 
update the /var/opt/ignite/clients/LLA/CINDEX file for the client. 
This file contains a list of all the recovery cfgs available for the client. An 
entry for the most recently created archive looks something like this : 

cfg "1999-03-10,00 : 27 Recovery" { 
description "This cfg is a pure mnr_essentials recovery 
archive." 
"recovery/1999-03-10,00:27/system_cfg" 
"recovery/1999-03-10,00:27/control_cfg" 
"recovery/1999-03-10,00:27/archive cfg" 

}=TRUE -

Verifying Archive Contents 

What files will be To list the files and directories that will be included in a 
archived? make _ net _ recovery archive, enter: 

/opt/ignite/lbin/list_expander -1 -f input_file 

You can examine the list of files that will be re-created during an 
installation from a make _net _ recovery configuration, by viewing the 
/var/opt/ignite/clients/cca/recovery/fhist file. For example: 

pg /var/opt/ignite/clients/cca/recovery/fhist 

lf make _tape_ recovery was used, the list of recovery files resides in 
/var/opt/ignite/recovery/latest/fhist and can be viewed in the 
same manner as the above example. 

What disks or To list disks or volume groups that will be re-created during an install-
volume groups will ation from a make _ net _ recovery configuration, enter this from the 
be recovered? client: 

/opt/ignite/lbin/list_expander -d -f input_ file 
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where: input_ file is a file specifying what isto be archived. See the 
make_net_recovery (4) manpage for details on the format ofthe 
input_file. make_net_recovery can take input from an input file, no 
input, or input from the command line with the -x option. 
list _ expander can take input from an input file, or no input, but does 
not have an x option like make net recovery doei, so'to see the result of 
using x options, put them in a-file ~d pass list_expander the file 
name. 

Ifyou used the Ignite-UX to specifY what isto be included in the archive, 
then the input file can be found on the server in: 

/var/opt/ignite/clients/client/recovery/archive_content 

You can copy this file from the server to the client, then run 
list _ expande r against that file itself. 

Omitting - f input_file causes list_expander to use only the 
essential files as input. This will show what disks or volume groups will 
get re-created for the minimal archive. Here's an example output: 

In? 
o 
1 

dsk/vg 
d 
v 

name minar# 
/dev/dsk/c0t3d0 

/dev/vgOO OxOO 

Associated disks 

/dev/dsk/cOt6dO 
/dev/dsk/c0t4d0 

O v /dev/vgOl OxOl /dev/dsk/cOtldO 
O v /dev/vg02 Ox02 /dev/dsk/c0t2d0 

The dsk/vg column shows that the system has one whole disk (d) and 
three volume groups (v). The next column gives the names ofthe disks 
and volume groups. The In? column shows, for each disk or volume 
group, if it will be: 

2 = included in full (INC_ENTIRE dsk/vg specified), 

1 = included in part (some files included, some not), or 

O= not included at all (no files from this dsk/vg are included). 

O means the disk or volume group will not be touched. 1 or 2 means that 
the disk or volume group will be re-created, and files from the archive 
will be restored during a recovery operation. 
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Verifying Archive Results 

During a system recovery, lgnite-UX strives to restare the system bacl( 
to the way it was. However, lgnite-UX is a gene:ça!-pul'pose installation 
tool, and can modify many system configuration files. 

When you run make _ net _ recovery, a lot o f system configuration 
information is gathered and saved in config files that are used la ter wh~n 
the system is recovered. During the system recovery the user is allowed 
to make changes to this information, in which case lgnite-UX will make 
the appropriate changes to the system configuration. If a user does not 
make any changes, then it simply re-applies the same information and 
you should see no change to the system in the end. 

Most ofthe system configuration files that lgnite-UX will modify are 
listed in the script: /opt/ignite/data/scripts/os_arch__post_l. The 
os_ arch __post _l script checks for the system recovery case by checking 
the $RECOVERY _ MODE variable. When this variable is TRUE, the 
os_arch_post_l script causes some configuration files to be protected from 
modification by using the "save_file" function. os_arch_post_l uses the 
"merge_file" function on files that lgnite-UX knows how to intelligently 
merge information into. 

The files operated on by "merge_file", as well as those that have a 
commented out "save_file" line are those that are likely to be modified by 
lgnite-UX. Comments in the file explain any exceptions. 

Because the list offiles modified by lgnite-UX may change from 
release-to-release, it is best to look at the os_arch_post_l file on your 
system to see which files are saved as-is and which are merged with 
information from the lgnite-UX config files. 
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Retaining "Known-good" Archives 

You may want to prevent known-good archives from being deleted from 
your system. make net recovery provides the -rf- option to specify the 
number of archive; to s;ve. To preserve disk spa'ce; the oldest archive(s) 
are removed as new archives are created. The number of archives that 
get removed is based on the number of archives specified to be saved. 

One way to ensure that known-good archives are saved would be to 
specify the number of archives to save to be greater then the maximum 
number of archives you plan to store on the system at any given time. 
This would cost disk space. 

An alternative and better approach to saving known-good archives isto 
rename the archive and edit the configuration file to include the new 
archive name. Follow these steps: 

Step 1. Login to the system where the archive isto be stored (this could be 
different than the Ignite-UX server). 

Step 2. Rename the archive. (The path to the archive may be different than the 
example below). The name ofthe archive to save can be anything unique, 
but it should be outside the naming convention: yyyy-mm-dd, hr: min 

cd /var/opt/ignite/recovery/archives/system_name 
mv old archive name saved archive name 

For example: 

mv 2001-05-11,15:14 Recovery_Archive.0511.save 

Step 3. Ifthe archive server is different from the lgnite-UX server, login to the 
Ignite-UX server system. 
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lvarloptlignitelclientslclientlrecoveryl \ 
old_archive_namelarchive_cfg 

Change the archive_path variable inside the (source_type 
"NET") conditional to the name of the saved arclifve. For example: 

(source_type == "NET") { 
archive_path "Recovery_Archive.0511.save" 

}else { 
archive_path = "1" 

Step 5. Optionally, edit the cfg tag entry in the file: 

I v ar I opt I ignite I clients I client I CINDEX l O 
so that configuration will be unique and descriptive when it is viewed via 
the Ignite~UX screen. For example: 

Change from: 

cfg "2001~05~13,06:51 Recovery Archive" { 
description "Weekly System Recovery Archive" 

To: 

cfg "Saved Recovery Archive" { 
description "Weekly System Recovery Archive" 
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Making config File Additions 
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To make configuration file additions to all recovery configurations for a 
given client, create a new Ignite-UX configurati9rrfile-called: 

/var/opt/ignite/clients/Ox{LLA}/recovery/config.local 

For local tapes the file is located in: 

/var/opt/ignite/recovery/config.local 

This config . local file will automatically be included into your recovery 
configuration for this client each time you run make _ net _ recovery. 
(make _ net _ recovery is run for you when you use Ignite-UX for network 
recovery). 

Ifyou already have recovery configurations for this client and would like 
them to include the config .local file, edit the 
/var/opt/ignite/clients/OxLLA/CINDEX file to include a reference to 
"recovery/config.local" in all ofthe configuration clauses. 

191_j 
.... ___ ........ -

( f-WS n° 03/2005- ; •,: 
; CPMI · CORREIO~ 

ls :-t0-1--73To'8=<r+Q+--

I I I 

Qoc: 
3697 



- ·----- --~~--- --- -~-

..,, _ __,. - ·~-~ ......... 

,/'- ' ·, 

l· <:~~~(Q~ Ulw , 
~ RIY . ). 

S~stem Recovery ·· 

Selecting file . .Sys ems During Recovery '·,< . \- ,/7 
........ __ ..... .... --

192 . 

Selecting File Systems During Recovery 

It is possible to change the way your disks are configured when you 
recover from an image saved by make net recqv"i::ry. •If you want to use 
a standard HP filesystem layout, youcan ~pecify the disk configuration 
using lgnite-UX: 

lnstall Client -> New lnstall - > File System 

If you do not want to use a standard HP filesystem layout, you can 
modify the /var/opt/ignite/clients/OxLLA/CINDEX file for the 
client you are recovering. The CINDEX file contains one or more I Ü 
configuration clauses that refer to the recovery images you have 
previously created with make _ net _ recovery. Add a new configuration 
file entry to the ela use that you intend to recover from. Ifyou want to add 
HP's standard file system choices, add the file : 

/opt/ignite/data/Rel_release/config 

Where: release is the operating system release on the client you intend to 
recover. For example: 

/opt/ignite/data/Rel_B.l0 .20/config 

would be added for a client with the HP-UX 10.20 operating system. This 
new configuration file entry should be the first entry in the clause you 
are modifying. 

When you bring up the user interface during recovery, select the File 
System type you wish to use on the Basic tab. 
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Tape Recovery with make_net_recovery 

There are two ways you can recover from a tape with 
make_net_recovery. The method you choose depends.on your needs. 

Use make_medialif This method is useful when you want to create a totally self-contained 
recovery tape. The tape will be bootable and will contain everything 
needed to recover your system, including the archive ofyour system. 
During recovery, no access to an lgnite-UX server is needed. Using 
make_medialif is described beginning on page 180 and also on the 
lgnite-UX server in the file: /opt/ignite/share/doc/makenetrec. txt 

Use This method is useful when you do not have the ability to boot the target 
make_boot_tape machine via the network, but are still able to access the lgnite-UX server 

via the network for your archive and configuration data. This could 
happen if your machine does not support network boot or if the target 
machine is not on the same subnet as the Ignite-UX server. In these 
cases, use make _ boot _tape to create a bootable tape with just enough 
information to boot and connect with the lgnite-UX server. The 
configuration files and archive are then retrieved from the lgnite-UX 
server. See the make_boot_tape (1M) manpage for details. 
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IMPORTANT 

Tape Recovery with No Tape Boot Support 

You can use the Ignite-UX tape recovery tool to archive your system even 
ifthere is no tape boot support on the system. T~is-su:pport is provided in 
the Ignite-UX BA.l release and later only. 

Be sure to locate the December 2002 version or later oflgnite-UX ( BA.l 
or later) media (CD or DVD) that can be used to boot your system to the 
interface screens to guide you through tape recovery using a tape drive. 

Step 1. Insert the December 2002 version or later oflgnite-UX ( BA.l or later) 
media into the appropriate drive, then boot from it. 

194 

The following interface screen appears: 

User Interface and Media Options 

This screen lets you pick from options that wil l determine if an 
Ignite-UX server is used, and your user interface preference. 

Source Location Options: 
* ] Media only installation 

] Media with Network enabled (allows use of SD depots) 
] Ignite-UX server based installation 

User Interface Options: 
[ * ] Guided Installation (recommended for basic installs) 
[ ] Advanced Installation (recommended for d i sk and file 

system management) 
[ ] No user interface - setup basic networking, use defaults 

and go 
[ ] Remate graphical interface running on the Ignite-UX server 

Hint: If you need to make LVM size changes, or want to set the 
final networking parameters during the install, you will 
need to use the Advanced mode (or remate graphical 

interface) . 

OK [ Cancel ] Help 
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Step 2. Click the OK button to continue and you are advanced to the next screen: 

Media Installation 

This screen provides an option to switch the install source 
from the default CD/DVD to a recovery tapa. Ihis is helpful 
for those systems and for tape devices ~hich do not support 
booting from a tape. 

[ ] CD/DVD Installation 
[ * ] Boot from CD/ DVD, Recover from Tape 

[ OK ] [ cancel ] [ Help ] 

Step 3. Select the Boot from CD/DVD, Recover from Tape and click OK to advance to 
the Tape Drive Selection screen: 

Tape Drive Selection 

There are one or more tape drives detected on the system. 
Insert your recovery tape into one of the drives and then 
select that drive from the list below. 

Use the <tab> and/or arrow keys to move to the desired 
TAPE device 

to enable, then press <Return/Enter> . 

HW Path 
Description 

[ 0/18/1/0/0.0.3.0 
[ 0/18/1/0/0 . 1.0.0 

Device File 

/dev/rmt/cOtOdO 
/dev/rmt/clt1d1 

HP C5683A 
HP A5580A 

Step 4. Select the tape drive that contains the archive tape then press Enter to 
start the installation of the recovery tape archive from the chosen tape 
drive. 
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Notes on Cloning Systems 

lgnite-UX offers two main options for replicating (cloning) systems. The 
traditional lgnite-UX method makes use ofmake~sys~image to create an 
archive o f the source system, followed by manually' modifying config files 
to meet your needs. A much simpler (but less flexible approach) uses 
make _ net _ recovery o r make _ tape_ recovery. The pros and cons o f each 
are described here. 

In each case, the source system that is used must contain software that 
is compatible with all target systems. This means that the version of 
HP-UX, patches, drivers, etc., must be sufficient for all systems involved. 
This often requires loading a superset of software and drivers onto the 
source system that will be used on all potential targets. 

U sing the traditional method of creating an archive with 
make_sys_image and then modifying lgnite-UX configuration files to 
reference the archive is very flexible, but somewhat time consuming. The 
end result gives you: 

• Ability to install systems from network, tape, or CD-ROM from 
either an lgnite-UX server, or local clients. 

• Ability to customize the process and tune it to accommodate many 
different situations. 

• A "clean" system -log files and most remnants specific to the source 
system are removed. 

• A rebuilt kemel containing just the drivers needed by the target 
system's hardware. 

• Ability to load additional software or patches on top o f the system 
archive from an SD depot. This reduces the need to recreate the 
archive, and allows you to add support for new hardware that 
requires new patches, or drivers without making a new archive. 

The make _tape_ recovery and make _ net _ recovery tools are designed to 
reproduce a system exactly the way it was at the time the snapshot was 
taken. These tools try to accommodate for cloning jn various ways: 

• You can change hostname/networking informatiqn. 

• You can make changes to disks and file systems during the recovery. 
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• Detect hardware model changes and rebuild the kernel. 

However, their attempt to reproduce a system exactly may be 
undesirable: 

• The disk layout is saved "as-is" from the origiqal system and does not 
have flexible logic to accommodate disks ofvarying sizes or locations. 

• Hardware instance numbers for devices that exist at the same paths 
between systems have the instance numbers preserved from the 
original system. This can cause non-contiguous assignments in 
instance numbers. Which is usually only a cosmetic problem. 

• Many files that are specific to the system the recovery image was 
taken from, are preserved. This includes many log files, etc. 

• When the kernel is rebuilt (in the "cloning" situation), drivers may be 
added as needed by the hardware, but unused drivers will not be 
removed. 

The next section shows how to clone a system using 
make _ net _ recovery. System cloning using make _tape_ recovery begins 
on page 169. 

Cloning a System Using make_net_recovery 

The recovery configurations and archives created by 
make_net_recovery are stored in a separate directory on the Ignite-UX 
server for each client. Using the configuration and archive created by 
make _ net _ recovery on one system to install a different system in volves 
manually copying some configuration files, and allowing NFS access to 
the source system's archive. Follow these steps: 

Step 1. Use make _ net _ recovery or Ignite-UX to create a system recovery 
archive o f the source system. 

Step 2. Login to the lgnite-UX server. 

Step 3. If the target system to be installed does not currently have a directory in 
/ var/opt/ignite/clients but is up and running, then use Ignite-UX 
to create that directory using Actions - > Add New Client for Recovery. Ifthe 
system is not running, you will either need to boot the client from the 
Ignite-UX server (or from a tape made with make _ boot _tape in order for 
this directory to be created. 
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Step 4. Copy the CINDEX and recovery directory from the source client to the 
target client directory. If the target client has previously used 
make _ net _ recovery then it will already have a CINDEX file. If the 
CINDEX file for the target system exists already, you may want to save a 
copy, and/or hand edit the file to add the desired ~ntries from the source 
client. The commands below copy the required fiTes. Y6u may specify 
src _ client and target _ client using either the LAN addresses (such 
as Ox0060B04AAB30), or by using the client's hostname (which is a 
symlink to the LAN address): 

cd /var/opt/ignite/clients/src_client 
find CINDEX recovery I cpio -pdvma . . /target_client 

Step 5. Give the target_client NFS access to the archive of the source system. To Q 
do this, login to the server that holds the archive (normally the lgnite-UX 
server). 

Typically each client has its own directory for storing the archives, and 
the directory is exported only to the individual client. In this case, you 
will need to edit the I etc/ exports file to allow access to both the source 
and target clients: 

1. Enter: vi /etc/exporta 

2. Append : target-client to the end ofthe source-client's line. 

3. Enter: exportfs -av 

Step 6. Boot the target-client from the lgnite-UX server (using any method you 
wish). Then when you install the system, you can select from the 
recovery configurations of the source system. 

Step 7. Change the system networking parameters for the target system during 
the installation. 
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Expert Recovery U sing the Core Media 

Ifyour system should become so compromised or corrupt that it will not 
boot at the login prompt, or the system boots, but:eriti~al files are 
corrupted, adversely affecting overall system pe~fotmance, it may be 
useful to restare system elements with core recovery media. 

Before you attempt to recover an HP-UX system, you should have the 
following information about your system disk available. 

Much ofthis information, including file system types, can be obtained by 
accessing your on-line system manifest, either via Ignite-UX, or by 
reading the hardcopy that carne with your system 

• Revision ofthe HP-UX system which you are attempting to recover. 

CAUTION Only attempt to recover HP-UX systems that match the version 
number ofthe recovery tools you are using, currently HP-UX 11.0. 
For example, you can use HP-UX 10.20 Core media to attempt to 
recover an HP-UX 10.20 file system. 

Chapter 11 

• The hardware path ofthe root filesystem on the disk (that is, what 
file system you will be checking/repairing using fsck). 

• The address ofthe bootlifpath ofthat disk. 

• What the autofile in the bootlif should contain. 

• Whether you have an LVM, VXVM, or whole-disk system. 

The more you know about the system disk and its partitioning scheme, 
before you encounter major damage or corruption, the easier it will be for 
you to recover. 

The procedures which follow assume that both fsck and mount can be 
run successfully on the system disk; otherwise, the following procedures 
are not applicable. 
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There are four possible expert recovery situations, each ofwhich has its 
associated recovery procedure: 

• If, after a system problem, you can't get the SJ[Stexp to the ISL > 

prompt from the system disk, you will want' to·rebuild the bootlif on 
the system disk, and install all criticai files required to boot on the 
root filesystem. 

• If you can get the system to the ISL > prompt, but cannot boot 
vmunix, the system disk is corrupted; you will want to install only 
the criticai files required to boot on the root filesystem. 

• If you can't get to the ISL> prompt, but you know that the root file Q 
system is good, you will want to rebuild the bootlif on the system 
disk. 

• If you believe your kernel is corrupted, you will want to replace only 
the kernel on the root filesystem. 

The following subsections describe these procedures in detail. 

Rebuilding the bootlif and Installing Criticai Files 

Following is an example o f the detailed procedure for rebuilding the 
bootlif ofthe system disk, and for installing all the criticai files necessary 
to boot from the root filesystem: 

Step 1. Have the Core OS CD for the appropriate HP-UX ready. 

Step 2. Reset the System Processor Unit (SPU) using the reset button, or 
keyswitch, as appropriate. 

The console displays boot path information. If Autoboot is enabled, the 
system console eventually displays messages similar to this: 

Autoboot from primary path enabled 
To override, press any key within 10 seconds . 

Step 3. With older systems, press any key within 10 seconds. The system console 
displays: 

Boot from primary boot pa th (Y or N)?> 

Enter n at the prompt. The next prompt is: 

Boot from alterna t e boot pa t h (Y or N)? > 
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Step 4. Ifthe alternate boot path specifies the address ofthe CD device where 
the Core CD is mounted, enter: y 

I f the alterna te boot path does not specify the address o f the CD device 
where the HP-UX Core mediais mounted, enter n at the prompt. The 
next prompt is: -

~ 

Enter boot Path or ? > 

Step 5. Enter the address ofthe CD device where the HP-UX Core mediais 
mounted. The next prompt is: 

Interact with IPL (Y or N) > 

Step 6. Enter n at the prompt. 

Mter severa! minutes and severa! screens of status information, the this 
is displayed: 

Welcome to the HP-UX installation/recovery process! 
Use the <tab> and/or arrow keys to navigate through the 
following menus,and use the <return> key to select an item. If 
the menu items are not clear, select the "Help" item for more 
information. 

Install HP-UX 
Run a Recovery Shell 

Advanced Options 
[ Help ] 

Step 7. Select: Run a Recovery Shell. The next prompt is: 

Would you like to start up networking at this time? [n] 

Step 8. Unless you need networking to ftp to other systems, enter: n 

* Loading in a shell ... 
* Loading in the recovery system commands ... 

HP-UX SYSTEM RECOVERY CORE MEDIA 
WARNING: YOU ARE SUPERUSER ! ! 

NOTE: Commands residing in the RAM -based file system are unsupport 
ed 'mini'commands. These commands are only intended for recovery p 
urposes . 

Loading commands needed for recovery! 

Press <return> to continue. 
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~- 9: -Press Retum or Enter_ The next prompt is: 

Loading commands needed for recovery! 

This menu is displayed: 

HP-UX CORE MEDIA RECOVERY 
MAIN MENU 

S. Search f or a file 
b. Reboot 
l. Load a file 
r. Recover an unbootable HP-UX system 
X. Exit to shell 

This menu is for listing and loading the tools contained 
on the core media. Once a tool is loaded, it may be run 
from the shell. Some tools require other files 
to be present in arder to successfully execute. 
Select one of the above : 

Step 10. To load a file or files, enter 1 at the prompt. 

Filesystem kbytes used avail %cap iused ifree iused Mounted on 
I 2011 1459 552 73% 137 343 29% ? 
/duped_root 2011 1418 593 71% 49 431 10% ? 
Enter the fi l ename(s) to l oad : 

Step 11. Enter the name(s) of the damaged/corrupted file(s) you wish to load. For 
example: 

s h v i date g rep 

The following example lists two files (ex and egrep) which must be 
loaded before the files v i and grep can be loaded. It also lists a file (date) 
which is not in the load list. 

NOTE : 
Since ./usr/bin/vi is linked to ./usr/bin/ex 
' . /usr/bin/ex ' must precede ' ./usr / bin/vi' in the load list . 

The file ' date' is NOT in the LOADCMS archive. 
<Press return to continue> 
NOTE : 
Since . / usr/ bin/ gr ep is linked to ./usr/bin/egrep 
' ./usr/bin/ egrep' must precede ' ./usr/bin/ grep' in the loadlist. 
******** THE REQUESTED FILE (S) : *********** 
./sbin/sh . / usr/ bin/vi ./usr/bin/grep 
Is the above load list correct? [n] 
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Step 12. This load list is incorrect, beca use . /usr /bin/ ex does not precede 
. /usr /bin/vi in the list of requested files. So you would enter: n 

Nothing will be loaded! 
<Press return to return to Main Menu> 

-
Step 13. Press Ente r and the Main Menu appears. To seaiCh fot · a file you wish to 

load, select: s · 

Either enter the filename(s) to be searched for, 
or 'all' for a total listing . 

Step 14. Enter: 

vi awk /sbin/sh date 

You will receive this response: 

./usr/bin/vi linked to ./usr/bin/ex 

./sbin/awk 

./usr/bin/awk 

./sbin/sh 
**** The file 'date' was not found in the LOADCMDS archive. **** 
<Press return to continue> 

Step 15. Press Enter to return to the Main Menu. 

Step 16. To begin the actual system recovery and invoke the Recovery Menu, 
select: r 

HP-UX Recovery MENU 
Select one of the following: 

a. Mount the root disk and exit to shell only. 
b. Recover the bootlif/os partitions . 
c. Replace the kernel on the root file system. 
d. Both options b and c 

v. Read information about VxVM/LVM recovery 

m. Return to 'HP-UX Recovery Media Main Menu' . 
x. Exit to the shell. 
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· \(~tep_ 1'7. To install both the bootlif and criticai files, select: a 
-· ~ .,. .... ---··" 

DEVICE FILE VERIFICATION MENU 
This menu is used to specify the path of the root fil e sysem. 
When the information is correct, select 'a'. 

INFORMATION to verify : d 

Device file used for ' / ' (ROOT) is c1t6d0 
The path to disk is 56 / 52 . 6 . 0 

Select one of the following: 
a. The above information is corr ect. 
b. WRONG!! The device file used for ' / ' (ROOT) 
m. Re turn t o the 'HP -UX Recovery MENU . ' 
x . Exit to the shell. 

is incorrect . 

Step 18. Assuming the root device file is incorrect, select: b 

Ente r the device file associated with the ' / ' (ROOT) 

file system . (example: c1t6d0): 

On a system with hard-sectored disks, the prompt and response might 
look like this: 

Enter the device file associated with the '/' (ROOT) file system 
(example: c0t1d0s1lvm ) : c0t0d0s13 
/dev/rdsk/c0t0d0s13 not a special file 
<Press return to continue> 
Enter the address associated with the ' / ' (ROOT) file system 
(example: 4.0.1) : 4.0.0 

NOTE: if your ' / ' (ROOT) is not part of a sectioned di s k l ayout 
enter a 'W' for whole disk layout 

o r 
enter a 'l' for an LVM disk layout 

instead of a section number. 
Enter the section associated with the '/' (ROOT) file system 
(example : 13 ) : 13 
making rdsk/c0t0d0s13 c 214 OxOOOOOd 
making dsk/cOtOdOs13 b 26 OxOOOOOd 
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Step 19. lfyou entered cltldO as the root device filename, you would see: 

DEVICE FILE VERIFICATION MENU 
This menu is used to specify the path of the root file 
system When the information is correct, select 'a' . 
INFORMATION to verify : 

Device file used for '/' (ROOT) is c1~JaD 
The path to disk is 56/52.1.0 

Select one of the following: 
a. The above information is correct. 
b. WRONG!! The device file used for '/' (ROOT) is incorrect . 
m. Return to the 'HP-UX Recovery MENU . ' 
x. Exit to the shell. 

Step 20. Since cltldO is the correct root device filename, select: a 

BOOTLIF PATH VERIFICATION MENU 
This menu must be used to determine the path to the bootlif(ISL, H 
PUX and the AUTO file). 
When the information is correct, select 'a'. 
INFORMATION to verify: 

Path to the bootlif is 56/52.1.0 
Select one of the following: 

a. The above information is correct. 
b. WRONG!! The path to bootlif is incorrect . 
m. Return to the 'HP-UX Recovery MENU.' 
x. Exit to the shell. 

Selection: 

Step 21. Assuming that the bootlif path is correct, enter: a 

FILE SYSTEM CHECK MENU 

The file system check' / sbin/fs/hfs/fsck -y /dev/rdsk/c1t10' 
will now be run. 
Select one of the following: 

a. Run fsck -y . 
b . Prompt for the fsck run string on c1t1d0 . 
m. Return to the 'HP-UX Recovery MENU.' 

Selection: 
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** /dev/ rdsk/ c1t1d0 
** Last Mounted on /ROOT 
** Phase 1 - Check Blocks and Sizes 
** Phase 2 - Check Pathnames 
** Phase 3 Check Connectivity 
** Phase 4 - Check Reference Counts 
** Phase 5 - Check Cyl groups 
6256 files, o icont, 149423 used,15 63824 free(928 f r ags,195362 blo 
cks) 
Mounting c1t1d0 to the HP -UX Recovery Media / ROOT directory ... 
<Press return to continue > 

Step 23. Assuming your file system is not corrupted, and you wish to continue 
with the system recovery, press Return to mount your root file system Q 
under the I directory. You'll see messages like this: 

***** Downloading files to the target disk *** ** 
x ./sbin/lvchange, 528384 bytes, 1032 tape blocks 
./sbin/lvcreate linked to ./sbin/lvchange 
./sbin/lvdisplay linked to ./sbin/lvchange 

Filesystem kbytes used avail %cap iused ifree iused Mounted on 
/ROOT 1713247 149426 1392496 10% 6261 275339 2% ? 

Should the existing kernel be 
'left', 'overwritten', or 'moved'?[overwritten] 

Step 24. To overwrite the existing kemel with your new file system, enter 
overwritten or over at the prompt. 

downloading INSTALL to / stand/ vmunix 
**** Creating device files on the target disk **** 
******* Renaming the following files: ******* 
'/ .profile' has been renamed '/.profileBK' 
*********** Installing bootlif *********** 

mkboot -b /dev/rmt/1m -i ISL -i HPUX /dev/rdsk/c1t1d0 
mkboot - a hpux (56 / 52.1.0;0) / stand/vmunix / dev/ rdsk/ c1t1d0 
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Step 25. Complete the recovery process by selecting: a 

NOTE: System rebooting 

PDC - Processar Dependent Code - Version 1.3 
(c) Copyright 1990-1993, Hewlett-Packard Company, All rights 
reserved. 

16 MB of memory configured and 
Primary boot path: 56 / 52 . 5 
Alternate boot path : 56 / 52.3 

Manufacturing permissions ON 
Main Menu 

tested . 
(dec) 
(dec ) 

Corranand Description 

BOot [PRIIALTI &<path>] Boot from specified path 
PAth [PRIIALTil [ &<path>] Display or modify a path 
SEArch [Display I IPL] [&<path>] Search for boot devices 
COnfiguration menu Displays or sets boot values 
INformation menu Displays hardware information 
SErvice menu Displays service corranands 
MFG menu Displays manufacturing corranands 

Display Redisplay the current menu 
HElp [&<menu> l&<corranand>] Display help for menu or corranand 
RESET Restart the system 

Main Menu: Enter corranand or menu item. 

Step 26. Enter bo pri at the prompt to boot from the primary boot path. The next 
prompt is: 

Interact with IPL (Y or N)? > 

Step 27. Enter n for unattended boot. Several screens of status information are 
displayed, followed by this warning: 

THIS SYSTEM HAS BEEN BOOTED USING A TEMPORARY KERNEL! 
DO NOT ATTEMPT TO INVOKE MULTI-USER RUN-LEVEL USING THIS KERNEL! 
Type the following command from the shell prompt for more 
information about completing the recovery process: 

c at /RECOVERY . DOC 

\ 
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Step 28. To obtain more information on the recovery process, enter: 

c a t /RECOVERY. OOC 

1) Restare valid copies of the following files (either from backup 
o r 

from the filename.BK files created during-~he recovery process) 

/etc/fstab, /etc/inittab , /stand/ioconfig, 
/etc/ioconfig, /etc/passwd, /sbin/pre_init_rc, 
/.profile , and /etc/profile 

NOTE: The backup archive may be extracted using '/sbin/frecover 
' or'/sbin/pax' (for backups made with 'tar' or ' cpio'). 
If using '/sbin/pax', linking it to 'tar' or 'cpio' will 
force'pax' to emulate the respective command line interface. 
2) Replace /stand/vmunix from backup, since the present kernelis p o 
robably missing desired drivers. 
3) If you have an lvm root, refer to the /LVM.RECOVER text file. 

Step 29. If you have an LVM system, and want more information on recovery 
procedures, enter: 

cat /LVM .RECOVER 

Follow the displayed instructions shown below. 

If a card has been added to, or removed from, your system since the 
original installation was completed, there is a chance that the device file 
for the root disk has changed. Consequently, before you run the LVM 
script. I lvmrec.scrpt (Step 2 in the displayed instructions below), you 
should first recover I stand I ioconfig from backup, and reboot. 

INSTRUCTIONS to complete your LVM recovery: 
The system must now be up now in "maintenance mode". 
NOTE: In order for the following steps to lead to a successful 

lvm recovery the LVM label information must be valid. 
If the bootlif was updated from the RAM-based recovery syste 

m, 
then "mkboot -1" has already been run to repair this label. 

step 1. If the autofile was altered to force the system to boot in 
maintenance mode, use "mkboot -a" to remove the "-lm" option. 
Example: 

to change 
to "hpux 

"hpux - lm (52.6.0;0) /s tand/vmunix" 
(52.6.0;0)/stand/vmunix" 
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use 
mkboot -a "hpux (52.6 . 0;0)/stand/vmunix" /dev/rdsk/<device fi 

le> 

(Use lssf /dev/rdsk/* to match the device file with the boot address.) 

step 2. Run '/lvmrec.scrpt' to repair the foyfowing LVM 
configuration information: 

a. LVM records (lvmrec) 
b. BDRA (Boot Data Reserve Areal 
c. LABEL information 

Requirement : The following files must reside on disk before 
the script can complete : 
a . / etc/ lvmtab 
b. /etc/fstab 
c. /etc/lvmconf/<rootvg>.conf 
d. all device files specified in / etc/fstab 

To run '/lvmrec . scrpt' provide the device filename used to 
access the bootlif as an argument to the script. 
Example: 
/lvmrec.scrpt c0t6d0 
In this example 'c0t6d0' is the device file used to 
access the bootlif. 

step 3. Once '/lvmrec.scrpt' completes, issue the command "reboot" 
and bringthe system fully up. 
The recovery of the root LVM is complete. If the'/lvmrec.scrpt' 

issued the following warning: 
"************ I M P O R T A N T ***************** 

logical volume has been repaired, but ....... " 
"you need to reboot the system and repair the Swap" 
"logical volume using the following LVM command: 

lvlnboot -A n -s /dev/<root lv>/<swap lvol> 
"because Recovery has no way to find out what is 
"the Swap logical volume information at this point" 
''*************************************************'' 

"Root 

The Swap and Dump logical volumes will need to be re-configured 
The BDRA contains the "root", "swap" and "dump" logical volumeinfo 
rmation. '/lvmrec.scrpt' only fixes the root logical volume 
information in the BDRA.The "swap" and "dump" areas can be updated 
via the "lvlnboot" command. 

Example: 
lvlnboot -s / dev/<vg00 >/ lvol2 
lvlnboot -d / dev/ <vg00 >/ lvol3 

In thi s example 'lvol2 ' and 'lvol3' are the "swap" and "dump" 
logical volumes respectively. 

s tep 4 . Perform any furthe r data recovery deemed. necessary. 
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*** NOTE *** 
If the same volume group contains more than one corrupted bootdisk 
, Repeat the above steps for each disk that needs to be repaired. 

This completes the process for rebuilding t]Ji-boutlif and 
installing critica[ files. 

.I 
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Installing Criticai Root Files Only 

Following is an example ofthe detailed procedure for installing all the 
criticai files necessary to boot on the target root file system: 

Boot the Core media, following the steps in Chap_~r 2. You will see some 
status messages, and then a menu: "" •· 

Welcome to the HP-UX installation process! 
Use the <tab> and/or arrow keys to navigate through the following 
menus,and use the <return> key to select an item. If the menu ite 
ms are not clear, select the "Help" item for more information . 

Install HP-UX 
Run a Recovery Shell 
Advanced Options 

[ Help l 

Step 1. Select Run a Recovery Shell, the screen clears, and the following question 
appears: 

Would you like to start up networking at this time? [n] 

Step 2. If you have no need to access the net, enter: n 

* Loading in a shell ... 
* Loading in the recovery system commands ... 
(c) Copyright 1983, 1984, 1985, 1986 Hewlett-Packard Co. 
(c) Copyright 1979 The Regents of the University of Colorado, 
a body corporate 
(c) Copyright 1979, 1980, 1983 The Regents of the 

University of California 
(c) Copyright 1980, 1984 AT&T Technologies. All Rights Reserved. 

HP-UX SYSTEM RECOVERY CORE MEDIA 
WARNING: YOU ARE SUPERUSER ! ! 

NOTE: Commands residing in the RAM-based file system are unsupport 
ed 'mini' commands. These commands are only intended for 
recovery purposes. 
Loading commands needed for recovery! 
WARNING: If ANYTHING is changed on a root (/) that is mirrored, 
'maintenance mode' (HPUX -1m) boot MUST be dane in arder to force 
the mirrored disk to be updated! 

Press <return> to continue. 

Step 3. Press: Return 

Loading commands needed for recovery! 

Then the following menu will bt displayed: 
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HP-UX CORE MEDIA RECOVERY 
MAIN MENU 

s. Search for a file 
b. Reboot 
l. Load a file 
r. Recover an unbootable HP-UX system 
x. Exit to shell 
c. Instructions on chrooting to a lvm /(root). 

This menu is for listing and loading the tools contained 
on the core media. Once a tool is loaded, it may be run 
from the shell. Some tools require other files to be preset 
in arder to successfully execute. 
Select one of the above: 

Step 4. To begin the actual system recovery, select r to see the HP-UX Recovery 
M~: o 

HP-UX Recovery MENU 
Select one of the following: 

a. Mount the root disk and exit to shell only. 
b. Recover the bootlif/os partitions. 
c. Replace the kernel on the root file system. 
d. Both options b and c 

v . Read information about VxVM/LVM recovery 

m. Return to 'HP-UX Recovery Media Main Menu' . 
x. Exit to the shell. 

Step 5. To install criticai files only, select: b 

DEVICE FILE VERIFICATION MENU 
This menu is used to specify the path of the root file system. 
When the information is correct, select 'a'. 

INFORMATION to verify: 
Device file used for '/' (ROOT) is clt6d0 
The path to disk is 56/52.6.0 

Select one of the following: 
a. The above information is correct. 
b. WRONG!! The device file used for '/' (ROOT) is incorrect 
m. Return to the 'HP-UX Recovery MENU.' 
x. Exit to the shell . 

Step 6. Assuming the root device file is incorrect, select b; you will be prompt~d 
to enter the correct device filename: 

Enter the device file associated with the '/' (ROOT) file system 
(example: clt6d0): 
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On a system with hard-sectored disks, the prompt and response might 
look like this: 

Enter the device file associated with the '/' (ROOT) file system 
(example : c0t1d0s1lvm ) : c0t0d0s13 
/dev/rdsk/c0t0d0s13 not a special file 
<Press return to continue> 
Enter the address associated with the '/' (ROOT) file system 
(example: 4.0 . 1) : 4 . 0.0 

NOTE: if your '/' (ROOT) is not part of a sectioned disk layout 
enter a 'W' for whole disk layout 

o r 
enter a 'l' for an LVM disk layout 

instead of a section number. 
Enter the section associated with the '/' (ROOT) file system 
(example: 13 ) : 13 

making rdsk/c0t0d0s13 c 214 OxOOOOOd 
making dsk/cOtOdOs13 b 26 OxOOOOOd 

Step 7. Ifyou were to enter, for example, cltldO as the root device filename, you 
would see this: 

DEVICE FILE VERIFICATION MENU 
This menu is used to specify the path of the root file system. 
When the information is correct, select 'a'. 

INFORMATION to verify: 
Device file used for '/' (ROOT) is c1t1d0 
The path to disk is 56/52.1.0 

Select one of the following: 
a . The above information is correct. 
b. WRONG!! The device file used for '/' (ROOT) is incorrect 
m. Return to the 'HP-UX Recovery MENU.' 
x. Exit to the shell. 

Step 8. Since clt1dO is the correct root device filename, select: a 

FILE SYSTEM CHECK MENU 
The file system check '/sbin/fs/hfs/fsck -y /dev/rdsk/c1t1d0' 
will now be run . 

Select one of the following: 
a. Run fsck -y . 
b. Prompt for the fsck run string on c1t1d0. 

m. Return to the 'HP-UX Recovery MENU.' 
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Step 9. Select a to run fsck -y to check your file system for corruption. 

** /dev/rdsk/cltldO 
** Last Mounted on /ROOT 
** Phase 1 - Check Blocks and Sizes 
** Phase 2 - Check Pathnames 
** Phase 3 - Check Connectivity 
** Phase 4 - Check Reference Counts 
** Phase 5 - Check Cyl groups 
6256 files, o icont, 149423 used, 1563824 free (928 frags, 195362 
blocks) 
Mounting c1t1d0 to the CORE media /ROOT directory ... 
<Press return to continue> 

Step 10. Assuming your file system is not corrupted, and you wish to continue 
with the system recovery, press Return to mount your root file system Q 
under the Core media I directory. 

***** Downloading files to the target disk *** ** 
x ./sbin/lvchange, 528384 bytes, 1032 tape blocks 
./sbin/lvcreate linked to ./sbin/lvchange 
./sbin/lvdisplay linked to ./sbin/lvchange 
./sbin/lvextend linked to ./sbin/lvchange 

Filesystem 
nted on 
/ROOT 

kbytes used avail %cap iused ifree iused Mou 

1713247 149426 1392496 10% 6261 275339 2% ? 
Should the existing kernel be 
'left', 'overwritten', or 'moved'?[overwritten] 

Step 11. To overwrite the existing kernel with your new file system, enter 
overwritten or over at the prompt. 

downloading INSTALL to /s tand/ vmunix 
**** Creating device files on the target disk **** 
******* Renaming the following files: ******* 

'/.profile' has been renamed '/.profileBK' 
RECOVERY COMPLETION 
MENU 

Use this menu after the recovery process has installed all re 
quested 

files on your system. 
Select one of the following: 

a. REBOOT the target system and continue with recovery. 
b. Return to the CORE Media Main Menu. 

Step 12. Complete the recovery process by selecting: a 

NOTE: System rebooting ... 
PDC - Processar Dependent Code - Version 1. 3 
(c) Copyright 1990-1993 , Hewlett-Packard Company , 
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16 MB of memory configured and 
Primary boot path: 56/52.5 
Alternate boot path: 56 / 52.3 
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tested. 
(dec) 
(dec) 

Manufacturing permissions ON 
- Main Menu -

Command Descripcion •· 

BOot [PRijALTj <path>] Boot from specified path 
PAth [PRijALT] [<path>] Display or modify a path 
SEArch [Display I IPL] [ <path>] Search for boot devices 

COnfiguration menu 
INformation menu 
SERvice menu 
MFG menu 
Display 
HElp [<menu> j<command>] 
RESET 

Displays or sets boot values 
Displays hardware information 
Displays service commands 
Displays manufacturing commands 
Redisplay the current menu 
Display help for menu or command 

Restart the s ystem 
- Main Menu: Enter command or menu > 

Step 13. Enter bo pri at the prompt to boot from the primary boot path. 

Interact with IPL (Y or N)?> 

Step 14. Enter n for unattended boot; severa} screens of status information will be 
displayed, followed by this warning: 

THIS SYSTEM HAS BEEN BOOTED USING A TEMPORARY KERNEL! 
DO NOT ATTEMPT TO INVOKE MULTI-USER RUN- LEVEL USING THIS KERNEL! 
Type the following command from the shell prompt for mor e informat 
ion 
about completing the recovery process: 
cat / RECOVERY. DOC 

Step 15. To obtain more information on the recovery process, enter: 

ca t /RECOVERY. DOC 

1) Re.store valid copies of the following files (either from backup 
o r 

) . 
from the <filename>BK files created during the recovery process 

/ etc/ fstab, 
/ etc/ i oconfig, 
/ .profile, and 

NOTE : The backup 

/ etc/ inittab, 
/ etc/passwd, 

/et c/profil e 
archive may be 

/ stand/ ioconfig, 
/ sbin/ pre_i nit rc , 

extrac ted using 1 / sbin/ frecove r 
1 or 

1 I sbin/ pax 1 (for backups made wi th 1 tar 1 or 1 c pio 1 
) • 

If using 1 / sbin/ pax 1
, linking it t o 1 t a r 1 or 1 Cpio 1 will force 1 P 

ax 1 
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to emulate the respective command line interface. 
2) Replace /stand/vmunix from backup, since the present kernel is 
probably missing desired drivers. 
3) If you have an lvm root, refer to /LVM.RECOVER . 

Step 16. lfyou have an LVM system, and want more infor:rp.ation on recovery 
procedures, enter: d 

cat /LVM.RECOVER 

The file contains the following information: 

If a card has been added to, or removed from, your system 
since the original installation was completed, 
there is a chance that the device file for the root disk has chang 
ed. 
Consequently, before you run the LVM script . / lvmrec .scrpt 
(Step 2, below), you should first recover /stand/ioconfig 
from backup and reboot. 
INSTRUCTIONS to complete your LVM recovery: 
The system must now be up now in "maintenance mode". 
NOTE: In arder for the following steps to lead to a 
successful lvm recovery the LVM label information must be valid. 
If the bootlif was updated from the RAM-based recovery system, 
then "mkboot -1" has already been run to repair this label. 

step 1 . If the autofile was altered to force the system to boot in 
maintenance mode, use "mkboot -a" to remove the "-lm" option . 
Example: 

to change 
to "hpux 
use 

"hpux -lm (52.6.0;0)/stand/ vmunix" 
(52.6.0;0)/stand/vmunix" 

mkboot -a "hpux (52 . 6 . 0;0)/stand/vmunix"/dev/rdsk/<device file> 

To match device file with boot address, use: lssf /dev/rdsk/* 

step 2. Run '/lvmrec.scrpt' to repair the following LVM 
configuration information: 

a. LVM records (lvmrec) 
b. BDRA (Boot Data Reserve Area) 
c. LABEL information 

Requirement: The following files must reside on disk before 
the script can complete: 
a. /etc/lvmtab 
b. / etc / fstab 
c. /etc/lvmconf/<rootvg>.conf 
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d. all device files specified in /etc/fstab 
To run '/lvmrec.scrpt' provide the device filename used to 
access the bootlif as an argument to the script. 
Example: 
/lvmrec.scrpt c0t6d0 
In this example 'c0t6d0' is the device file used to 
access the bootlif. 

step 3. Once '/lvmrec.scrpt' completes, issu'e the command "reboot" 
and bring the system fully up. 
The recovery of the root LVM is complete. If the '/lvmrec.scrpt' 
issued the following warning: 

"************ I M P O R T A N T ******************" 

"Root logical volume has been repaired, but ....... " 
"you need to reboot the system and repair the Swap" 
"logical volume using the following LVM command: 

11 lvlnboot -A n -s /dev/<root lv>/<swap lvol> 
"because Recovery has no way to find out what is 
"the Swap logical volume information at this point" 

''*****************************************************'' 

The Swap and Dump logical volumes will need to be re-configured. 

The BDRA contains the "root", "swap" and "dump" logical volume 
information. '/lvmrec.scrpt' only fixes the root logical volume 
information in the BDRA. The "swap" and "dump" areas can be upda 

ted 
via the "lvlnboot" command. 

Example: 
lvlnboot -s /dev/<vg00>/lvol2 
lvlnboot -d /dev/<vg00>/lvol3 

In this example 'lvol2' and 'lvol3' are the "swap" and "dump" 
logical volumes respectively. 

step 4. Perform any further data recovery deemed necessary. 

*** NOTE *** 
If the same volume group contains more than one corrupted boot d 

isk, 
repeat the above steps for each disk that needs to be repaired. 

This completes the process for installing criticai files only. 

~ 217 

~j ~-_rf 03/20_0_5 -_ .~-.-.: ·j 
J CP~ · CORREIO~ ~ 

~~!s 'í ' O 
3 ~ ~ 9

1

17 

JDoc: _ ___ _ 
~--.---··· _........ _____ , __ 



.....----·····--: ., . 

' <--# . (j -~~· 
lr) ~~ ' ' 

·\Q(l~ \ 
Systerif.Recovery) 

· Expert Recpv~.ry Using the Core Media 

218 

Rebuilding the "bootlir' Only 

Boot the Core media, following the steps in Chapter 2. You will see some 
status messages, and then a menu: 

Welcome to the HP-UX installation process! 

Use the <tab> and/or arrow keys to navigate through the follow 
ing menus, 

and use the <return> key to select an item. If the menu itbms 
are not 

clear, select the "Help" item for more information . 

[ Install HP -UX ] 
[ Run a Recovery Shell l 
[ Advanced Options ] 

[ Help l 

Step 1. Select: Run a Recovery Shell . The screen clears, and this is displayed: 

Would you like to start up networking at this time? [n] 

Step 2. Enter: n 

* Loading in a shell .. . 
* Loading in the recovery system commands ... 

(c) Copyright 1983, 1984, 1985, 1986 Hewlett-Packa rd Co. 
(c) Copyright 1979 The Regents of the University of Colorado, 

a body corporate 
(c) Copyright 1979, 1980, 1983 The Regents of the 

University of California 
(c) Copyright 1980, 1984 AT&T Technologies. All Rights Reserved. 

HP-UX SYSTEM RECOVERY CORE MEDIA 
WARNING: YOU ARE SUPERUSER ! ! 

NOTE: Commands residing in the RAM-based file system are unsupport 
ed 'mini'commands. 

These commands are only intended for recovery purposes. 

Loading commands needed for recovery! 

WARNING: f ANYTHING is changed on a root(/) that is mirrored 
a 'maintenance mode' (HPUX - lm) boot MUST be dane in 
arder to force the mirrored disk to be updated!! 

Press <return> to continue . 
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Step 3. Press: Return 

Loading commands needed for recovery! 

Mter boot steps, this message appears: 

HP-UX CORE MEDIA RECOVERY 
MAIN MENU 

s. Search for a file 
b. Reboot 
l. Load a file 
r. Recover an unbootable HP-UX system 
x. Exit to shell 
c. Instructions on chrooting to a lvm /( root). 

Select one of the above: 

Step 4. To begin the actual system recovery, select: r 

HP-UX Recovery MENU 
Select one of the following: 

a. Mount the root disk and exit to shell only. 
b. Recover the bootlif/os partitions. 
c. Both options b and c 

v. Read information about VxVM/LVM recovery 

m. Return to 'HP-UX Recovery Media Main Menu'. 
x. Exit to the shell. 

Step 5. Select c to rebuild the bootlif. 

BOOTLIF PATH VERIFICATION 
MENU 

This menu must be used to determine the path to the bootlif 

(ISL, HPUX and the AUTO file) . 
When the information is correct, select 'a' . 

INFORMATION to verify: 
·Path to the bootlif is 56/52.1.0 

Select one of the following: 
a. The above information is correct. 
b. WRONG!! The path to bootlif is incorrect. 

m. Return to the 'HP-UX Recovery MENU . ' 
x. Exit to the shell. 

Selection: 
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Step 6. BOOT STRING VERIFICATION MENU 

This menu must be used to verify the system 1 S boot string. 
When the information is correct, select 'a' . 

INFORMATION to verify: 
The system's boot string should be : 

'hpux -lm (56 / 52.5 . 0)/stand/ vmunix' 

Select one of the following: 

a. The above information is correct. 
b. WRONG!! Prompt the user for the system' s boot string . 

m. Return to the 'HP-UX Recovery MENU . 1 

x. Exit to the shell . 

NOTE: For an LVM ' / ' (ROOT) the '-lm' option MUST be specified 
(example: 'hpux -lm (2 . 3.4)/stand/ vmunix' ) 

Selection : 

Assuming that the bootlif path is correct, enter: a 

Step 7. Assuming the boot string is incorrect, enter b at the prompt. You will see 
a message similar to the following: 

AUTO FILE should be (replacing 'hpux (56/ 52 . 5.0) / s tand/ vmunix') : 

Step 8. Enter the correct information (for example, hpux); you will then see the 
BOOT STRING VERIFICATION MENU displayed again: 

BOOT STRING VERIFICATION MENU 

This menu must be used to verify the system' s boot string. 
When the information is correct, select 'a'. 

INFORMATION to verify: 
The system's boot string should be: 

'hpux' 

Select one of the following: 
a. The above informa tion is correct. 
b. WRONG!! Prompt the user for the system's boot s tring . 

m. Return to the 'HP-UX Re cove ry MENU.' 
x. Exit to the shell. 

NOTE : For an LVM '/' (ROOT) the ' - lm' option MUST be specified 
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------(example: 'hpux -lm (2.3.4)/stand/vmunix' ) 

Selection: 

Use the -1m option to enter LVM administration mode.only when 
recovering an LVM system. ,; 

Use the -v option to enter VxVM administration mode only when 
recovering a VxVM system. 

Step 9. Assuming the information is now correct, enter: a 

• For an LVM system, you will see something like the following: 

*********** Installing bootlif *********** 
mkboot -b /dev/rmt/lm -i ISL -i HPUX /dev/rdsk/cltldO 
mkboot -a hpux (56/52.5.0;0)/stand/vmunix /dev/rdsk/cltldO 

RECOVERY COMPLETION MENU 
Use this menu after the recovery process has installed all 

requested files on your system. 
Select one of the following: 

a. REBOOT the target system and continue with recovery. 
b. Return to the CORWE Media Main Menu. 

Selection: 

Step 10. Complete the recovery process by selecting a, rebooting your system. 

This completes the process for rebuilding the bootlif only. 
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Replacing the Kernel Only 

Boot the Core media, following the steps in Chapter 2. This menu 
appears after some status messages: 

Welcome to the HP-UX install~tion.process! 

Use the <tab> and/or arrow keys to navigate through the follow 
ing menus,and use the <return> key to select an item. If the menu 
items are not clear, select the "Help" item for more information. 

Step 1. Click: Run a Recovery Shell 

Install HP-UX 
Run a Recovery Shell 

Advanced Options 
[ Help J 

Would you like to start up networking at this time? [n) 

Step 2. Enter: n 

* Loading in a shell ... 
* Loading in the recovery system commands ... 

HP-UX SYSTEM RECOVERY CORE MEDIA 
WWARNING: YOU ARE SUPERUSER ! ! 

NOTE : Commands residing in the RAM-based file system are 
unsupported 'mini' commands. These commands are only intended for 
recovery purposes . 

Loading commands needed for recovery! 

o 

WARNING:If ANYTHING is changed on a root(/) that is mirrored 
a 'maintenance mode' (HPUX -lm) boot MUST be dane in 
arder to force the mirrored disk to be updated!! c=:> 

Press <return> to continue. 

Step 3. Press Return and the following status message is displayed: 

Loading commands needed for recovery! 
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Step 4. You will see the following menu: 

HP-UX CORE MEDIA RECOVERY 
MAIN MENU 

S. Search for a file 
b. Reboot 
l. Load a file 
r. Recover an unbootable 
X. Exit to shell 

HP-UX system 

c. Instructions on chrooting to a lvm /(root) . 
This menu is for listing and loading the tools contained 
on the CORE media. Once a tool is loaded, it may be run 
from the shell. Some tools require other files to be present 
in arder to successfully execute. 
Select one of the above: 

Step 5. To begin the actual system recovery, select: r 

HP-UX Recovery MENU 
Select one of the following: 

a. Mount the root disk and exit to shell only. 
b. Recover the bootlif/os partitions. 
c. Replace the kernel on the root file system . 
d. Both options b and c 

v. Read information about VxVM/LVM recovery 

m. Return to 'HP-UX Recovery Media Main Menu' . 
x. Exit to the shell. 

Step 6. Select d to replace only the kemel on the root file system. 

DEVICE FILE VERIFICATION MENU 
This menu is used to specify the path of the root file system. 
When the information is correct, select 'a'. 

INFORMATION to verify: 
Device file used for '/' (ROOT) is clt6d0 
The path to disk is 56/52.6.0 

Select one of the following: 
a. The above information is correct. 
b. WRONG!! The device file used for ' / ' (ROOT) is incorrect. 
m. Return to the 'HP-UX Recovery MENU.' 
x . Exit to the shell. 

Step 7. Assuming the root device file is incorrect, select: b 

Enter the device file associated with the ' / ' (ROOT) file system 
(example : clt6d0) : 

On a system with hard-sectored disks, the prompt and response might 
look like this: 
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Enter the device file associated with the '/' (ROOT) file system 
(For example: c0t1d0s1lvm ) : device_file 

/dev/rdsk/device_file not a special file 
<Press return to continue> 
Enter the address associated with the 
(For example : 4.0.1) : address 

'/' (ROOT) file system 

-
NOTE: if your '/' (ROOT) is not part 
enter a 'W' for whole disk layout 

of a dsectiõ ned disk layout 

o r 
enter a 'l' for an LVM disk layout 

instead of a section number . 
Enter the section associated with the ' / ' (ROOT) f ile system 
(For example: 13 ) : 13 
making rdsk/c0t0d0s13 c 214 OxOOOOOd 
making dsk/cOtOdOs13 b 26 OxOOOOOd 

Step 8. lfyou were to enter cltldO as the root device filename.: 

DEVICE FILE VERIFICATION MENU 
This menu is used to specify the path of the root file system. 
When the information is correct, select 'a'. 

INFORMATION to verify: 
Device file used for '/' (ROOT) is c1t1d0 
The path to disk is 56/52.1.0 

Select one of the following : 
a. The above information is correct. 
b. WRONG!! The device file used for ' / ' (ROOT) is incorrect . 
m. Return to the 'HP-UX Recovery MENU.' 
x. Exit to the shell. 

Step 9. Since cltldO is the correct root device filename, select: a 

FILE SYSTEM CHECK MENU 
The file system check '/sbin/ fs / hfs / fsck -y / dev/rdsk/c1t1d0' 
will now be run. 

Select one of the following: 
a. Run fsck -y . 
b. Prompt for the fsck run string on c1t1d0 . 
m. Return to the 'HP-UX Recovery MENU.' 

Selection: 
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Step 10. Select a to run fsck -y to check your file system for corruption; you will 
see a display similar to the following: 

** /dev/rdsk/c1t1d0 
** Last Mounted on /ROOT 
** Phase 1 - Check Blocks and Sizes 
** Phase 2 - Check Pathnames 
** Phase 3 - Check Connectivity 
** Phase 4 - Check Reference Counts 
** Phase 5 - Check Cyl groups 
6256 files, O icont, 149423 used, 1563824 free (928 frags, 195362 
blocks) 
Mounting clt1d0 
Filesystem 
nted on 
/ROOT 

? 

to the CORE media /ROOT directory .. . 
kbytes used avail %cap iused ifree iused Mou 

434773 352461 38834 90% 15241 54647 22% 

Should the existing kernel be 
'left', 'overwritten', or 'moved'?[moved]over 

Step 11. To move the existing kernel with your new file system, enter move at the 
prompt. 

Step 12. Complete the recovery process by selecting a, REBOOT the target 
system. 

This completes the process for replacing the kernel only. 
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System Recovery Questions and Answers 

Can I use a network recovery archive if my:_§yst!m is not 
network bootable or is not on the same subnet a s the lgnite-UX 
server? 

Yes! One ofthe new tools developed with the network recovery toolset is 
make _ boot _tape, a command that creates a minimal tape that can be 
used by any client. The tape contains just enough information to boot a 
client and then connect to the Ignite-UX server where the tape was 
created. If that is the server where the client's recovery configuration Ü 
files are stored, the client can then be recovered. 

Ifyou initiate recovery archive creation from the Ignite-UX server, the 
server will warn you if a boot tape is needed for a client . Ifyou ignore this 
warning, misplace your boot tape, or find that your tape is for the wrong 
Ignite-UX server, you can always create a new boot tape on the server 
that you want to use. There is no client -specific information on the tape. 

Notice that a tape created by make_boot_tape is useful not only for 
recovery situations, but also for ordinary installations. Ifyou do not want 
to set up a boot helper for systems not on the same subnet as the 
Ignite-UX server, you can now simply use make _ boot _tape. 

What happens if I make changes t o a recovery configuration 
before clicking Go! ? 

In the past, Ignite-UX could not be used to override values in recovery 
configuration files. Any change made to a recovery configuration from 
one o f the interface screens would result in recovery _mode being turned Q 
off, that is, set to false. 

This was beca use Ignite carefully set aside the archive versions of files 
like I etc I fstab, I etc I mnttab, and I etc I hosts when it was running in 
recovery mode, and restored them after system configuration was 
complete. If Ignite-UX allowed the user to make changes to file systems, 
networking, etc. and continue in recovery mode, the files restored from 
the archive would be out of sync with the reconfigured system. 
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Beginning with the Ignite-UX NB 2.0 releases, you can edit values in 
any of the interface screens without turning off recovery mode. This is 
possible beca use criticai system files are no longer automatically overlaid 
by ones from the archive. 

Recall that the letc/fstab file that Ignite-UX creaied 'Yhile configuring 
the disks was saved to a backup copy prior to extracting the archive. 
Mter Ignite-UX boots from the client disk, this fstab is merged with the 
fstab file extracted from the recovery archive. This merging allows 
Ignite-UX to preserve information from the old fstab, like entries for file 
systems not included in the archive, NFS mounts, etc., while accurately 
representing the configuration changes requested. 

Special care needs to be taken when making changes affecting disks not 
included in the archive. Imagine that you include vgOO and vgOl in your 
recovery archive but not vg02. You intend to leave vg02 untouched and 
simply let Ignite-UX import it for you. 

You have also been planning on adding a new disk to the root volume 
group, and you decide that this is as good a time as any to do it. You 
choose your recovery configuration from the list and then go to the 
Add/Remove Disks dialogue, where you choose a disk to add. By mistake 
you choose a disk already in vg02 instead ofyour new disk. When your 
system comes back up, vgOO and vgül are fine, but vg02 is corrupted. 

To avoid scenarios like this, Ignite-UX now "hides" disks intended to be 
imported again. If you want to see these disks, click the Additional... 
button on the Basic tab and change the setting there to show the disks. 

What happens if the pre-install checks fail after I make changes 
to a recovery configuration? 

In the past ifthe results ofthe pre-install checks included one or more 
ERRORS, Ignite:UX would have to turn off recovery _ mode to allow 
users to interact with the user interface and resolve the errors. 
Unfortunately after the errors were resolved, it was not possible to turn 
recovery _ mode back on for the reasons described above. 

This created some frustrating situations for users. Imagine that the root 
disk on a system before it crashes is a 1GB disk with a whole disk layout 
(not LVM). The only replacement disk available is a 4GB disk. The 
system administrator therefore uses the 4GB disk, selects the recovery 
configuration or the system, and gets the following error message from 
the pre-install checks: 
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ERROR: The selected root disk is too large to use whole -disk 
(non-LVM) partitioning. You must either switch to a smaller 
root disk, or switch to using LVM to partition the root disk. 

An experienced Ignite-UX user could do a little handcrafting to 
configuration files to work around the problem, b11t a novice user would 
be stuck. .i - - • 

With the new changes to Ignite-UX, it is no longer necessary to turn 
recove:ry _mode offwhen the pre-install checks fail. Now you can simply 
resolve the problem using the interface and continue running in recovery 
mode. 

How can I change my setup so that a network recovery archive is Ü 
available not only on the system for which it was created, but 
also on other systems with very similar hardwar e? 

Because networking information can now be changed using the interface 
and will not be overwritten by files extracted from the archive, it is 
natural to think about sharing recovery archives for systems with 
identical or nearly identical hardware. But unlike "global" configurations 
that appear in the configuration list of all clients, network recovery 
configurations only appear in the configuration list ofthe client for which 
they were created. 

The source for shared cfgs is the lvarloptligniteiiNDEXfile that is 
shipped with Ignite-UX, and the source for client-specific cfgs is the 
CINDEX file that is created by rnake _ net _ recove:ry in the 
I var I opt I ignite I clients I LLA directory. One simple way to share a 
recovery configuration among two systems with similar hardware isto 
copy the CINDEX file and the recovery directory o f the client with the 
archive, to the directory of the client without the archive. The fact that o 
the entries in CINDEX use relative paths means that you do not have to 
change the CINDEX file when you copy it. (You may need to export the 
directory containing the archive to the sharing client.) 
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I do not want to interact with the user interface after I reboot 
the client. How can I have my latest network recovery archive 
chosen automatically? 

As longas the client is currently booted, use bootsys -a to start the 
install process on the client without the need to interqçt with the user 
interface. -' 

lgnite-UX chooses a configuration to use based on these guidelines: 

• If I var I opt I ignite I clients I LLAI config exists, use the cfg specified 
there. 

• If I var I opt I ignite I clients I LLA/config does not exist, use the default 
cfg for the client. 

The default cfg for the client is the last cfg entry set to true in the 
CINDEX file ifit exists. Otherwise the default cfg is the last cfg set to 
true in the INDEX file. Beca use make _ net _ recovery sets the most 
recently created recovery cfg to true in CINDEX whenever it creates a 
new archive, it will be the default unless it is manually changed. 

Start Task 

To have Ignite-UX choose the latest network recovery archive 
automatically: 

1. Rename or remove the config file currently in the client's directory. 

2. Run this from the lgnite-UX server: 

bootsys -a client 

Why does ioscan core dump when running make _tape_ recovery o r 
make_net_recovery? 

lt is possible for ioscan to core dump due to the value set for the 
COLUMNS environment variable in versions prior to HP-UX lli. When the 
-n option is used ioscan uses the COLUMNS variable to determine how 
wide the screen is when formatting the names of device files. If a core 
dump occurs, you will see messages similar to these: 

sh: 13061 Floating exception(coredump) 

WARNING : pc lose of i oscan r e turned : 34 816 
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Should this happen, unset COLUMNS then rerun make _ t ape_ recovery o r 
make _ net recovery. lfyou are using an xterm, hpterm, or dtterm to run 
make _tape_ recovery or make _ net _ recovery, do not resize the terminal 
window to a smaller size instead minimize it if is in the way. 

Can I run make _ net _ recovery from a PA server t o create an 
archive for an IPF client or vice versa? 

Yes, this is possible though additional steps must be taken. Although 
the B.4.0 or later versions oflgnite-UX can be installed on both IPF and 
PA systems, make _ net _ recovery command cannot automatically 
swpackage the network recovery tools into 
/var/opt/ignite/depots/recovery _cmds depot for a client with O 
mismatched hardware architecture. 

For example, a server is an IPF system with the B.4.0 version of 
lgnite-UX installed and is being used for PA clients. When 
make _ net _ recovery is run from the GUI to create a recovery archive of a 
particular PA client, an error similar to this appears: 

Errar Message: Swinstall(lM) failed to install recovery tools from 
: "funhouse: /var/opt/ignite/depots / recovery_cmds" 

To work around this issue, you have to execute the following steps 
manually: 

1. Run /opt/ignite/lbin/pkg_rec_depot command to generate the 
IUX-Recoverybundlein/var/opt / ignite / depots/recovery_cmds 
on the IPF server: 

/opt/ignite/lbin/pkg_rec_depot 

2. Run swcopy the entire lgnite-UX product with the right architecture 
for the client. Q 
swcopy -x layout_version=0.8 -s /[depot pa t h] B5725AA@ \ 
/var/opt/ignite/depots/recovery_ cmds 

3. Ensure that the correct bundles are now in 

/var/opt/ignite/depots/recovery_cmds, by entering: 

swlist -1 bundle -s /var/opt/ignite/depots/recovery_cmds 

Messages similar to the following should appear: 

# Initializing . .. 
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# Contacting target "funhouse" ... 

# 

# Target: funhouse:/var/opt/ignite/depots/recovery_cmds 

# 

85725AA 
Utilities 

8.4.0.203 
(Ignite-UX) 

IUX-Recovery 8.4.0.203 
recovery tool subset 

Ignite-IA- 11-22 
Utilities for 

8.4.0.203 

Installing 11.22 IA Systems 

Ignite - UX- 10 - 20 
Utilities for 

8.4.0.203 

Installing 10.20 Systems 

Ignite-UX-11-00 
Utilities for 

8.4.0.203 

Installing 11.00 Systems 

Ignite-UX-11-11 
Utilities for 

8.4.0.203 

Installing 11.11 Systems 

4. Re-launch lgnite-UX, enter: 

ignite 

HP-UX Installation 

Ignite-UX network 

HP-UX Installation 

HP - UX Installation 

HP-UX Installation 

HP-UX Installation 

Now, you can create archlves for different hardware architectures from 
this IPF server. The same steps can be used on PA servers to accomplish 
the same thing. 
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Troubleshooting 

-
Likely problem areas described in this appendi:x ·are: • 

• Errors and Warnings . 

• lgnite-UX Server Problems . 

• lnstalling Systems with Ignite-UX . 

• Installing from Media . 

• Installing from Archives (golden images) . 

• Running swinstall. 

• Adjusting File System Size . 

• Troubleshooting Large Systems . 

• Media Recovery . 

• N etwork Recovery . 

This appendix includes troubleshooting hints from the lgnite-UX FAQ. 
For the latest on lgnite-UX problems and workarounds, see the 
lgnite-UX FAQ: 

http://www.software.hp.com/products/IUX/faq.html 

To receive the most-recent FAQ via email, send an empty message (no 
subject or content required) to: 

iux_faq@igniteux.fc.hp.com 
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Errors and Warnings 

As an HP-UX install progresses, you will see messages relating to the 
progress being entered into the log file. Usually_.tfresemessages are 
related to normal behavior. ERROR and WARNING messages have the 
following significance: 

ERRO R This indicates a serious problem, usually requiring 
action from the user in order to proceed with an 
installation. 

WARNING This indicates something out of the ordinary, but not Q 
fatal. The warning may require action. 

lfyou see a message, or experience unusual behavior, you can use the 
following sections as prioritized lists of likely problems and their 
solutions. They are grouped by the following topics, with the problems 
you are most likely to encounter near the beginning of each section. 
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lgnite-UX Server Problems 

lgnite- UX GUI core dumps. 
~ · 

Ifyour system has patch PHSS_12824 (MotiD, remove it or install 
PHSS_13743. Patch PHSS_12824 was found to be bad. 

Can't find /d cfg mnt sb61/monitor bprafter updating the - - - -
server. 

This is caused by having a mix oflgnite-UX fileset revisions on your 
server. In most cases it happens when you update only one release 
bundle (like Ignite-UX 10.20) even though you install other releases from 
that server. 

An easy way to check for this case is to look at the output from the 
command: 

swlist Ignite-UX 

Ali the filesets should have the same revision, if not then you need to 
install all consistent versions. Ifyou have boot-helper systems (see 
Appendix B), they also need to have the lgnite-UX product updated to 
match the same revision as the server that they reference. 

Cannot determine lgnite-UX servers "Cannot determine dump size limit." 
dump size limit 

Appendix A 

Ifyou have a saved client config created using a version oflgnite-UX 
prior to 1.51, and then update lgnite-UX to 1.51 or later, and ifyou 
initiate the install from the Ignite-UX server GUI, it will give an ERROR 
looking something like this: 

ERROR: Unable to determine dump size limit for disk (8/4.8.0), 
release (B.l0.20). Internal Ignite-UX errar. 

The problem is that an old version of the clients' hw. info fileis being 
examined by the new lgnite-UX. To fix things, merely boot up the client 
system using: 

boot lan.IP install 

or whatever syntax your system supports from the boot prompt. IP is the 
IP address ofyour lgnite-UX server. The client hw. info file will be 
updated, and everything should proceed normally. 
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Installing Systems with lgnite-UX 

Installs are broken after 30 INDEX entries. -
~ 

A modification was made to the Basic tab in lgnite~ux 1.42 so that ifthe 
INDEX file has more than 30 configurations (18 in the t erminal user 
interface), then a list with scrolling is used. For example: 

[Configurations : ... ] HP-UX B.ll.OO Default [Description ... ] 

One o f the si de effects o f this is that sometimes a chosen configuration 
from a large list doesn't get parsed correctly. 

Either update to the current Ignite-UX version or make sure that the Ü 
text name for each configuration (when there are more than 30) is 25 
characters or less. Then the chosen configuration will be correctly 
parsed. For example, this config name: 

cfg "HP-UX B.lO.lO long configuration name" 
description "long configuration name." 
"/opt/ignite/data/Rel B.lO.lO/config" 
"/ var/opt/ignite/config.local" 

has a configuration of 37 characters, "HP-UX B .lO .lO long 
configuration name" 

and will not be correctly parsed. Shortening this will solve the problem: 

cfg "HP-UX B.lO.lO l.c.n." { 

Another work-around isto use 30 configurations at most. 
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samreg errors Igniting from an archive returns numerous "samreg" errors. 

The problem is that the SAM filesets haven't been configured when 
certain products are trying to register themselves with sam. The 
workaround is to place the following config stanza in 
/var/opt/ignite/config .local or directly in t_l.!.e config file with the 
"core" sw source: -' . •· 

sw source "core" 
{ 
post_load_cmd += " 

swconfig -xautoselect_dependencies=false 
-xenforce_dependencies=false SystemAdmin.SAM " 
} 

C Problem installing Problems installing clients on multiple subnets. 
clients on multiple 
subnets There are a couple ofproblems with having an Ignite-UX server that is 

o 

Appendix A 

multi-homed (connected to multiple subnets): 

• The instl bootd daemon allocates IP addresses from the 
instl_ boottab file without knowing which IP addresses are valid 
for the subnet that the client is requesting to boot from. Due to this 
lack o f information, it can allocate an IP address that is not valid for 
the client's subnet, and thus the client will not be able to boot from 
the server. 

The workarounds for this problem are: 

For every possible client that you may want to boot, assign 
"reserved" IP addresses in /etc/opt/ignite/ instl_boottab 
that are tied to the client's LLA address. This will ensure that 
instl_ bootd will allocate an appropriate address (See the 
comments in the instl boottab file on how to reserve 
addresses). Alternatively, you can set up entries in 
I etc/bootptab . 

Configure a boot-helper system on each subnet that the client 
can boot from before contacting your central Ignite-UX server. 
See Appendix C. 

• The "server" keyword that specifies the IP address for your 
Ignite-UX server can only correspond to one ofthe LAN interfaces. If 
each subnet is routed such that all clients can use the one IP address 
to contact their server, then the install will work.. However, it is more 
efficient for the client to use the server's IP address that is connected 
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Too much file 
space needed 

directly to the client's own subnet. If a client is on a subnet that does 
not have a route to the IP address specified by "server", then it will 
not be able to contact the server after it boots. 

Workarounds for this problem are: 

Manually correct the server's IP address -on th'e networking 
screen that appears on the client console when you boot the 
client. 

Use a boot-helper on each subnet. When using a boot-helper, the 
server's IP address can be specified correctly on each helper 
system. 

lgnite- UX needs more file system space than expected. Q 
lgnite-UX adds in minfree (normally 10%) to the amount required by the 
software impact. You may have software bundles that have overlapping 
contents (filesets and/or files). make_config makes sw_impact 
statements for each bundle without doing anything special to guard 
against over-counting when the bundles overlap. For example the 
lgnite-UX-10-xx bundles all overlap quite a bit, so that when you load all 
ofthem via lgnite-UX, it estimates too much space. To find the space 
needed, add the sw _ impact of all the sw _ sels that you are loading. 

Debugging SD How do I monitor SD operation during cold installs from the 
during cold install lgnite-UX server? 

238 

The first levei debug ofSD produces copious output. Because the logs are 
captured on the servers as well as the client this would run lgnite 
servers out of disk space rapidly if every install had this turned on. 

It is fairly straight forward to do this on a per-session basis without 
modifying the config files. From the initial lgnite-UX menu, select: 
Advanced Options -> Edit config file This will run vi and you could add, for Q 
example: 

env vars += "SDU DEBUG RPC=l" - - -

sd command line += " -x logdetail=true -x loglevel=2 
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Booting errors 
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An HP 9000 715/50 workstation won't network boot off ofthe 
lgnite-UX serve r. 

Older Series 700 workstations require rbootd running on the server. If 
the server is FDDI, rbootd won't run. In that case boot from media then 
switch the source to the Ignite-UX server. Older ones use RMP not BOOTP 

and require rbootd to translate and hand off to bü""otpd. 

RMP clients are the older Series 700 workstations: 705, 710, 715, 720, 
725, 730, 735, 750, 755. 

BOOTP clients are the Model 712 and future workstations, as well as 
K-Class, D-Class and newer Series 800 servers. 

Error: IPL error: bad LIF magic 

Possible problems are: 

• Not having tftp access to /opt/ignite and / var/opt/ignite, the 
/etc/inetd.conf file on the server should have an entry such as: 

• 

• 
• 

• 

tftp dgram udp wait root /usr/lbin/tftpd tftpd\ 
/opt/ignite\ 
/var/opt/ignite 

If not, fix inetd. conf and run inetd -c. Kill any tftpd processes 
that may be running. Loading Ignite-UX should set up inetd.conf. If 
not, check SAM. 

Using a bootptab entry for the client that is referencing a 
non-existent boot file (bf). 

A corrupted /opt/ignite/boot/boot_lif file . 

Perhaps some remnants ofthe old cold-install product (Netlnstall) 
conflicting with Ignite-UX (old instl_bootd running) 

A defect in the rbootd daemon delivered in patch PHNE_10139. If 
you have this patch loaded and do not need it for DTC devices, try 
removing it or updating to patch PHNE_11017 (10.20) or 
PHNE_11016 (10.10). 

1Doc: 
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Error:PXE-E16: Valid PXE offer not received. 

Exit status code: Invalid Parameter 

When using /etc/bootptab to define lgnite-UX boot servers, a number 
of problems can be introduced resulting in this error. The following 
checklist can be used to isolate the problem: .. -

L Check inetd 

Check I etc/ inetd. conf to make certain bootps and tftp 
entries have been uncommented. Make certain the tftp line 
contains /opt/ignite and /var/opt/ignite paths on the tftp 
line. 

Check to see if inetd was restarted or given an option to re-read O 
the configuration files (inetd -c), after the files were edited? Is 
the inetd process running? 

Check for entries in /var I adm/ inetd. sec that may cause inetd 
to deny service to certain clients. 

Check /var/adm/syslog/syslog .log to make certain inetd 
was restarted, and that no bad messages are found. 

Check for messages from bootpd and tftpd. 

2. Check bootpd 

Check the I etc/bootptab entry. Make certain the MAC address 
matches the client MAC address. Use dhcptools -v to validate 
the format of the I etc/bootptab file. 

Check for entries in I etc/ dhcpdeny to insure that bootpd is not 
set to deny service for particular clients. 

Check /var/adm/syslog/syslog .log for a message from o 
bootpd that indicates it was started when a bootpd packet was 
received. 

If packets were not received, use a tool such as tcpdump to check 
for network packets. Verify that bootp packets are being seen by 
the system. 

Check to see if there are other systems on the network that may 
also be replying to the booting client system. 
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Check to see ifthe system booting is on a different subnet to the 
bootp server ensure that any router between the two allows the 
forwarding ofbootp requests (Note that the configuration is 
router specific.). 

3. Check tftpd 

Check the tftp line in /etc/inetd.conf to make certain 
/opt/ignite and /var/opt/ignite directories are listed. 

Check the tftpd connection manually by using the tftp 
command, for example: 

a. $ tftp [server-name] 

b. tftp>get /opt/ignite/boot/nbp.efi /tmp/nbp.efi 

Received [n] bytes in [s] seconds 

c. tftp> qui t 

Problems pointing I put control_from_server=true and run_ui=false in the 
to client over INSTALLFS, but I still get prompted for information on the client. 
network 
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Possible problems are: 

• 

• 

• 

Ifthe screen is showing the client name in an editable field anda 
cancel button at the bottom of the screen, then all is well and there 
should be an icon waiting for you on the lgnite-UX screen. The text 
screen allows you to change the icon name, or switch to a client side 
install. 

If the screen is showing two or more lan interfaces to select from, 
then there wasn't enough information in the config files to tell it 
which LAN to use. Once you select a LAN and select lnstall HP-UX, 
you should be set. 

If the screen is prompting you for networking information, then 
either DHCP didn't respond or there isn't an entry in 
I etc/bootptab for the client. Enter the network information, select 
lnstall HP-UX and continue the install. 
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Mount errors when 
igniting 10.20 
systems 

Errors regarding mounting a file system occur when igniting 
10.20 systems. 

Patch PHCO _18317 supplies a new version o f I sbinlmount but is not 
compatible with Ignite-UX. Ifthis patch is loaded via either an archive 
or SD, then the next swinstall session will have.:fatal.errors that 
appear like this d 

ERROR: "c02380 :/ ": One or more filesystems that appear in the 
filesystem table are not mounted and cannot be mounted . 
ERROR : Entry for filesystem " / dev/ vgOO / lvoll" in "/e t c/ fstab" 
could 
not be mounted . If you do not want this file sys t em mounted, 
corrnnent it out of the " / etc/ f s tab" file, or set the 
"mount_all_filesystems" option to "false" . o 
ERROR: Cannot continue the Analysis Phase until the previous 
errors 
are corrected. 

One workaround is to add the following to your configuration: 

sd_corrnnand_line += " -xmount_all_filesystems=false " 

However this has the unpleasant side effect that each swinstall session 
produces a warning message stating that file systems will not be 
mounted. 

Patch PHC0_19694 replaces PHC0_18317. Note that recovery methods 
are unaffected because they are solely OS archives, and no SD activity 
takes place. 

Applications hang Some applications and shells hang over NFS after igniting. 
after igniting 
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The reason for the hang is most likely dueto a problem with the NFS file 
locking daemons rpc. statd and rpc .lockd caused by the action of 
reinstalling the system. Many applications use file locking and can hang 
in this situation. Most common is user home directories that are NFS 
mounted, in which case sh and ksh will attempt to lock the . sh _ history 
file and hang before giving the user a prompt. 

When a system is running and has an active NFS mount with a server in 
which files have been previously locked, both the client and server cache 
information about each other. Part of the information that is cached is 
what RPC port number to use to contact the rpc.lockd daemon on the 
server and client. 

This RPC port information is cached in memory o f the running 
rpc. statdl rpc . lockd process on both the server and clien t sides. The 
rpc.statd process keeps a file in the directory l var I statmonl sm for each 
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system that it knows it should contact in the event that the system 
reboots (or I]JC. statdii]Jc . lockd restarts). During a normal reboot or 
crash, I]JC. statd will contact each system in l var I statmonl sm and 
inform them to flush their cache regarding this client. 

When you re-install a system, the lvarlstatmo:g._:ism directory is wiped 
out. In this case, ifthe reinstalled system tries td re-co;;_tact a server that 
has cached information, the server will try to communicate over a old 
RPC port. The communication will fail for I]JC. lockd and any file 
locking done by an application over that NFS mount will hang. 

There are a several ways to avoid ancl/or fix the problem if it happens: 

• If you are using bootsys to install clients, use the - s option to allow 
the client to shutdown normally and thus inform servers that it is 
going down. 

• Ifyou experience a hang, you can reboot the client, or killlrestart 
I]JC .lockd and I]JC. statd on the client. At the point of the hang, 
the lvarlstatmonlsm directory will contain the name ofthe server, 
and thus rebooting or restarting the daemons will tell the server to 
flush it's cache. If more than one server is involved you may end up 
doing this multiple times until all servers are notified. 

• As part o f the installation, create a file for each server in 
lvar I statmonl sm which contains the server's name. This will cause 
the first boot to generate a crash recovery notification message to 
each server, causing them to purge the stale port information. Below 
is an example post_config_cmd that could be placed in your 
lvarloptlignitelconfig .local file. Replace sys* with your NFS 
server names. 

post_config_cmd += " 
mkdir -p /var/statmon/sm 
for server in sysl sys2 sys3 
do 

echo $server > /var/statmon/ sm/$server 
chmod 0200 /var/statmon/ sm/ $server 

dane 
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With bootsys -w client, the client doesn't wait for th e server. 
With bootsys client, the client waits for the server. 

This was probably due to your running through the UI once on the server 
prior to running bootsys. The server drops the instruction for the client 
to start installing and the next time the client boots it~picks that up and 
goes. Ignite-UX tells you that the install will happen the next time that 
bootsys -w is used, but does not really say it will happen 
automatically. And, the next time you did a bootsys, you h ad not used the 
UI without the client being booted from the server. 

bootsys does not work on diskless clien ts. 

bootsys does not support rebooting HP-UX 9.x and lO.x diskless clients o 
from the Ignite-UX server. 

Ifyou need to remotely reboot diskless clients from the Ignite-UX server, 
follow these steps: 

1. Ifyou need to duplicate the behavior ofthe -w or -a options to 
bootsys, you will need to modify the INSTALLFS file using instl_adm 
to set the keywords run _ui and/or control_ from _ sever 
appropriately. Or you can do this using Ignite-UX under the Options 
-> Server Configuration menu (Run client installation UI option). 

2. Copy the /opt/ignite/boot directory and contents to the diskless 
server as /opt/ignite/boot: 

rcp -r /opt/ignite/boot diskless-server:/opt /ignite/boot 

3. Edit the client's entry in /etc/bootptab on the diskless server to set 
the bf (boot file) flag to be /opt/ignite/boot/boot_lif: 

bf=/opt/ignite/boot/boot_lif 

You may also need to set the bootptab entries for the gateway (gw), o 
and subnet-mask (sm). The networking information in the bootptab 
file will satisfy the client's DHCP request for networking information 
when it boots. So it will need everything required to contact the 
Ignite-UX server. 

4. Run setup_tftp on the diskless server to allow tftp access to 
/opt/ignite: 

/usr/sam/bin/setup_tftp /opt/ignite # on 9.X systems 

/usr/sbin/setup_tftp /opt/ignite # on lO.X systems 

Appendix A 



c 

Server not listed 

bootsys fails with 
insufficient space 

Appendix A 

/~~ ( r~;) 
\ !.o~- / í 

. ~ Tr,oubtes~~~ 
lnstalling SystemS-w1tb]gnité-UX 

5. With this setup, the next time you reboot the client from the diskless 
server it willload the INSTALL kemel and INSTALLFS file system 
from the diskless server. The client will then contact the Ignite-UX 
server and the installation can proceed as usual. 

search lan install doesn't list the server. .v -

Check these items on the Ignite-UX server from which you are trying to 
boot: 

• Messages from instl_bootd in /var/adm/syslog/syslog .log. If 
you need to add more IP addresses to 
/etc/opt/ignite/instl_boottab you will see messages in 
syslog .log such as the following: 

instl_bootd: Denying boot request for host : 080009F252B3 to 
avoid IP address collision. Try booting again in 214 seconds, or 
add more IP addresses to /etc/opt/ignite/ instl_boottab. 

• A message in syslog.log that indicates that you have no IP addresses 
in I etc I opt I ignite I instl_boottab is: 

instl bootd: No available IP address found in: 
/etc/opt/ignite/instl_boottab 

• If the client is an older system that does not use the BOOTP protocol 
(like 720s, 710s, 735s, 750s) then also look in the log file 
/var/adm/rbootd.log, and check to make sure that the rbootd 
daemon is running. rbootd always runs, where as instl_ bootd is 
started via inetd and only runs when needed. 

Also, for these older clients, there is an intentional delay built into 
the rbootd process when a client wants to do an install boot (as 
opposed to a diskless boot). This prevents the server from showing 
up during the first search. Retrying the search two or three times 
may be necessary. 

bootsys fails dueto irisufficient space in the /stand volume 

bootsys needs to copy the two files: /opt/ignite/boot/INSTALL and 
/opt/ignite/boot/INSTALLFS from the server into the client's /stand 
directory. This error indicates that there is not enough space in /stand. 
To fix this, you may need to remove any backup kernels. Also check for 
kemels in the /stand/build/ directory (like vmunix_test). 
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bootsys -i configuration [sysl ... ] fails. 

A defect in Ignite-UX A/B.2.2 releases prevents bootsys from successfully 
pushing a specific configuration out to a client. To fix this: 

1. Enter: vi /opt/ignite/bin/bootsys 

2. Move to line 848 in the file: 

if [ [ "c_opt" ! = "$PUSH_MODE" )) ; then 

3. Change c_opt to $c_opt and save the change. bootsys will now work 
correctly. 

This defect will be fixed in the Ignite-UX AIB 2.3 release. 
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Installing from Media 

DCE I RPC errors (RPC exceptions) occur dur:ing the 
configuration stage, plus a failure message'f;.prlnted at the end 
ofthe installation. 

There is an apparent problem with certain SD operations (for example, 
swacl) when only loopback networking is enabled. This would occur if 
the "media only" installation option is selected. The workaround is to 
install using the "media with networking enabled" option and set up 
(perhaps temporary) networking parameters: hostname, IP address, 
netmask, routing, etc. SD operations will complete normally. 

swinstall hangs during patch software analysis. 

Ifyou have created a CD-ROM that uses depots containing patches and 
the swinstall command that is loading the patches hangs, then you may 
be running into a defect in the df command. 

To be sure, type ACACAC until you get a prompt asking ifyou want to 
stop the install. Answer yes, then answer yes to push a debug shell. 
From the shell, run ps -e f and look for a hung df command. 

The problem is caused by a defect in the df command. The defect is that 
it hangs whenever it sees a mount entry with a one-character device 
string (in this case the mount device is "/"). 

The workarounds for this problem are: 

• Ifthe core OS is loaded from an archive, make sure that the latest df 
command patch is part o f that archive (PHCO _15344 o r its 
successor) 
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• Ifthe core OS and patches are both in the same depot, and you are 
using the hw _patches_cfg config file to cause loading ofthe patches, 
then add the following to your config file: 

sw_source "core patches" { _ 
pre load cmd += " . 

sed 'fA. /d' /etc/mnttab > /tmp/mnt.fix && 
cp /tmp/mnt.fix /etc/mnttab 
rm -f /tmp/mnt.fix 

• Install the latest version of lgnite-UX. 
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Installing from Archives (golden images) 

Errors: gunzip: stdin : unexpected end of file-

pax_iux: The archive is empty . 

ERROR: Cannot load OS archive (HP-UX Cor e Operating Sys tem 
Archives) 

The NFS mount probably succeeded, but the file was not accessible from 
the target machine. Check these possibilities: 

• File has a different name (check your config files). 

• File has the wrong permissions such that it is not readable (check 
I etc/ exports). 

/etc/nsswitch.confand /etc/resolv.conffiles from the archive 
don't end up on the install target. 

Ignite-UX changes some files during the configuration process, including 
resolv.conf and nsswitch.conf. lgnite-UX's os_arch_post_l and 
os_arch_post_c scripts place these files on the target system after the 
install. 

These scripts are delivered in /opt/ignite/data/scripts/. You will 
probably only need to modify os_ arch _post _l. Search on resol v. conf 
and nsswi tch. conf for directions on what to change. After the script 
has been changed, modifY your config file which describes the archive to 
point to the new script. 

pax_iux: X: Cross-device link 
pax_iux: X: File exists 

Both ofthese errors may occur when loading a system from an archive 
that does not have the same file-system partitioning as the system from 
which the archive was created. 
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The Cross-device link error is caused when two files existas hard 
links in the archive, and when the two files would end up in separate 
file-systems. For example, if you created an archive on a system that did 
not use LVM, in which case the root file system is all one file system. 
And, say you have two files: /usr/local/bin/fFand~. 

/opt/myprod/bin/f2 are hard links. This error will occur ifyou make 
an archive of this system and try to apply it to a system that uses LVM 
and has /usr and /optas separate file systems. 

The File exists error may occur when the archive has a symlink, or 
regular file, that is named the same as a directory or mount point that 
exists when the archive is loaded. This may happen for example if the 
original system that the archive was made from has a symlink like Q 
lopt/myprod -> lextra/space. And then when you are loading a system 
from the archive you decide to create a mounted file system as 
/opt/myprod. The pax command will fail to create the symlink because 
a directory exists in it's place. 

When the error happens you will be asked ifyou want to push a shell (on 
the target's console). Answer yes, and from the shell, enter exit 2 to 
ignore the error and it will continue on. Once the system is up, you can 
more-easily determine what should be done with the paths it complained 
about. 

To avoid the error, the system that the archive is created from should not 
contain hard links between directories that are likely to be created as 
separate file systems. 
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Running swinstall 

Tape not readable swinstall cannot read the tape. For exampl~ou •. may see: 
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Source connection failed for "ignitesvr:/dev/rint / Om" . 

Possible causes and fixes are: 

• 

• 

Wrong device file- Use the Actions menu in SAM's Peripheral 
Devices/Tape Devices area to show the device files for the tape drive. 

Failure reading the contents ofthe tape: 

No device file present for the tape- Use the Actions menu in 
SAM's Peripheral Devices/Tape Devices area to create the device 
files for the tape drive. 

Bad/wrong tape - Verify label on tape. Check the contents. SD 
tapes are in tar format: 

tar tvf device file I more 

For example, ifthe tape device is /dev/rmt/Om, enter: 

tar tvf /dev/r.mt/Qm I more 

You should see atar format table of contents. Ifyou do not see 
this, the tape is corrupt. 

Dirty head in DDS tape drive- Use a DDS tape cleaning 
cartridge to clean the tape head. 

( 
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Adjusting File System Size 

The absolute minimum /usr file-system sizes needed to update to 
HP-UX 11.0 are: -' -

• For 32-bit: 300 MB. 

• For 64-bit: 324MB. 

If the required file-system size for the bundle you copy to a depot exceeds 
that file system limit set by your disk installation, you will get an error 
condition during the copy process. Use l vextend and extendfs in this 
situation to create a larger file system. You might have a problem Q 
updating your system(s) ifthe /usr or /var volume is too small. 

If you try an update, swcopy determines how much disk space is 
required. If there isn't sufficient space, swcopy reports an error: 

ERROR: The used disk space on filesystem "/var" is estimated 
to increase by 57977 Kb. 
This operation will exceed the minimum free space for this 
volume. You should free up at least 10854 Kb to avoid 
installing beyond this threshold of available user disk space. 

In this example, you would need to increase the file system size of /var 
by 10 MB, which actually needs to be rounded up to 12 MB. 

Follow these steps to increase the size limit of /var: 

Step 1. Determine if any space is available by entering: 

/sbin/vgdisplay 

You should see a display like this: 

- Volume groups -
VG Name 
VG Write Access 
VG Status 
Max LV 
Cur LV 
Open LV 
Max PV 
Cur PV 
Ac t PV 
Max PE per PV 
VGDA 
PE Size (Mbytes) 

/ dev/ vgOO 
read/write 
available 
255 
8 
8 
16 
1 
1 
2000 
2 
4 

o 
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Total PE 
Alloc PE 
Free PE 
Total PVG 

249 
170 
79 

o 
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Adjusting File System Size 

Free PE indicates the number of 4MB extents available, in this case this 
is 79 (equivalent to 316MB). ~ -

Step 2. Shutdown the system: /sbin/shutdown 

Change to single user state. This will allow /var to be unmounted. 

Step 3. Enter: I sbin/mount 

You will see a display similar to this: 

I on /dev/vg00/lvol1 defaults on Sat Mar 8 23:19:19 1997 
/var on /dev/vg00/lvol7 defaults on Sat Mar 8 23:19:28 1997 

Step 4. Determine which logical volume maps to luar. In this example, it is 
/dev/vg00/lvol7. 

Step 5. Enter: /sbin/umount /var 

This is required for the next step, since extendfs can only work on 
unmounted volumes. 

Step 6. Extend the size of the logical volume: 

/sbin/lvextend -L new_size_in_MB /dev/vg00/lvol7 

For example, this makes the volume 332 MB: 

/sbin/lvextend -L 332 /dev/vg00/lvol7 

Step 7. Extend the file system size to the logical volume size: 

/sbin/extendfs /dev/vg00/rlvol7 

Step 8. Enter: I sbin/mount /var 

Step 9. Either go back to the regular init state,init 3 orinit 4, or reboot. 
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Troubleshooting Large Systems 

On a large system such as a T500 with a very larg~nmp.ber of disk drives 
(such as 50 or more), you may see messages such as these during the 
system analysis phase of cold install: 

Out of inode- can't link or find disk 
o r 
Write failed, file system is full. 
o r 
File system full. 

To reduce the likelihood o f this problem occurring, before you do the Q 
installation you should turn off any disks you don 't plan to use for the 
installation process and start over. 

Mter the system is cold-installed, you may wish to add back ali the file 
systems that existed under the previous installation, either manually or 
using SAM. However, for a large number of file systems (for example, 
over a hundred), some tables in the kernel may be too small to allow 
correct booting. This is because the newly-installed kemel contains 
default values for kernel table sizes, and does not allow for special 
configurations made to the kemel installed previously. 

For example, the first boot after adding the file systems may result in 
errar messages displayed to the console, such as the following: 

inode: table is full 
proc: table is full 
file: table is full 

The boot may fail in various ways. You may be have to do file system 
repair manually. If this is not possible, the kemel may need to be 
re-configured before booting. The following settings should allow the 
kemel to be booted, but may not be optimal for the system: 

ninode = 2048 (default is 476) 
nproc = 1024 (default is 276) 
nfile = 2048 (default is 790) 

Alternatively, you can re-configure the kemel by either raising maxusers 

to a large value, such as 200, or selecting an appropriate bundle of 
SAM-tuned parameters from the SAM Kernel Configuration Actions menu. 
Be sure to determine the correct configuration for your system. 
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tftp access 

make_sys_i.mage 
broken 

Hot-swapping 
disks 

Volume group 
erro r 

Appendix A 

Media Recovery 

When running the recovery system option frolJl a client booted in 
lgnite- UX, errors seem to point to files not bi!Tng áccessible via 
tftp. 

Only /opt/ignite and /var/opt/ignite should be needed for tftp 
access. 

Level2 make_sys_image is broken at version 1.51. 

Yes, but there is a quick fix: 

Change line 1303 of /opt/ignite/data/scripts edit 
make _ sys _ image from: 

if [ [ ${recovery_mode} != "TRUE" ]] ; then 

to: 

if [ [ ${recovery_mode} = "TRUE" ]] ; then 

Problems hot swapping disks during recovery. 

Ignite-UX supports only hot swappable disks that are completely 
installed, and not removed when creating a recovery image. Proper 
software and hardware procedures must be used for hot swap disk 
remova! or replacement before or after recovery, but not in the middle. 
The LVM command lvlnboot used by save_config does not work when 
a disk is removed and the system is in this odd state. Ifthis command is 
not working, then make _ recovery has no chance of succeeding. 

Error: The minor number of the volume group exceeds the value 
IUX can support. 

The make _ net _ recovery command check to ensure that it does not back 
up a system that Ignite-UX will be unable to recreate. 

Ignite-UX version A.x.x can only create volume groups with group 
numbers in the range O to 10. This is due to the maxvgs kernel tunable 
being set to 10 in the INSTALL kernel. In order to continue to have 
Ignite-UX work on systems with 32MB ofmemory, the kernel cannot 
have this parameter increased. 

255 



vgcreate error 

Ignite-UX B.x.x does not have this restriction dueto reductions in the 
amount of memory LVM consumes. 

make _ net _ recovery can opera te on non-root volume groups so it is not 
uncommon to see the errar with this tool. 

Possible workarounds: 

• If you got in to this situation by manually recreating the LVM device 
files, then consider renumbering them to something less than 10. 

• If using make _ net _ recovery, exclude that volume group from the 
archive. 

• Use Ignite-UX B.x.x on HP-UX 11.0/lli systems. 

vgcreate error during recovery of a 9GB disk. 

Ifyou used Ignite-UX 1.48 or 1.49 to create a recovery tape of a system 
with a 9GB disk, you may experience a failure when you try to use this 
tape. The failure would result in the message similar to the following: 

* Creating volume group "vgOO". 
vgcreate : Not enough physical extents per physical volume . 
Need: 2170, Have: 2169. 
ERROR: Command "/sbin/vgcreate -A n -e 2169 -1 255 -p 16 - s 4 
/dev/vgOO /dev/dsk/c1t15d0" failed. 

The configuration process has incurred an errar, would you like to 
push a shell for debugging purposes? [y/n] 

Either update to the latest Ignite-UX release and recreate the tape, or 
work around the problem when it happens. To work around the problem, 
answer yes to push a shell. From this shell, enter the command as 
shown in the errar you get, but add 1 to the value shown for the -e 
option. When you successfully run vgcreate, enter exi t 2 from the 
shell to continue the install. 

Online diagnostics Online Diagnostics LIF files are not restored during a recovery. 
not restored 

256 

Ignite-UX destroys the old LIF area on the boot disk and lays down new 
LIF volumes every time the system is installed. At no point during the 
installation are the old LIF volumes copied and restored to the disk. 
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Bad IPL checksum 
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Media Recovery 

To restore the LIF volumes to the disk, reinstall the application, or look 
at the SD configure scripts for the application and rerun the commands 
which put the LIF volumes in place on the disk. For example, for the 
OnlineDiag bundle, the 
/var/adm/sw/products/LIF-LOAD/LIF-LOAD-MIN/pqstinstallscript 
puts the OnlineDiag LIF volumes onto the root disk. lt uses this 
command: 

/usr/sbin/diag/lif/lifload -f /usr/sbin/diag/lif/updatediaglif 

"bad IPL checksum" error when booting BlOOO, C3000, and J5000. 

The 1.8 revision offirmware on the BlOOO, C3000, and J5000 
workstations has a defect that causes them to give a "bad IPL checksum" 
error when booting from a make_recovery tape (and possibly other 
bootable tapes as well). 

lfyou have one ofthese systems, your options are to update the system 
firmware once a new version with a fix is made available, or to use 
Ignite-UX version A/B.2.0 or later which works around the problem. 
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Network Recovery 

make_net_recovery fails when the arch ive is_2.GB._or more. 
.; 

make _ net _ recovery uses NFS to write/read the system archive from the 
client to/from the server. To manage archives greater than 2GB requires 
that both the client and server use NFS protocol version 3 (PV3). NFS 
PV3 is available for HP-UX 10.20 when the Networking ACE set of 
patches are loaded, and is standard on HP-UX 11.0. 

If you know you have NFS PV3 and are having problems, check: 

• You must be running Ignite-UX version A.2.1(on HP-UX lO.x) or 
later, or B.2.0 (on HP-UX lLx) or later. 

• Some NFS patches in the past have caused problems with >2GB 
files. These problems have been frx:ed in patches: 

10.20: PHNE_17619 (8700), PHNE_17620 (8800) 
11.00: PHNE 17247 

• Ifyour NFS server is running HP-UX 10.20 with the newer NFS 
patches, then the /etc/rc . config.d/nfsconf file h as a 
configurable parameter (MOUNTD _VER) which determines if the 
default mount should be PV2 or PV3. This must be set to 3. 

Ifyour clients are running HP-UX 10.20 with the newer NFS 
patches, the /etc/rc. config. d/nfsconf file must have the 
parameter MOUNT _VER set to 3. 

make_net_recovery version 2.0 erases volume groups that contain 
only unmounted and raw logical volumes. 

make _ net _ recovery version 2.0 has a bug which causes volume groups 
that contain only unmounted and raw logical volumes to be re-created 
but not restored, causing loss of data. When recovering a system, the 
user can specizy to not recreate these volume groups, so that datais not 
lost. However, the user will need to manually import these volume 
groups after recovery. This problem has been fixed with version 2.1. 

make_net_recovery version 2.0 and 2.1 core dumps when 
archiving more than 8 volume groups. 

This problem is fixed with Ignite-UX 2.2. 

I 

o 
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Problem with NFS make_net_recoveryversion 2.0 and 2.1 crosses and archives NFS 
mounts mounts if an essential directory has a symbolic link to something that is 

NFS mounted, and the path to the NFS mounted directory contains a 
directory which is a symlink. 

LAN address 
changes 

Volume group 
erro r 

Hot-swapping 
disks 
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This problem is fixed with version 2.2. 
_; 

After replacing the client system, the LAN address is now 
different. 

lgnite-UX uses a separate directory for each client under 
/var/opt/ignite/clients. Each subdirectory is named based on the 
client's LAN address (LANIC, LLA, MAC address, etc). Ifyou replace the 
client hardware, or even the LAN card that the old LAN address was 
based on, it will no longer access the same directory on the server. 

The simplest solution is to obtain the new LAN address, which you can 
do from the Boot-ROM console command LanAddress (actual command 
may vary from system to system). Once you have the new address, then 
manually rename the directory. You may just remove the hostname 
symlink (it will be recreated automatically). Note that the LAN address 
must be in all upper-case, and begin with Ox. 

lfyou already booted the client from the server which caused it to create 
a new directory, you can just remove that directory before renaming the 
old directory. Be careful not to remove the original directory or else you 
willloose the recovery information. For example: 

cd /var/opt/ignite/clients 

mv Ox00108300041F Ox00108300042A 

rm old hostname 

Error : The minor number of the volume group exceeds the value 
IUX can support. 

See "Volume group error" on page 255. 

Problem with hot swappable disks during recovery. 

See "Hot-swapping disks" on page 255. 
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Using a Boot-Helper System 

A system running HP-UX 10.x, 11.0, or Ui can use the lgnite-UX server 
across a gateway ifthe target system is booted via the bootsys 
command. lfthe system is booted manually, it will need a helper system 
to help it boot across a gateway, and enabling the target system to 
perform this to the local boot-helper system: 

boot lan. IP address install 

This chapter describes how to configure the boot-helper system. 

To boot HP-UX across a gateway, you need a system on the local subnet 
to provide the target with a minimum core kernel. The helper system can 
run either HP-UX 10.x, 11.0 or Ui. The setup is much simpler if the 
helper system is running HP-UX 10.x, 11.0 or Ui. 

i Doe: 
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Setting up an 
HP-UX 10.x, 11.0 
or 11 i helper 

Setting Up the Boot-Helper 

Follow these steps to setup and use a system on <! remote subnet to allow 
a client to do a network boot and then contact a -remofe Ignite-UX server: 

Step 1. Install the Ignite-UX minimum core functionality onto the helper 
system: 

swinstall -s /dev/r.mt/Om Ignite-UX.MinimumRuntime 

Step 2. On the helper, run the following command to point the INSTALLFS at the 
correct Ignite-UX server: 

/opt/ignite/bin/instl_adm -t Ignite-U.X server I P 

Verify that INSTALLFS is referencing the correct Ignite-UX server, and 
gateway for your subnet: 

/opt/ignite/bin/instl_adm -d 

Step 3. Specify a temporary IP address for the helper. On the helper, in the 
/etc/ opt/ignite/ instl_boottab file, add the IP addresses that 
clients can use to boot. The remote subnet needs to have temporary IP 
addresses to use during an initial bootup. These are located in the 
/etc/opt/ignite/instl_boottab file, and were provided during the 
initial Ignite-UX server installation. But, the remote gateway systems 

o 

cannot use these, so the boot-helper system must supply it s own. Q 
Therefore create an /etc/opt/ignite/instl_boottab file on the 
boot-helper system containing lines of the following format. (See 
/ etc / opt / ignite/instl_boottab on the Ignite-UX server for more 
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details). For example: 

15 .1. 53 .180 
15 .1. 53 . 181 
15.1 .53. 1 82 
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Using a Boot-Helper System 
lnstall Using a Boot-helper 

Boot up the target machine to the boot admin menu, and boot from the 
helper system, For example: d -

boot lan.helper_IP_address install 

If there's only one install server available on the subnet, then just enter: 

boot lan install 

At that point, the install should proceed, controlled from the server by 
default, 

lE'6c: ·3 6 9 7 ---=======--=--- - -
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Configuring for a DHCP Server 

Configuring for a DHCP Server 

HP-UX 10.20 and lgnite-UX supports retrievingnetwork information via 
the Dynamic Host Configuration Protocol (DHCP). This appendix 
describes setting up DHCP: 

• 
• 

Overview of DHCP Services . 

Setting Up a DHCP Server . 

Details of the DHCP Services. 

Enabling DHCP on a System Not Initially Configured with 
DHCP. 

DHCP Usage Examples. 

Using bootptab as an Alternative to DHCP. 

lgnite allows for setting up DHCP for use during system installation. 
This appendix is for the user who wishes to use DHCP for ongoing IP 
address management, as well as for system installation. 
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Overview of DHCP Services 

DHCP provides these features: 

• Allows for dynamically allocating IP addres~es · and hostnames. 

• Automatically supplies most ofthe networking defaults that are 
requested during a system installation or first time boot. 

• Provides for on-going IP address maintenance via a concept of an "IP 
address lease." Having a lease on an IP address means that ifthe 
system "goes away" for a specified period oftime without renewing 
the lease, then that IP address can be given to a different system O 
that request a new IP address lease. 

• Assists in re-establishing valid network parameters when a system 
has been moved from one DHCP-managed network to another. 

DHCP works best under these conditions and restrictions: 

• When a range of currently unused IP addresses can be allocated for 
use during new system bring-up. 

• When the IP address-to-hostname mapping can be made ahead of 
time (before the system to use it is inst alled). And this mapping can 
be configured in the name services database before installing a 
system. 

• When the IP address and hostname that get assigned t o a system are 
not important. A system will keep the same IP address and 
hostname for as longas it renews the lease. However, the original 
assignment is arbitrary. 

• When the person installing the systems does not desire to choose a O 
hostname for the system, but rather accepts the one already 
registered for the IP address supplied by DHCP. This will ensure 
that the system will be recognized immediately by its hostname. 
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• When existing systems that did not use DHCP before will continue 
not to use it. Or, ifthey did, they would be willing to accept an 
arbitrary hostname and IP address. This is the same as with a new 
system. There currently is no tool available for pre-loading the 
DHCP database with existing IP addresses and id~ntifying the 
systems they belong to. A tool to do this may be available in a future 
release. 

An alterna tive to using DHCP is to create I etc/bootptab entries for 
each specific client on the network. This allows for specific IP address 
mappings and greater control. For more detail, please see "U sing 
bootptab as an Alterna tive to DHCP" on page 275. 
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Setting Up a DHCP Server 

Once you have decided that using DHCP will provide a benefit, you will 
need to follow the steps below to set up a DHCP_.. ~rver. Note that only 
one DHCP server per network subnet is required. On the server system: 

• Allocate a set of currently unused IP addresses (preferably a 
contiguous block of addresses). For example: 

15 . 1 .48.50 - > 15.1.48.80 

• Pre-assign and register hostnames to the IP address allocated above. 
U sing the -h option to the dhcptools command may be useful. For Q 
example, this command creates a /tmp/dhcphosts file that can be 
incorporated in to your I etc/hosts or DNS/NIS database: 

dhcptools -h fip=15.1.48.50 no=30 sm=255.255.255.0 hn=de 
vlab## 

• Designate a system to act as the DHCP server for your network. This 
should be a system that is "always" available to it's clients. 

Use SAM to configure the DHCP services on this server: 

Step 1. AB root, enter: sam 

(you may need to set your DISPLAY variable to use the graphical version) 

Step 2. Double-click Networking and Communications 

Step 3. Double-click Bootable Devices 

Step 4. Double-click DHCP Device Groups Booting From this Server 

You should now see a screen that lists any DHCP groups already defined Q 
(there may not be any if DHCP is not already configured) . 

Step 5. To add the new group ofiP addresses which you allocated in Step 1, click 
Action - > Add DHCP Group 

Step 6. Now fill in the information on this screen. Some information may require 
additional research ifyou are not familiar with the terms or with your 
network. 

• Group Name- This can be any name that isn't already defined as 
a DHCP group. For example: groupl 
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• Subnet Address- This is the portion of an IP address that is not 
masked offby the subnet mask (see below). Ifyou don't want to 
figure this out, then just enter one of the IP addresses in the range 
you picked along with the correct subnet mask and SAM will take 
care ofthe calculation. For example: 15 .1. 48 . 50 

~-

• Subnet Mask- This depends on the "class" ofyour network, and 
basically determines how an IP address is separated into a network 
number and a host specific number. Press F1 in this field for more 
information. For example: 255 . 255 . 255. o 

• Subnet Address Pool - Press this button to select the range of IP 
addresses that you allocated in Step 1. A new screen will display 
where you can enter the Start and End address. If there are 
addresses within the range that you picked that you do not want 
allocated via DHCP, you can use the Reserved Addresses button to 
specify those (or ranges ofthem). 

• Allow Any Device Class - The SAM default allows any type of 
DHCP device to use the group ofiP address you are configuring. This 
may be undesirable ifyou use a different method (ora different 
DHCP server or group) for managing systems such as PCs running 
Windows98™ o r NT™. 

Ifyou want this range of addresses to be used only by HP-UX 
systems, then unselect this button, and in the text field provided 
enter:HewlettPackard.HP-UX 

When using Ignite-UX to set up DHCP, it will seta class specific to 
the server, and will set the dhcp _ class _ id string to match. For more 
detail, see the instl_adm manpage. 

• Automatic Allocation to Bootp Clients - Leave this option 
disabled. Enabling it will cause problems for bootp devices such as 
printers and terminais which rely only on their preconfigured server 
to respond to their boot request. 

• Accept New Clients- Leave this option enabled. 

• Address Lease Time - The lease time should be set sufficiently 
long so that if a client system is temporarily out of service (off) for a 
time, its lease will not expire too soon. 

Infinite leases will never expire and disable the IP-address 
reclamation features of DHCP. For example: 2 weeks. 
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• Boot file narne - You can leave this field blank. 

• Additional Pararns- There are many parameters that can be 
specified in this screen for such things as the default routers, time 
server, DNS server, and NIS domain. You can specifY as much oras 
little as you like in this area. -

• Callback Routines- None are necessary. 

Step 7. Once the parameters are all filled in, then press OK on the Add DHCP 
Group screen. SAM will then make the modifications to the 
I etc/ dhcptab file. 

Step 8. Click Action -> Enable Boot Server (if it is not already enabled). 

New systems that are installed with HP-UX 10.20 or newer version or 
booted with a pre-installed HP-UX 10.20 or newer version should now 
contact this server to get an IP address lease and other network 
information provided by the server. 

Details of the DHCP Services 

• When cold-installing HP-UX 10.20 or newer: 

The installation tools will broadcast out on the network for any 
available DHCP servers. The first server to respond will be chosen to 
provide the default network information that the user is presented 
with. 

In the network parameters screen during a cold install, you see the 
question: "Is this networking information only temporary?" 
Responding yes or no answer to this question implies the following: 

no (the default) means that ifthe IP address and hostname were 
leased from an DHCP server, then that lease will be retained 
after the install is done, so that the first boot of the system will 
attempt to renew the same lease. 

yes implies that the IP address and hostname lease should be 
returned to the server after the installation is complete. In this 
case, the first system boot will try to get a new lease. This is most 
useful when the system is being installed on a network that is 
different from its final destination. 
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Setting Up a DHCP Server 

This answer to the question can also be set in the configuration 
file with the instl_ adm command using the keyword: 
is_net_info_temporary 

When automating system installations, the DHCP services allows 
systems to get networking information without mllpping the 
lgnite-UX configuration files. For more inforínation, see instl_adm 
(1M) and instl_adm (4). 

When a system boots for the first time (either after a cold install or 
the first boot of a pre-loaded (lnstant lgnition) system): 

With HP-UX 10.20, the auto_parms and set_parms tools (they let 
you configure the system identity and basic configuration 
parameters) will invoke the dhcpclient, which will broadcast out to 
finda DHCP server. The server, in turn, provides a default set of 
networking parameters. 

With HP-UX 11.0, you are asked ifDHCP should be enabled and 
used (by set_parms). The default is to not use DHCP. 

In both cold install anda first boot of a pre-loaded system, ifthe user 
chooses not to use the IP address given by the DHCP server, the tool 
will inform the DHCP server that it can release the lease on it and 
give it to someone else. 

• At each system boot: 

If a client system was initially set up using an IP address that was 
leased by a DHCP server, that client will check to ensure that the 
lease is still valid at each boot. In addition, the system will start a 
daemon process (dhcpclient -m) that will maintain and renew that 
lease while the system is running. 

If a system cannot contact the DHCP server from which it originally 
got the IP address lease, it will try to contact other DHCP servers in 
order to determine ifit has been moved to a different network. Ifthis 
is the case, the system will write a message to the auto _parms log 
file (/etc/ auto_parms .log) indicating that it has detected a move to 
a new subnet and that it is attempting to request a new lease. If the 
new lease request is successful, new networking configuration values 
supplied by the DHCP server will automatically be applied. 
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Setting Up a DHCP Server 

NOTE 

Enabling DHCP on a System Not Initially Configured 
withDHCP 

If a system has been set up without using DHCP, but you would like to 
start using it, the following steps may be taken . . ::. 

The system's hostname and IP address may change based on what the 
DHCP server assigns to it the first time it boots. 

There are two methods for enabling DHCP on a system that is not 
currently using it: 

Enable DHCP 
using SAM 

TIP 

272 

~ 

Step 1. As root, run: sam 

Step 2. Double-click Networking and Communications 

Step 3. Double-click Network Interface Cards 

Step 4. Highlight the card on which you wish to enable DHCP. 

Step 5. Click Actions -> Configure 

Step 6. Click Enable DHCP 

If Enable DHCP appears grayed-out, use the alterna te method below. 

Step 7. Click OK and exit SAM. 

Your system will now begin using DHCP after the next reboot. Please 
note that all of the current networking parameters will be overridden 
with new values supplied by the DHCP server. !f for some reason the 
system cannot contact a DHCP server during the next reboot, it will 
continue to use its current networking parameters. 

If you suspect that your system had problem contacting the DHCP 
server, examine I etc / auto _parms. log to determine if the lease request 
was successful. 
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Alternate method You can also enable DHCP over a particular network interface using a 
text editor such as vi o r emacs to edit the I etc/ r c. conf ig. d/netconf 
file. In the header o f this file, you will find some brief instructions 
regarding a variable named DHCP _ ENABLE. This variable is tied by an 
index number to an individual network interface. For example: 

Appendix C 

INTERFACE_NAME[O]=lanO 
IP_ADDRESS[0]=15 . 1.50.76 
SUBNET_MASK[0]=255.255.248.0 
BROADCAST_ADDRESS[O]="" 
DHCP_ENABLE[O]=l 

Here, the variables are instructing the system to use the lanO interface 
when attempting to contact a DHCP server. Similarly, ifthe lease 
request is successful, the above IP _ ADDRESS variable would be updated 
to reflect the new value supplied by the DHCP server. 

I f the DHCP _ ENABLE variable was set to o or if the variable did not exist, 
no DHCP operations would be attempted over the corresponding 
network interface. 

As noted in the first method of enabling DHCP, ifthe variable 
DHCP _ ENABLE does not exist for a particular interface, SAM will display a 
grayed out DHCP enable button. 

In this case, you will need to add the variable definition to a specific 
interface variable block. As an example, you would need to add 
DHCP_ENABLE [2] =1 to the following interface variable block in arder to 
enable DHCP on the lanl interface: 

INTERFACE_NAME[2]=lanl 
IP_ADDRESS[2]=15.1.50.89 
SUBNET_MASK[2]=255.255.248.0 
BROADCAST_ADDRESS[2]="" 

The contents of /etc/rc. config. d/netconf for this definition block 
should now look like the following: 

INTERFACE_NAME[2]=lanl 
IP_ADDRESS[2]=15.1.50.89 
SUBNET_MASK[2]=255 . 255.248.0 
BROADCAST_ADDRESS[2]="" 
DHCP_ENABLE[2]=1 

Correspondingly, you could disable DHCP over a particular interface by 
setting the variable to O. 

Again, as in the first method, the system will only begin using DHCP 
after the next reboot. 



/~ 

(

\_) I . "\ 

~ -'~ 
:_, ./ '6-, " l\ 

\ ' y ~ ... 
\s) poo~ ring for a DHCP Server 
· ______ .Settmg Up a DHCP Server 

DHCP Usage Examples 

To enable a DHCP server to respond only to specific clients during an 
installation, use instl_ adm to configure specific dhcp _ class _ ids. 

Your situation might fall into one ofthese catego:cies: -- ,.. 
d 

• The network has a DHCP server that manages the whole network, 
and the clients doing installations will be using the addresses from 
this server permanently. In this case, do nothing since this line is 
entered in INSTALLFS file by default: 

is_network_info_temporary=false 

• The network has a DHCP server, but the user would like to manage a 
small group o f temporary IP addresses, just for use in doing O 
installations, and the clients will get reassigned new addresses when 
deployed. 

Step 1. Set up DHCP on Ignite-UX server. 

Step 2. Use a unique dhcp_class_idin both the dhcptab and the 8KB config 
file. This dhpc _ class _ id could include the server's hostname. In this 
case, enter the following in INSTALLFS using instl_ adm: 

is_network_info_temporary=true 

Step 3. Enter your class ID as the following in the dhcptab and INSTALLFS: 

dhcp_class_id 

Ifyou have a non-HP server that does not recognize dhcp_class_id, 
specify the server using the dhcp _serve r keyword instead. 

• The user would like to setup the Ignite-UX server as a 
"departmental" DHCP server, in which case the IP address leases o 
are permanent, but they will be isolated to the department's DHCP 
server. 

Step 1. Set up DHCP on the Ignite-UX server. 

Step 2. Enter this line: 

is_network_info_temporary=false 
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Step 3. And enter your class IDas the following in the dhcptab and INSTALLFS: 

dhcp _ class _ id 

(Or use the dhcp_server keyword as explained in the previous Step 3 
above.) 

•· 
Use a unique dhcp_class_idin both the dhéptab and the INSTALLFS 

file. This dhcp _ class _ id could have the server's hostname in it. 

• You want to start using DHCP with this server managing the whole 
network. Refer to the preceding sections, lusr I sbinl sam, and the 
sam(1M) manpage for this procedure. 

For more information, see the setup_seruer (1M) and bootpd (1M) 
manpages. 

Using bootptab as an Alternative to DHCP 

If you want to have more control over the allocation ofiP addresses and 
their mappings to your clients, you can configure entries in 
letclbootptab for each client. Because BOOTP protocol is a subset of 
DHCP protocol, the client's request for a DHCP server will be satisfied 
with the BOOTP response. 

lfyou also specify a boot-file (bf) of loptlignitelbootlboot_lif in the 
bootptab entries, then you do not need any additional entries in 
letcloptlignitelinst_boottab. In this case, you would then boot the 
clients using boot lan instead of boot lan install. Only clients 
known in letclbootptab would be able to boot ifyou do not use 
instl boottab. 

A minimal example I etclbootptab entry is shown below (use your own 
hostname, IP address, hardware address, and subnet mask). Other 
networking information may also be specified here or via instl_ adm. 
Specify the lgnite-UX server's IP address with the instl_adm -t option. 

sysname:\ 
hn:\ 
vm=rfcl048:\ 
ht=ether:\ 
ha=080009352575:\ 
ip=l5.1.51.82:\ 
sm=255.255.248.0:\ 
bf=/opt/ignite/boot/boot_lif 

--------·--------
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Background Information on DHCP Design 

The DHCP protocol is implemented as extensions to the BOOTP 
protocol, and in fact the HP-UX DHCP server daemon and the BOOTP 
daemon are the same: bootpd. This daemon reads two configuration 
files: I etc/bootptab and I etc/ dhcptab. -

The mapping of systems to IP addresses and lease time information is 
kept in the DHCP database file I etc/ dhcpdb. Some amount of 
management ofthis database is provided by the dhcptools command. 

On the client side, a command called /usr/lbin/dhcpclient is used to 
contact the server to get an IP address lease. This command has the 
ability to broadcast out onto the network prior to the network interface 
~~@~. o 
The dhcpclient also serves as a daemon process that sleeps until the 
time that it needs to renew the IP address lease, at which time it will 
re-contact the server where it got the originallease in order to extend it. 

The dhcpclient command is not intended to be run by users directly, 
and is called by other tools during system bootup and installation. 

For More Information 

See the auto_parms (1M)and dhcpdb2conf (1M) manpages for more 
information regarding the networking parameters which DHCP can 
supply. 

More general information on DHCP can be found in the following 
locations: 

• Manpages: 

bootpd (1M) 
dhcptools (1M) 
auto _parms (1M) 
dhcpdb2conf (1M) 

• Web: 

www.dhcp.org 
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mirrordisk/ux license for servers 

product details & specifications 

overview 

MirrorDisk/UX License for Servers 
lntroduction 

MirrorDisk/UX software prevents data loss due to disk failures by maintaining up to thre1 
data on separate disks. Applications can continue to access data even after a single dis 
addition, you can perform on-line backups to avoid user and application disruption. 

To preveni the failure of a single 1/0 interface from causing a system failure, HP recomn 
mirrored disks be connected to separate interface cards. 

Features and Benefits 

1 No sinqle ooint of failure - seoarate controllers/oower suoolies 
1 Up to 3· Nay disk mirrorinQ 
• On-line backup while maintaining mirroring 
• Application transparency 
• Dynamic mirror configuration 
• Selective mirrar of data 
• Fast data synchronization 
• Menu-driven administration tools 

Because high availability solutions require full-time access to data, HP has developed N 
to provide mirroring capability within the HP-UNIX® Operating System (HP-UX) environ1 

MirrorDisk/UX, the mirroring component of Logical Volume Manager (LVM) from the Op• 
Foundation (OSFTM ), prevents data loss by maintaining up to three copies o f data on se 
This enables data to remain intact after a single disk or interface card failure. 

MirrorDisk/UX can mirror a disk partition, including the root and swap partitions. lt suppc 
of raw disk access as well as file system access. MirrorDisk/UX can increase inpuUoutp 
performance depending upon the mix of disk reads and writes . 

Because MirrorDisk/UX works with the HP-UX kernel to manage the mirrored disks, it is 
to the applications, which require no modification. 

MirrorDisk/UX allows customers to perform a backup by taking one disk of a mirrored pé 
while the other disk continues to service applications. As the backup is being performed 
occurring to the online disk are maintained in table memory. Upon completion of the bac 
procedure, a fax! update is dane to synchronize the disks while application continuity is 
To prevent the possibility of data loss caused by a failure during a backup, three-way mi 
provides a fully redundant mirrored pai r while lhe third copy is being backed up. 
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additional product information 

product #: 
version: 

software 
specification: 
price: 

» support 

82491BA 

Server, HP-UX11 .00 
Server, HP-UX11.11 

$1017.00 Per Processor License 
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© 1994-2003 Hewlett- Packard Company 
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hp servers rp5430 

ond rp5470 

hp rack-optimized 
rp5430 and rp5470 

servers 
enlry~evel UNIX® servers 

hp rack-optimized servers can help you be 
always on, always there, always connected 
hp servers rp5430 and rp5470: smart, simple, stress-free 

In todoy's economy, whether 

you're monoging your own 

IT infrostructure ar hosting 

someone else's, you hove to 

operote with o foster time-to­

solution, within budgetory 

constroints, ond with the 

highest stondords for customer 

service ond operotionol 

efficiency. 

To creote ond run on 

infrostructure for on olwoys-on 

business, you need o 

computing plotform thot will 

support the woy you-ond 

your customers-do business. 

The HP Servers rp5430 ond 

rp5470 give your business the 
fostest-ond most relioble­

meons of succeeding in this 

new business environment. 

The HP Servers rp5430 ond 

rp5470 deliver the proven 

performance, scolobility, ond 

high-ovoilobility copobilities 

of UNIX-without high 

mointenonce requirements ond 

costs. And they give you plenty 

of roam to grow. You con start 

ot o low-price entry point ond 

scole up to the leoding 4-woy 

UNIX performance-in the 

some rock-optimized form 

foctor, without penolty. And 

with its industry-leoding 

solution portners, HP hos 

developed business solutions 

surrounding these servers thot 

ore tested, eosy to deploy, ond 

eosy to monoge. 

With HP Servers rp5430 

ond rp5470, owning ond 

operoting o UNIX server is 

smort, simple, ond stress-free. 

smart 
HP Servers rp5430 ond 

rp5470 offer leoding entry­

level server performance, 

dynomic scolobility, ond 

unmotched investment 
protection-oll in o rock­

optimized pockoge-moking 

them the smort choice for the 

most demonding opplications. 

leading performance­
scalable functionality 
• industry-leoding OLTP 

performance 

• mossive bondwidth 

for 1/0-intensive applicotions 

• 7U-height ond pocked with 

CPUs, memory, ond 1/0, 
plus the obility to scole 

subsystems without 

compromise 

• rock-optimized to moke the 

best use of voluoble doto­

center floorspoce 

unparalleled investrnent 
protection 
• industry's only in-box 

upgrode from 2-woy to 

4-woy UNIX computing 

• built-in growth poth to 

the HP Server rx5670, 

feoturing Intel® ltonium® 2 

processors 
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tç~v~~, solutions for business-criti~:~.~:~puting 
h • k' • operating leases with a variety of attractive terms 

·'-....._wp·mhc:,:.sS easy 
5430 

d 
5470 

HP ff . b" . • the Tech Refresh program for cost-effective upgrades to stay on the 
11 IHt' ervers rp an rp , o ers a umque com mat1on I d. d f h 1 ea mg e ge o new tec no ogy 

of solutions designed to help you get started quickly and manage your b dl d S I . F" l"d d · l"fy 
IT environment effectivel . • un e o ut1on 1nance program to canso 1 ate an s1mp 1 

y financing arrangements 

hp-ux: robust, proven enterprise operoting environment for mission­

criticol opplicotions 

• industry-leading performance, scalability, availability, manageability, 

and security 

• pre-packaged, integrated, and production-ready operating 

envi ron ments 

• industry-leading Windows® and Linux interoperability 

• centralized software updates that are timely, simple, and efficient 

• powerful alliances with industry-leading software vendors and systems 

integrators to deliver robust solutions from e-commerce to enterprise 

resource planning (ERP) and beyond 

leoding-edge monogement copobilities with 

hp-ux virtual portitions ond hp-ux worklood monoger 

• system resource optimization enabling multiple workloads to run 

simultaneously on the some server, each with their own instance 

of HP-UX 

• improved security and server availabilty through complete software 

and operating system isolatiorr 

• HP-UX Virtual Partitions integrate With HP-UX Workload Manager for 

the most efficient resource distribution across partitions, in a single 

serve r 

• base offering complementary with HP-UX 11 i for your 

HP Server rp5470 

integroted monogement copobilities 

• HP Servicecontrol Manager and integrated HP Secure Web Console 

capability for full remate management, including centralized 

configuration of multiple servers 

\ 

the right server for today' s applications 
ERP (supply-chain managemen~ 

High avoilobility, leoding-edge monogeobility, and scaloble performance 

supporl demonding end-tCH!nd enterprise opplicotions. 

broodbond 
The combinotion of leoding performance, 1/0 throughpul, and copocity 
ond high ovailability with end-ICH!nd solutions delivers more powerful, 
reliable broodband services. 

Internet infrostructure 

Highly scalable, reliable, and manageable Web server, caching server, 
lood balancing, e-commerce server, firewalls, or mail server. 

e~commerce 

leoding performance and 1/0 bandwidth, in-box scalobility, rack­
oplimized form foclor (five per slondord 2-meter rack), high ovoilability, 
and Internet management fealures. 

te<hnicol computing 
leoding performance and throughpul, N+ 1 redundanl campcnenls, 
extensive memory copabilities, and dustering solutions to meet the 

demands of compulalion, NFS file serving and praducl dota managemenl, 
ond Web hosling. 

instant capacity on demand fo r your 
hp server rp5470 
iCOD 

• instant activalion of incrementai CPU power when you need it 

• pay only for the processi~~:Power-'you use 

temporory capocity for iCOD 

• temporary activation of incrementai CPU power for a limited period 

• ideal for short-term, predictable processing demands 

stress-free 
make your business your focus 

The HP Servers rp5430 and rp5470 handle the demands of users 

efficiently and reliably-so you con concentrate on running your o 
business, not managing your IT resources. 

high ovoilobility for continuous operations 

• a rich set of in-box high-availability features 

• affordable high-availability clustering solutions based on 

industry-leading HP MC/Serviceguard 

• self-healing capabilities, a first for entry-level servers- proactively 

avoid faults to improve uptime 

• a criticai building block for your always-an e-business needs 

total solution suppart 

• options ranging from Web-based services to the industry's only 

6-hour call-to-repair commitment 

• "one-stop" solution support delivered with partners such as Cisco, 

Oracle®, SAP, i2, lnktomi, and many more 

best UNIX server family-top to bottom 
The low-cost entry point to the two-way HP Server rp5430 through the 

more scalable HP Server rp5470 are pari of the powerful HP UNIX 

server line-servers that set the standards for business-critical co~ puting 
and total cosi of ownership. Simple in-chassis upgrades let you move up 

the line as your business grows. HP UNIX servers provide the hardware 

foundation for an Internet infrastructure that is always on. Combinio 

leading technology with proactive and reactive services, HP offers 

complete, end-to-end solutions that include hardware, software, 

applications, services, support, consulting, and an extensive portfolio of 
experienced partners, so you can get to market quickly with a single 

source of expertise. The HP UNIX server fomily is robust from the top to 

bottom-from the high-end HP Superdome; through the HP Servers 

rp8400 and rp741 O, the midrange performance ond price/ 

performance leaders; and to the scalable entry-level HP Servers rp5430 

and rp5470. Rounding oul the fomily are the hyper-dense HP rp2400 

series servers for Internet applications and branch offices. 
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smart 

1-4 (rp5470) or 1-2 (rp5430) 875MHz PA-8700+ CPUs with 2.25 MB 
on-chip coche per CPU or 750MHz PA-8700 CPUs with 2.25 MB on-chip 
coche per CPU 

Up to 16 GB (rp5470) or up to 8 GB (rp5430) SDRAM memory with 
advanced ECC protection 

Up lo 10 (rp5470) or 6(rp5430) PCII/0 slots with 3.2 GB/s (rp5470) or 
2.3 GB/s (rp5430)1/0 bandwidth 

Core 1/0, including 10/1 OOBase-T LAN with auto speed-sensing, a second 
10/1 OOBase-T suppcrt LAN, Ultra2 LVD SCSI, and RS-232 

Up to 4 internai 36 GB, 73 GB, ar 146 GB Ultra320 SCSI hot-plug high­
uptime disks 

1 internai DVD or DAT drive 

7U chassis with up lo 5 servers per slandord 2-meler rack; also avoilable in 
slandalone (pedestal) configuralion 

Easy in-box upgrades from lhe rp5430 to lhe rp5470 

Supporl of Intel ltanium Processar Family as well as PA-RISC processors 

simple 
Built-in unlimited user license for proven 64-bit HP-UX 11 i and 11 .O 

HP Virtual Partitioning for the rp5470 

lntegroted HP Secure Web Console ond Servicecontrol Monager for full local, 
Web, ond remate contrai of servers 

Flexible financing progroms 

lnstant capacity on demand (iCOD); tempcrary capacity for iCOD 

HP globol deployment and partner integration services 

HP On-site Solulion consolidated manufacturing, streamlined product assembly 
and testing, and state-of-the-orl integration 

stress-free 
Error-correcling coche, parity checking on ali buses, memory scrubbing and 
pcge de-ollocolion, dynomic processar resilience, ond de-ollocotion of 
opplicolion processes 

Dual Ultra 2 SCSI buses and controllers for mirrored slorage 

Hot-swap, redundanl pcwer supplies and fans; redundanl, hol·plug PCI; 
Ultra2 SCSI hot-plug disks 

lntegroted Evenl Monitoring Service (EMS) 

Built-in fault monogemenl system with seporole support processar ond bus 

lntegroted wilh HP MC/Serviceguard, HP Toptools for Servers, ond enterprise 
monogemenl software such as HP OpenView ond CA Unicenter 

Pre-tesled and pre-inlegroted workgroup clustering solutions bosed on 
HP MC/ Serviceguard 

3-yeor on-site service worronty ond HP services ond supporl options ranging 
from Web-based supporllo mission-crilical, 6-haur Call-ta-Repair commitmenl ; 
includes fu ll solution supporl for hardware ond software 

Superior performance over comparable systems, with plenty of headroom for 
growth 

fasl and reliable processing pcwer for frequently occessed data 

Easily handles 1/0.inlensive applicotions and allows the syslem lo scole 1/0, 
CPUs, and memory withoul compromise 

Provides easy, ready-to-go nelworking.,; ccrpabiliti..:S 

Store criticai doto with mossive internai capacity 

Prolecls criticai data 

Oplimizes use of Aoor space and delivers high-performonce density in a 
racked configuralion 

Archilectural scalability ensures these servers can grow with the business, 
maximizing Rexibility and inveslment prolection 

Provides investment proleclion through dual growth palhs 

Proven, enlerprise UNIX operating system for mission-critical applications 

Maximizes usage of computing resources 

Provide complete single-system and multisystem administration copobilities, 
including a range of security features, from ony browser-bosed PC 

Moke inilial ownership ond modular growth easy ond offordoble 

lmmediale access to CPU power when you need il, eilher permanently ar 
temporarily 

Offer guaranteed error-free solution deploymentto reduce implementation 
time and cosi 

Ensure superior quality and faster delivery 

Built-in high-ovailability features deliver superior leveis of 
• errar correction, 
• errar conlainment, 

• data prolection, and 
• serviceability 
ta help maximize uptime for business-critical workgroups and applications 

Provides superior system uptime through conslanl, proaclive fault avoidance, 
detection, and notification; monitors power, cooling system hardware, 
processors, memory, HP-UX resources, ond externai storoge 

Deliver complete, reody-to-go solutions for cluslered high availability that 
eliminale ali single poinls of failure, ai an affordable price 

Reduce nsk through worldw,d-;:~~~~~f;,b:;-;ess<r~~al co:~-:;;~~;~~-~ 
"ane slop shoppmg" for supporl through parlnersh,ps w1th CISCO, Orocle, SAP, 
BroodV1S10n. lnktom1, ond olh er> 
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SMP configuration 

supparted OS versions 

minimum/moximum memory 

on-chip coche (data/instr) 

total 1/0 slots 

internai removable media boys 

maximum infernal disk capacity 

standard 1/0 leatures 

1 to 2 CPUs 

HP-UX 1 1 i PA-8700+ 
HP-UX 11 .0, 11 i PA-8700 

512MB/8GB 

1 .5 MB/750 KB 

6 

584 GB (4 disk bays) 

1 to 4 CPUs 

HP-UX 11 i PA-8700+ 
HP-UX 11 .0, 11 i PA-8700 

512MB/16GB 

1 .5 MB/ 750 KB 

10 

584 GB (4 disk bays) 

Ultra2 SCSI, 1 OOBose-T lAN, 3 RS-232 parts, 1 OOBase-T support LAN, and " 
Web-based console 

supparted l/O connectivity Ultra2 SCSI RAID, Ultra2 SCSILVD (single- and dual-port). FWD SCSI (single- and 
dual-pari). Fibre Channel, Gigabit Ethernel, 1 OOBase-TX (single- and quad-part), 
1 OOBase-FX, ATM 155 Mb/s (MMF, UTP-5). ATM 622 Mb/s (MMF). FDDI dual­
attach lAN, Taken Ring 100 Mb/s; X.25/FR/SDlC (dual-por!). multiplexer 
(8- and 16- ort) 

electromagnetic inlerference Complies with FCC Rules and Regulations, pari 15, as a Closs A digital device; Manufacturer's Declaration to EN 55022 
levei A; VCCI Registered, Class I; Korea Rll 

A.C input power 

moximum current requirements 

moximum power dissipolion 

physical dimensions 

aperating temperature 

nonoperating temperature 

maximum rufe oi temperoture change 

operating relative humidity 

nonoperating relative humidity 

operoting altitude 

nonoperoting altitude 

compliance model number 

for more information 

100- 240V 50/ ~OHz 

13.8A at 110V 

1283 watts 

Depth: 774 mm (30.5 in) 
Width: 482 mm (19.0 in) 
Height: 368 mm (14.5 in)/7 ElA units 
Weight: 68 kg 1150 lb) 

+5° to 35°C (41 o to 9SOFJ 

-40° to 6SOC (-40° to 149°F) 

20°C/hour 

15% to 80%, noncondensing, max. wet bulb@ 26°C 

5% to 90%, noncondensing 

To 3.0 km (10,000 ft) obove sea levei 

To 4.5 km 115,000 ft) obove sea levei 

RSVL · O 1 05-A 

Contad ony cJ our worlcfwide soles olrices or 
HP Chonnel Partners (in lhe U.S. coii):S00-637-7740) __ 

;; .or visit lhe HP 5e1W1$ Web sile ot _..,. __ "...,. · ... ., ·· · -~ 

wwwJapmm/go/S«YetS or . 
,_,www~/go/rp5A30 or·· · · · · ""'l<W-" _,..__ .... ......_,...,..~.~ 

,.,_,wwwbp.rAim/go/rp5470 ···· __ ,~,. p···• ·. ::-.... .rt .... • ~~~t~ 
iiHP'p.oê:luC:t i;.r;,mQfion ànd teêlinical dôru~toii~;; ~~-::-=: 
traie ovailoble online:•tn oddition; configuration taols · · · .. · · :l 
J'Ofond pricing informotion ollow registered users to · ~-. """· 
11-'-- orders online: -::'.·' ~- : ~::'-:i"1'::..-~- ·· .. ,, •• ,_~­
~~r .. _, ~ · -~-~:,_;..,._: .. f_·,:,~~~-~~ -• -... .: .. ~;.,-_ ·4., 

':•OH ~Company,LP. Theinlonnation-lnedhenlin isdljocl " 
.., ..... ~ IIQiice. ""on,_---.lorlf'JI!Qd&a:band.Sihiclls_ .. lodlin 
.. _,__,_,-~ .. oud1 prod&a:band -as. Nollü .. '-"' 
shoo6l be con.....t"" conlfi!Uiing on oddltiOnal _,.,_ HP tl!all 1101 be liable lar -...... -........ ~ ..... 

_. ___ ..,...._. ...... Qipcnlaifn·-UIIIods.iifiid 
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hp serviceguard 
extension for RAC 

n v e n t 

proven, flexible high-availability solution 

the challenge 

To maintain and manage a highly available mission-critical 

parallel database environmenl 

the solution 

HP Serviceguard Extension for RAC 

business benefits 

• data protection 

• application availability 

• ease of managemenl 

• flexible and easy deploymenl of applications 

• expert consulting and support services 

To best meel data cenler requiremenls for availability, flexibility, 
:md scalability, HP offers a robusl architecture that combines 

multiple compulers inlo enlilies called "cluslers." The syslems­

::>r nades-oi a cluster are connected in a loosely couplec 

manner, each maintaininq its own separale processorls). 

memory, and operalinq syslem. Special communicalion~ 

protocols and system processors bind these nades loqethe1 

:md allow !hem to cooperate to provide oulslandinq levei~ 

:>f availability and flexibility for supporlinq mission·critica 

:~pplicalions. 

Clusters maintain strict compliance to the principies of open 

systems. There are no propriety APis that force vendar 
lock·in and require substantiol development investment. Most 

opplicotions will run in o cluster without any modilication ot oll. 
And only stondords-bosed hardware components such os SCSI 

ar Fibre Chonnel storoge devices ond FDDI Ethernet LANs are 

usecl--lo creote o cl uster. 

Doe: 
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{ ~sle[S pr vide o cost-effecl1ve, flex1ble arch1tecture for meelmg 
·~· e demqr ing requiremenls of lhe commercial UNIX® market. . V r;_, 

. Build frf9-" the superior copabilities of HP Serviceguard, 
_-. r-:~ Se · eguard Extension for RAC (formerly called 

._....::.......,ceguord OPS Edition) ollows a group of HP 9000 servers 

to be configured os o highly ovai lable clusler that supporls 
Orocle9i Real Application Cluster (RAC) on both HP-UX PARISC 

and Intel® ltanium'M Processar Fomily platforms. These two 

products are lightly inlegrated lo provide lhe besl ospecls of 
HP enlerprise cluslers and Orocle00 relational databose servers: 
high availability, data inlegrily, flexibilily, scolabi lity, ond 

reduced databose adminislralion cosls. 

scaling beyond one system 

Oracle9í RAC-enhancing scalability 

With lhe introduction of Oracle9i Real Applicalion Clusler 

(RAC), lhe unique architeclure of a Serviceguord Extension 
for RAC clusler enables lhe full aggregale processing power 
of up lo 16 nades lo access lhe database, increasing overal l 
throughpul for certoin kinds of applicalions. Examples of 

applicalions that can benefit from lhe performance gains and 

scalability of this clusler include query-inlense applicolions such 

as decision support, applications that generale rondam reads 

and wriles lo very large datoboses, and opplicalions that 

access separale partilions of lhe database. 

enhancing performance 

The new HP Hyper-messaging Prolocol wilh Orocle9í RAC 

provides high-bandwidlh, low-latency server-to-server 

communicalion lhol promises lo deliver superior inlerconnecl 
performance. 

serviceguard extension for RAC 
Serviceguard Extension for RAC provides ali of lhe funclionality 
needed lo support lhe Oracle9i RAC environment on HP 9000 
servers. The major components of Serviceguard Extens ion for 
RAC are listed here. 

• cluster manager: eslablishes ond monilors lhe cluster members 

and monitors various companents within each node 

• cluster membership: informs RAC obout system fa ilures to 

facilitole fast dotabase recovery 

• package manager: monitors and contrais packages 

containing highly ovailable applicalions 

• network manager: detects onçl. recovers from card and cable 
foilures .i 

• shared logical volume manager (ships w ith HP-UX): provides 

the bosic funclionality lo share physical disks and buses 
between the nodes 

Serviceguard Extension for RAC also provides further 
enhoncements to lhe environmenl needed to supporl mission­

critica l appl ications. Special funclionality is included to 

significanl ly enhance lhe avoilobilily of each node wilhin 'O 
clusler ond to provide extra proteclion for database mtegn 

Since high avai lability is a primary design goal, this cluster 

has been created with no sing le point of fo ilure. The data disks 

are mirrored via o disk orray, and mulliple LANs are used. 

o 
nodel disk orroy node2 

.L .4 

pkgA I 
r-li-
- I 

i 
RAC 
instl 

redundont RAC doto, 
logs ond control files 

DML ond heortbeot subset 

heortbeot/ doto subset 

d1ents 
I I I 

r " 
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addresses the increasing demand for systems 
consolidation 

ROl 
• inlegralion with HP Pay per Use offers a cosl­

effedive disasler-tolerant solulion lhal is unique 

lo HP 

. <I~, \ \ 
one call, one voice ( I I ~u· p \ c' 1--.J •. 
hp and Orade: joint facilities '\( L. _ "-- :-· 
To provide consulting and supporl experl ise for cuslomers 

working wilh enterprise clusters, HP and Oracle maintain joint 
facilities staffed with lechnical experls. These facilities are 
available for developing proofs-of-concept for new projects, 
executing benchmarks, and performing sizing aclivities for 
enlerprise cluslers. 

support services 

HP underslands that ensuring a highly available mission-critical 

environment meons moretfTon ju91· having the right technology­

it is jus! os criticai lo hov~ lhe right IT processes ond support 
services in place. Thot's why HP hos creoted o comprehensive 

portfolio of services, ranging from consulting, educolion 

ond training, ond disaster planning ond recovery services 

lo mission-crilicol supporl for HP hardware and software 

products-including Serviceguord Extension for RAC. 

• personalized systems support (PSS) : a comprehensive support 

solution. PSS combines prooclive occounl services with 

industry-leoding technicol ossislonce to help you improve 
operotionol effectiveness ond successfully monoge ond 
implement chonge within your IT environmenl. 

• business continuity support (BCS): emphosizes downlime 

prevention through continuous improvement of your IT 

infroslruclure, lhe besl mission-critical processes, and constonl 

vigilance. BCS slarts with an extensive assessment to identify 

ond onolyze areos thot pu! avoilability ond service-level 

requirements ai risk, and then it presents recommendotions 

to minimize these risks. 

• criticai systems support (CSS): provides lechnical experlise 

through an integroted combinolion of prooclive services 

ond los! problem resolution to meel lhe demands of your 

computing environment. Also avoilable through CSS is a 

portfolio of technicol services designed to minimize system 

problems and downtime ond lo help you moke more effective 

use of technology. Areos of interest include high-availobility 
technologies, performance anolysis, chonge planning, security 
review, ond system odministrot ion. 
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(~~J~ hp •eN;~ 
~u/econlinued prooctive monogemenl of your cluster is 

criticai to ensuring high availability HP has introduced an 

additional lechnical service to help increase cluster availability 

and stability. 

• hp cluster consistency service (H8395An-delivers a 
diagnoslic tool for spotting polential disruplions lo criticai 

applications by identifying cluster configuralion problems 

before they occur. 

benefits of hp services 

By taking advantage of HP services, you wi ll realize 

major benefits : 

• reduced implemenlalion lime with experlise, 

portnership, ond honds-on ossislance from your 
ossigned high-ovailobility-<:ertified HP leam 

• decreased IT crisis risk ond exposure through robust 

proactive services 

• increosed availability due lo improved environmenl 

stability ond rapid problem resolution through established 
and proven processes 

• maximized end-user productivity thanks lo optimized 

processes ond syslem performance 

• comprehensive planning supporl using proven 
HP methodology 

more information 

For more informotion, pleose visil our Web sites oi 

www.hp.com/hps 
www.hp.com/ go/financialservices 

Intel ond ltonium ore lrodemorks ar reg islered trodemorks of Intel Corporotion 
in lhe U.S. ond in olher counlries ond ore used under license. Orocle is o 
regislered U.S. lrodernork of Orocle Corporolion, Redwood City, Co lifornio . 
UNIX is o reg istered l rodemork of The Open Group. 

Techn icol in formalion contained in this documenl is subjecl lo change 
without nolice . 

(;' 2002 Hewlett -Packard Cornpony 
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In today's economy, whether you're managing your own IT infrastructure or hosting som~e/~ls~s,y 
yau have to operate with a fasler lime-lo-solution, within budgetary constraints, and with thêhighesl 
standards for customer service and operational efficiency. 

The HP Server rp5400 series gives you the fostes! and mos! reliable means to succeed in this 
new business environment. The rp5400 series consists of two products that deliver lhe proven 
performance, scalability, and high-availability capabilities of UNIX®-withoul high maintenance 

requirements and cosls. And they give you plenty of room to grow. You can start with a low·price 
entry point and scale up to the leading 4-way UNIX performance-in the some form factor . 

The rp5400 series is mede up of two different servers, each with a unique ability to match your 

computing needs. The rp5430 is a 2-way system with time-proven, cost-effective PARIS( technology. 
lt offers the lates! PA-8700+ processors and the some high·performance core electronics found in 

more expandable HP servers. The rp5470 is the high·perform~e flagship of lhe lineup. lt supports 
up to 4-way PA-8700+ processing power and induslry·leading bandwidth . 

Both members of the rp5400 series use the some rack-optimized 7U package. This allows seamless 
scalability with simple in-box upgrades between servers in lhe series . Additionally, lhe rp5400 series 
was designed for board-swap upgrades to lhe ltanium 2-based HP Server rx5670. Together, lhe 
rp5400 series offers lhe induslry's besl 1- lo 4-way lineup with unparalleled inveslmenl prolection. 

figure 1. 1 a front view of the rp5400 series 
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the hp server product 
line 

Figure 1.1 reveals the location of major componenls, as well as the mechanical and architeclural 
fealures of the rp5400 series. The server is parlilioned inlo two main electrical assemblies-the 
syslem board and lhe 1/0 backplane-and inlo three main volumes-processar and memory, 

1/0 and disk, and power. 

loaking ai lhe fronl face, three hol·swap power supply bays are located in lhe lower left corner. To 
lhe right, a peripheral bay provides spoce for four hat·plug disks and one removable media device 
(either DVD-ROM or DDS-3). Directly above the power supply bays is the first of eight hot·swap 
cooling fans. 

The right side of the system houses lhe 1/0 card bay. There are ten PCII/0 slots available. Two 
pairs of fans located here provide cooling for the 1/0 bay as well as the peripheral bay. 

The opening at lhe lop provides access to the syslem board, w~h supports the four CPUs, sixteen 
dual inline memory module (DIMM) slots, two processar support modules, and lhe platform monitor 
boord. The core 1/0 is located at lhe rear of the system. 

rp5430 features at-a-glance rp5470 features at-a-glance 

• 1 to 2 PA-8700+ or PA-8700 CPUs • 1 to 4 PA-8700+ or PA-8700 CPUs 

• 875MHz and 750MHz CPUs • 875MHz and 750MHz CPUs 

• high·performance "stretch" core electronics 

complex (leveraged from rp7 400) 
• high-performance "stretch" core electronico 

complex (leveraged from rp7 400) 

• Intel® ltanium® 2 upgradable 

• up to 8GB of memory 

• 6 PCI 1/0 slots (5 are hot·plug 66MHz x 
64-bit) 

• 6 independent PCI buses for 1/0 slots 

• N+ 1 power and cooling 

• 4 hot·plug disk drives 

• removable media bay: DVD-ROM or DDS-3 

• 4 .3GB/s system bus bandwidth 

• 2.1 GB/s 1/0 bus bandwidth 

• 4 .3GB/s memory bus bandwidth 

• 64-bit HP-UX 11.0 & 11 i 

• high-density 7-EIA-unit, 19-inch rackmount or 
pedestal package 

• Intel ltanium 2 upgradable 

• up to 16GB of memory 

• 1 O PCI l/O slots (8 hot-plug, 2 non-hot·plug; 
ali are 66MHz x 64-bit) 

• 9 independent PCI buses for 1/0 slots 

• N+ 1 power and cooling 

• 4 hot-plug disk drives 

• removable media bay: DVD-ROM or DDS-3 

• 4.3GB/s system bus bandwidth 

• 3.2GB/s 1/0 bus bandwidth 

• 4.3GB/s memory bus bandwidth 

• 64-bit HP-UX 11 .O & 11 i 

• high-density 7-EIA-unit, 19-inch rackmount or 
pedestal package 

The rp5400 series is the entry-level cornerstone of the business-critical proven HP server product 
line. HP servers are #1 among UNIX servers for reliability, scalability, availability, and price/ o 
performance. This robusl productline addresses lhe major computing challenges customers face 
today in online transaction processing (OLTP), electronic commerce (ECOM), Internet/intranet serving 
(Web), enlerprise resource planning (ERP), supply chain management (SCM), and technical 
applications. 

AI lhe low end, affordable rp2400 and rp5400 series servers effortlessly handle Internet workloads 
and enterprise-size applications. Both platforms also add leadership price/performance and include 
bundled Internet software solutions. 

In lhe midrange, the rp8400 and rp7 41 O deliver the high-performance, compacllnternet-era UNIX 
server platform that today's IS executives are demanding. With up to 16 PA-8700+ processors, lhe 
HP server midrange lineup provides lhe robust performance and scalability needed for lhe mos! 
demanding workloads. 
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binary compatibility 

Q lntelltanium 
Processor Family 
ready 
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With exceptional OLTP performance, availability, scalability, and manageability, HP sCerd~e·J-~~~ \ 
has become lhe pacesetter for high-end compuling. Superdome, coupled with HP's alwàys-on L. /: .. 
inlraslruclure strategy, provides UNIX application performance and Internet-criticai high a\~iability_ '>-/ 
lo help you meet lhe rigorous demands oi e-services and syslems consolidation, as well as larg& _ __......., 
scale, highly complex lechnical modeling and simulations. 

Ali oi HP's UNIX servers provide excellent investment proleclion with a smooth lransilion path to 

luture PA-RISC and/or ltanium-based architectures. So whelher your business requires cutting-edge 

e-services, syslems consolidalion, or a hosl of other solulions, our power-packed servers are business­
crilical proven and ready lo meel lhe challenge-today and tomorrow. 

figure 1.2 the indusfry's sfrongesf UNIX lineup-fop to boHom 
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The rp5400 series supporls the 64-bit HP-UX 11 operating system. With HP-UX 11, HP maintains 
its longstanding tradition oi providing lhe industry's besl record oi inveslmenl proteclion. HP-UX 
provides lorward binary compatibility, in which a fully bound applicalion developed on an earlier 
version oi HP-UX is ensured to run smoothly on HP-UX 11. Thus, currenl 32- and 64-bit applications 
can run withoul requiring recompilation. 

The rp5400 series was designed for severa! generalions of PA-RISC and is upgradable to the ltanium 
2-based HP Server rx5670. HP offers a boord-swap upgrade lo move any rp5400 series product or 
any legacy HP 9000 L-Ciass product to the lntelltanium Processar Family. 

The lntelltanium Processar Family is based on Explicitly Parallel lnslruclion Compuling (EPIC}, a new 
architeclure technology invented by HP Labs. The EPIC architeclure breaks through the sequenlial 
nalure oi today's RISC and CISC processar architeclures by allowing lhe software to communicate 
explicitly to lhe processar when operalions can be done in parallel. EPIC serves as lhe enabler for 
luture high-perlormance chips by providing explicit parallelism, massive resources, and inherent 
scalability not available with convenliona l RISC architectures. lncreased performance is realized by 
reducing the number oi branches and branch mispredicts and by reducing lhe effects of memory-to­
processor latency. 

/ 



For lhe vos! majority, the transition to the lntelltanium Processor Family wi ll be simple and seamless. 
For cuslomers who require additional assislance, HP provides transition services around lhe world to 

help make this upgrade as smooth as possible. HP can provide assislance every slep of lhe way, 

from assessmenl and design to verification and deploymenl. Consult lhe Intel ltanium processor 

seclion of HP's Web page for further informalion . 
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Figure 2.1 shows lhe relationship of lhe rp5470 ma in blocks with the buses that onn~~ thep1., The \ \ 
rp5470 uses the "stretch" high·performance core electronics complex (CEC), wh1 . h .is also ~d ir! 
th~ midrange rp7 400 serve r. This CE~, specifically designed for demanding Inter ~ wo,rkloads',,- -~' 
bnngs unprecedented leveis of bandw1dth and performance lo lhe 4-way entry-level m ket.-

Two front-side buses, both running ai 133MHz, provide 4 .3GB/s of bandwidth to four PA-8700+ or 
PA-8700 processors. The low-latency memory conlroller provides 4 .3GB/s of memory bandwidth to 
two 8-slot memory extenders. The 1/0 controller provides twelve 250MB/s data channels, for an 
aggregate bandwidth of 3.2GB/s distributed among lhe 1 O PCI slots and multi-function core 1/0. 
The rp5430 architecture is similar lo lhe rp5470. However, only half of lhe processar, memory, and 
1/0 slot capacity is utilized. 

figure 2.1 rp5470 architecture 

Beth lhe rp5430 and rp5470 supporl one or lwo 8-memory-slot carrier boards, for a maximum of 
16 memory slots . The memory for both systems is connected to lhe CEC through a low-latency/high· 
bandwidth bus. With approximately half lhe latency of HP's previous generation K-Ciass server, lhe 
rp5400 series can supply the CPU with requested data in a fraction of lhe time of compelilive 
syslems. 

lhe rp5400 series uses slaiEX>f-the-ort synchronous dynamic random access memory (SDRAM) 
technology, available in 256MB, 512MB, 1GB, and 2GB DIMM pairs, ali with advanced error 

checking and correcling (ECC) proleclion to detecl and correct single-bit errors. The rp5470 supports 
up lo 16GB of total system memory. The rp5430 supports up lo 8GB of memory. Although ali sixleen 
memory slots are aclive in lhe rp5430, lhe system will nol boat if more than 8GB of memory is 
loaded. Memory configuralions should be planned appropriately. 

The "stretch" core electronics complex used in the rp5430 and rp5470 supports memory chip spare. 
This high-availability technology detecls and corrects multiple-bit errors on memory DIMMs. With 
chip spare, any single DRAM chip can fail and the system will continue to operate normally. Chip 
spare is not supported on the 256MB DIMM pai r, nor is it supported on lhe older-generation rp5400 
and rp5450 servers. 
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speeds and feeds 
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To decrease memory latency and improve performance, lhe memory address lines are buffered three 
times: once on lhe system board to drive each memory carrier, once on lhe memory carrier to drive 
banks of DIMMs, and again on each DIMM before driving lhe memory componenls . 

Tables 2.1 and 2.2 show the theorelical maximum bandwidth for various syslem buses. Theoretical 

maximum bandwidth is defined as lhe bus width multiplied by lhe frequency and number of buses. 

table 2.1 maximum bandwidth for rp5470 system buses 

# of buses (or controllers) maximum bus bandwidth aggregate bus bandwidth 

twin-turba PO slots 2 SOOMB/s 1GB/s 

turba PCI slots 6 250MB/s.; l.SGB/s 

shared PCI slots 250MB/s 250MB/s 

core l/O 250MB/s 250MB/s 

1/0 subsystem 1 (controller) 3.2GB/s 3.2GB/s 

memory subsystem 2 2.15GB/s 4.3GB/s 

CPU buses 2 2.15GB/s 4.3GB/s [ l 
table 2.2 maximum bandwidth for rp5430 system buses 

# of buses (or controllers) maximum bus bandwidth aggregate bus bandwidth 

twin-turba PO slots 2 SOOMB/s 1GB/s 

turba PO slots 3 250MB/s 750MB/s 

core l/O 250MB/s 250MB/s 

l/O subsystem 1 (controller) 2.1GB/s 2. 1GB/s 

memory subsystem 2 2.15GB/s 4.3GB/s 

CPU buses 2 2.15GB/s 4.3GB/s 

The rp5470 contains ten PCII/0 slots. The top eight slots have hot-plug capabilities under 

HP-UX 11 i. The eight hot-plug slots ali have independent l/O channels. This independent design 

prevenls slow cards from affecting lhe performance of a fasl card. Not only does independence o 
provide greal performance, but i! also provides errar containmenl. For example, if a card hangs 

slot 9, cards in slots 0-8 will still funclion properly. The first two hot-plug slots are twin-turbo slots, 

meaning they each have lwo dedicated 250MB/s channels ar a total of 500MB/s per slot. These 

two slots should be reserved for the highest performing 1/0 cards, such as Fibre Channel, Gigabit 

Ethernet, ar Hyperfabric controllers. The remaining si x hot-plug slots are turbo slots, each wi th a 

single 250MB/s channel. 

In addition to the eight hot-plug slots, the rp5470 has two shored PCI slots. These slots share a sing le 
250MB/s channel. 

Ali len of the rp5470 1/0 slots use HP-developed adaptive signaling technalogy to automatically 

match an l/O card's apprapriate speed and data width. Therefore,_ ali slots w ill accepl 64- ar 32-bit 
cards running ai either 33MHz or 66MHz. 
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h \ ·-"'i;!' T e rp5430 1/0 subsystem is similar to the rp5470. In the rp5430, however, the shared~llslot~ \:• · 

and three of the turbo slots are no! aclive. Both twin turbo slots, four additional turbo slots, and"the­

multifunction core 1/0 are available in the rp5430. 

figure 2.2 rp5470 1/0 subsystem 
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PCI is the optimized, industry-standard 1/0 bus. Tables 2.3 and 2.4 summarize the PCI slots for each 
of the systems in the rp5400 series. 

table 2.3 rp5470 PCII/0 

bandwidth signaling adaptive 
# af slots hot plug per channel bus width speed slot keying signaling 

twin turbo 2 yes 500MB/s 64 bits 66&33MHz 5 volts yes 

turbo 6 yes 250MB/s 64 bits 66 & 33 MHz 5 volts yes 

shared 2 no 250MB/s 64 bits 33MHz 5 volts yes 

table 2.4 rp5430 PCII/0 

bandwidth signaling adaptive 
# of slots hot plug per channel bus width speed slot keying signaling 

twin turbo 2 yes 500MB/s 64 bits 66 & 33 MHz 5 volts yes 

turbo 4 3 oi 4 250MB/s 64 bits 66 & 33 MHz 5 volts yes 
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The rp5400 series contains a single removable media bay that can accommodate either a DVD­
ROM or DDS-3. The media bay is supported by one of two SCSI controllers located within the core 
1/0. 
A dedicated single-€nded (SE) SCSI channel connects the media bay to the controller. The removable 
media bay does not support hot-plug capability. The DVD-ROM drive provides access of up to 
650MB of data from one disk. The DVD-ROM drive provides enhanced features while preserving 
backward read compatibility with the CD-ROM. Data transfer rales of up to 6.75MB/ s are achieved 
with the DVD formal; 4 .8MB/s can be achieved with the CD formal. 

The DDS-3 drive offered with the rp5400 series provides storage capacity of up to 12GB on a single 
tape. This drive can store up to 7 .2GB of data per hour, and automatic read-after-write verification 
helps to ensure the integrity of stored data. Read-write backward compatibility with DDS-1 and 
DDS-2 allows continued use of existing archive tapes. -

_; 

The rp5400 series is designed without tradeaffs in CPU, memory, internai storage, or 1/0 
expandability to offer the best scalability in the market. 

• CPU upgrades-With its entry-level configuration of one CPU and single-CPU increments available 
up to four processors, the rp5400 series offers great flexibility to cover a wide range of 
performance points. The rp5430 and rp5470 offer 875MHz PA-8700+ processors, as well as the 
750MHz PA-8700 processar. 

• memory upgrades-The rp5400 series memory subsystem is also designed for scalability. Wo 
16 available slots, the servers range from a minimum of 256MB to a maximum of 16GB of 
main memory. 

• internai storage- The rp5400 series supports up to four internai hot-plug disk drives, which can be 
either half-height or low-profile form factors. Current disk offerings include 18, 36, and 73GB 
Ultra 160 disk drives. The maximum internai storage is 292GB, via four 73GB drives. 

o 
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T e rp5400 series has been designed to fit into environments ranging from data center o desi<Side> 
lhe industrial design is coordinated with other HP servers and peripherals for a consistenl · -
appearance. 

The rp5400 series is designed to provide unprecedented performance density that easily adapts to 
differenl environmenls. AI 7 ElA unils (ElA uni!= 1.75 inches), up lo five rp5430 or rp5470 systems 
can be installed inlo a single 2-meler HP cabine!. With lhe high cosi of computer room floor space, 
this small foolprinl dramalically lowers total cosi of ownership. 

The rp5400 series is supported in A490xA andA 189xA cabinels . When using the high availability 
slider rail, bolt-on anti-tip feet are required. When using lhe slider in A 189xA cabinets, ballasls are 
required (see the HP 9000 Enterprise Servers Configuralion <Jufde foi.details). 

The rp5400 series is also supported in a variety of third-party, non-HP racks and cabinets. Please 
reler lo lhe HP 9000 Enterprise Servers Configuration Guide for the lates! list of qualified third-party 
racks. 

Note-dimensions for rack configuralion: H= 12.25 inches (311 mm), D= 30.5 inches (775 mm), 
W= 19 inches (482 mm). 

There are lwo rail options, static or slider, available for racking lhe rp5400 series into an HP 
cabine!. The high availability (HA) slider rails were designed lo allow easy service access to the 
system, as well as to enable lhe hot-plug capability of lhe 1/0 slots and lhe hot-swap of four fans in 
lhe side cavity . With lhe HA slider rail, the rp5400 series can be completely serviced without 
removing i! from lhe rack, thus allowing side-by-side racks of syslems lo be completely supparted 
withoul sacrificing floor space for side access lo lhe syslem. The slider rails also conlribute to a 
100% improvement in "mean lime lo repair" over D- and K-Ciass servers. The high availability slider 
rails are highly recommended. 

Note-lhe slider mechanism occupies 1 ElA uni! of rack space. When used with lhe rp5400 series, 
lhe combinalion will occupy 8 ElA unils of rack space. 

Static rails do no! consume ElA space within the cabine!, therefore leaving more ElA space for 
peripherals . However, using static rails prohibits hot-plug of lhe 1/0 cards and hot-swap of lhe 
1/0 bay fans. 

The rp5400 series requires a minimum of 24 inches (61 em) of free space in both lhe fronl and rear 
of lhe cabine! for proper ventilation . During product installation and servicing, a total of 32 inches 
(82 em) of free space is needed ai lhe front of lhe cabine!. 

The depth of HP A490xA cabinets is 39 inches (99 em). Therefore, a minimum of 87 inches 
(221 em) of total space is needed for each cabine! during normal operation. An additional 
8 inches (21 em) is needed during installation and servicing. 

The rp5400 series is also available in a standalone configuralion when a cabine! is no! desired . The 

standalone system is ideal for an office environmenl, under a desk, or on a shelf. The slandalone 
configuration utilizes lhe some internai chassis and front plastic bezel as lhe racked version. 
However, a sheet metal cover, base, and casters are added for funclionality and aesthetics. Casters 
can be removed when no! desired . 

Note-dimensions for standalone/deskside configuration: H= 14.5 inches (368 mm), 
D= 30.5 inches (775 mm), W= 19 inches (482 mm). 
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The rp5400 series has numerous high availability features that are unmatched in lhe entry-level 
server market-features such as redundanl hot-swap fans and power, hot-plug 1/0 and disks, 
memory scrubbing and page deallocation, memory chip spare, independent PCI slots, failure 
avoidance and notification capability, and MC/Serviceguard support_ These features improve lhe 
availability levei of lhe total system and are introduced in this section. 

HP pawer supplies have a long history of excellenl reliability, and lhe redundant pawer supply 

option increases HP's commilment to even higher reliability and availability . 

The rp5400 series pawer subsystem holds a maximum of three hot-swap power supplies . These 
supplies are located in lhe very fronl of lhe server. Each supply is capable of sustaining 930 watts of 
output. The rp5430 comes standard with one power supply; a second and even third supply can be 

added for N+ 1 or N+2 redundancy . The rp5470 comes slandQrd with lwo power supplies; a third 
supply can be ordered for N+ 1 redundancy. Each pawer sup'piY.has iis own power cord, which 
provides protection against losing lhe power from a single cord or breaker. To maximize availability, 
lhe pawer cords should be plugged inlo separale breakers whenever possible . 

Because of lhe hot-swap capability, in lhe event of a power supply failure, lhe faulty supply can be 
removed and replaced without notifying lhe system. This, of course, is assuming that an N+ 1 
condition exisls. 

Exchanging a power supply in a running system involves opening lhe hinged, fronl plastic bezel. The 
failed pawer supply is easily identified and removed . The power supply is exchanged with a go~ 
one and lhe door is then closed to finish lhe process. The system willlog a management code tdV 

indicate that redundancy is re-enabled. lt is that simple. 

There is onother advantage for those customers with rigorous preventotive mainlenance progroms. 
While lhe server continues to operote, lhe power supplies can be removed one-at-a-time ond dusl 
buildup can be vocuumed using proper electrostalic discharge (ESD) procedures. 

Figure 3.1 conlains a diaqrom of lhe rp5400 series power subsystem. This section explains how 
cuslomers con utilize these capabilities lo achieve differenl leveis of power inpul proleclion. 

figure 3.1 power subsystem 
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The server has three AC inpul line cords lo reduce single poinls of failures. Each line co~~pli~0/ 
power lo one of the three internai power supplies. The system is designed lo operale on nomi;';ãr 

1 00-240 VAC and 50- ar 60-Hz power withoul line-select switches. Each power supply can draw 
up lo 930 waHs. Because the servers will continue lo operale with two of lhe three supplies 
functioning, many possibilities exist for lhe customer to configure the AC input depending on the levei 
of proleclion desired. lf the site has very stable AC power, ali three line cords could be plugged inlo 
the some power grid. For additional protection, a single uninterruptible power supply (UPS) could be 
utilized to supply power to ali three cords if primary AC power should fail. 

• The nexl higher levei of proleclion isto have three branch AC circuits, one for each AC inpul. 
This reduces lhe dependency on single-poinl breaker failures and common wiring . Additional 
proleclion for this configuralion would utilize three smaller UPSs. 

• The highest levei of protection is three electrical utilities that.e€1ch supply a branch circuit. This 
approach is expensive but does greatly reduce single points of failures. Large siles with many 
syslems may find this configuration cost-effective. For the ultimate prolection of large sites, instai! 
a large UPS on each branch circuit. 

The rp5400 series conlains eight hot-swappoble fans lo cool syslem componenls . The eight coaling 

fans ( 1 fronl-access, 4 side-access, 3 rear-access) are arranged in an N+ 1 configuration so any fan 
can fail and no! affect system uplime. In the event of a fan failure, lhe faulty fan can simply be 
removed and replaced while lhe server continues to run . The design pairs fans together. lf one fan 
fails, the other speeds up to ensure adequale syslem coaling. 

In addition, lhe server monitors ambient temperature and lhe power consumed within lhe box lo 
determine lhe desired fan speed. By sensing the lachometer outputs from each fan, the actual speed 
is determined. Digital phase lock~d loap (DPLL) circuitry is used to individually adjust the speed of 
each fan lo lhe desired common speed. 

These smart algorithms reduce unnecessary fan noise, power consumption, and wear while 

producing a very clear indication of a working, coaling subsystem. In lhe unlikely evenl of a fan 
failure, it will drop out-of-lock with lhe DPLL. The server signals a fan failure via chassis codes lo 
the console and will light an LED on lhe failed fan assembly . 

There is another advantage for those customers with rigorous preventative maintenance programs. 

While lhe server continues lo operale, the fans can be removed one-al-a-time and dust buildup can 

be vacuumed using proper ESD procedures. 

Data slored in lhe main memory is protected by errar checking and correcling (ECC} and 

address/control pority. The ECC design provides memory scrubbing and page deallocation 
funclionality that will tolerate typical hard single-bit SDRAM failures withoul requiring DIMM 
replacement. 

The data conlrollers generate ECC bits and slore these ECC bits with lhe data in lhe DIMMs. The 
256MB, 512MB, and 1GB DIMMs use x4 SDRAMs to slore each bit of a word, including its ECC 
bits, in a different SDRAM within lhe DIMM pair. The 128MB DIMMs use x8 SDRAMs. When 
reading lhe data back, lhe data canlrollers are able to detect and correct single-bit data errors . 
Double-bit errors cannot be corrected. Double-bit data errors are highly unlikely because the data 
and ECC bits are stored one-bit-per-SDRAM, and multiple SDRAMs would have to be involved in the 
errar. Hence, a single SDRAM could fail within eoch DIMM pai r ond the system would still function. 

The system olso detecls oddress and contrai parity errors to preveni doto corruption from reading 

or wriling to the wrong locotion in main memory. The address controller and each address buffer 

generate address ond contrai parily. Each oddress buffer detecls address and contrai parity 

problems and reports it back lo lhe address controller. There are three leveis of address buffers as the 

address lines fan ou!. These address buffers ore located on lhe syslem board and on each memory 

corrier on each DIMM. 
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hot-plug disk drives 

hot-plug PCI 
1/0 slots 

Chip spare is lhe ability of lhe syslem lo continue lo run in lhe face of any single or multi-bit chip 

errar on a DRAM. DRAMs are basically N+ 1 per memory word. This funclionality is essenlial in lhe 
design of reliable memory systems. Syslems withoul this funclionality are doomed lo fail ai an 

alarming rale when compared lo HP servers. 

Both lhe rp5430 and rp5470 suppart chip spare. The 256MB DIMM pair (product A5554A) does 
nol supporl chip spare. To ensure maximum memory availability, lhe rp5430 and rp5470 should be 

configured with 512MB, 1GB, or 2GB memory modules only. The older generation rp5400 and 

rp5450 do nol have chip spare capabilities. 

The rp5400 series has four embedded SCSI disks accessible from lhe front of lhe server. These disks 

can be removed and inserted while lhe server continues to operate. This operation is called hot-plug, 

and il is differenl from hot-swap. 
~ 

During both hot-plug and hot-swap operalions, the power remain·s on and lhe syslem continues lo 

funclion . However, hot-swap means that lhe assembly can be removed, added, or replaced without 
informing lhe system. Hot-plug requires lhe assembly to be deconfigured before removal and 

reconfigured before lhe syslem can utilize lhe newly inserted assembly. Because d isks have unique 
information slored on them, hot-plug methods are used . Fans and power supplies are hot-swap 

assemblies. 

Two dual-channel SCSI controllers manage lhe four internai hot-plug disks. For added availability, 

disk pairs are on separate channels as well as separate SCSI controllers. This means that with dio 
mirroring, a SCSI conlroller, SCSI channel, or rool disk could fail and lhe server would continue 
run properly. 

The rp5400 series conlains circuilry lo properly contrai lhe disk's power and resel during the hot­
plug operalion. Either system adminislralion manager (SAM) or lhe MESA suite of online diagnoslic 
software can be utilized lo effectively deconfigure and reconfigure lhe disk. 

Another advanlage for those cuslomers with rigorous securily programs is lhe ability lo completely 

remove and isolate disks in a disasler- and theft-safe environmenl. 

The ability lo hot-plug PCI cards offers excellent flexibility for adding, reconfiguring, and maintaining 

1/0 funclions while lhe system continues operations. No reboai is required . 

The l/O card bay is located ai lhe right rear of lhe chassis. The l/O bay supparts up to 1 O PCI 

cards. Access lo lhe 1/0 bay in rackmounted syslems utilizing lhe high availability slider is achieved 

by sliding lhe server forward. Special features on lhe chassis, along with custam rack rails, allow lhe 

uni! to move safely and smoothly during online service with ali cables still attached. Once lhe system 

is slid inlo lhe service position, lhe 1/0 bay cover can be removed to gain side access to the PCI 
cards . In lhe slandalone configuralion, lhe outer shell is removed to gain access to lhe 1/0 bay. 

The rp5470 has len PCI 1/0 slots, and eight of those slots are hot-plug capable. Each hot-plug slot 
supports 64-bit x 66MHz PCI cards running ai full speed and is connected lo lhe l/O controller via 

independent, high-speed 250MB/s channels. This independent design prevents slow cards fromo 
affecting the performance of a las! card . Not only does independence provide greal performan 
but it also provides errar containhlenl. For example, if a card hangs in slot 1 O, cards in ali other slots 

will still funclion properly. The highest-performing cards should always be placed in these 
independenl slots. 

The rp5430 has six PCI 1/0 slots. Ten physical slots are available, but only six of the slots are 

funclioning electrically. Five of these six slots supporl hot-plug aclions. 

The PCI cards are spaced on a .9-inch pitch to allow for special hot-plug features and increased PCI 

reliability. Extra airflow holes between bulkheads more than double PCI airflow. Between the PCI 

slots, 1/0 card separators preveni electrical shorting and exposure to hazardous energy during hot­

plug installation and remova!. Locking features are designed into the ma in chassis to eliminate the 
need for individual PC board bulkhead screws, thus removing a potential electrical safety hazard. 
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Hot-plugging 1/0 cards have both hardware and software components . The hardware ~\J~v 
are mel by lhe electronics on lhe 1/0 backplanes and by mechanical design in lhe 1/0 cardcage. 
Bus idling, slot-to-slot electromechanical isolation, per-slot power and reset conlrol, and visual 

indicalors are ali componenls of the total hot-plug hardware solution. With associated software, any 

card located in a hot·pluggable PCI slot can be removed, replaced, or added without power cycling, 
rebooling the system, or impacling lhe operation of other 1/0 transactions . 

Please note that software supporl for hot-plug 1/0 is available in HP-UX 11 i, but no! in HP-UX 11 .0 . 

Every multi-CPU server with properly loaded HP-UX 11 has lhe capobility for Dynamic Processar 
Deallocation and Resilience. lncorporated inlo HP-UX 11 is lhe capability to take a processar out of 
service while lhe system is running, without interruption to applications. This technology is referred to 
as Dynamic Processar Deallocation. Once a processar is deajhi:atedf·the HP-UX operating system 
will migrate ali application processes that are currently scheduled on that processar to other aclive 

processors . Note that if lhe processar has been assigned lo handle inlerrupts for any 1/0 drivers, it 
will continue to doso while it is deallocated. 

The rp5400 series PA-RISC processors have the ability to detecl and correct single-bit coche errors. 
The embedded event moniloring service {EMS) monitors lhe rale of correctable errors in each 
processor's on-board coche. These errors are manifested as low·priority machine checks {LPMCs) . 
While occasional correctable errors are to be expected in lhe on-board coche, toa many of these 
errors in a short period of time indicate an increased likelihoad that a non-correctable coche error 

could occur. The EMS LPMC monitor will continuously monitor lhe rale ai which LPMCs are occurring 

and dynamically deallocate a processar, using lhe Dynamic Processar Deallocalion facility . This 

technology is referred to as Dynamic Processar Resilience. 
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LED event notification 

event monitoring 
serv1ce 

The rp5400 series has many fealures la minimize lhe effort required to manage one system or an 

enlire computer room. The server simplifies system management in several aspects: evenl notification, 
aulomalic error handling, power moniloring, and user interface lo syslem managemenl. 

For an operator who is physically present, lhe simples! and easiest way to check system status is by 

quickly glancing ai lhe status LEDs on lhe front of lhe syslem. The five LEDs each have a specific 

meaning: 

• power-power is present and on, and power supplies are funclioning properly 

• remote-remole console is enabled 

• run-system is up and running 

• aHenlion-occurrence of a non-calaslrophic event, e.g., failure of an N + l component 

• fault-occurrence of a cataslrophic syslem evenl ~ 

In addition lo lhe five specific meanings of lhe LEDs, related syslem status is encoded based on 
whether lhe LED is solid or flashing. Examples include unexpected rebool syslem recovered, 
operaling system not running, and operator inlervention required. 

HP EMS is a syslem moniloring application designed lo facilitale remote/centralized real-time 

moniloring and error detection for HP products in the enterprise environment. This framework 

provides centralized managemenl of hardware devices such as the rp5400 series servers and syslem 
resources, and it provides immediale notificalion of hardware failures and syslem status. HP EM\ 
can receive data on unusual activily, add informalion on lhe problem's source, and provide . V 
recommendations on problem resolution. 

HP EMS consisls of a sei of system andn~twork monitors within a moniloring environmenl. This 

monitoring framework has an easy·lo-use interface and provides a mechanism for monitoring 

resources, regislering monitoring requests, and sending notification when resources reach user· 
defined criticai values. 

How it works: 

• A hardware event monitor detecls abnormal behavior in one of the hardware resources (devices) 
it is monitoring. 

• The hardware evenl monitor creales lhe appropriale event message, whi~h includes suggested 
corrective action, and passes it lo lhe EMS. 

• EMS sends lhe event message lo lhe syslem adminislralor using lhe notification method specified 

in lhe moniloring requesl {for example: e-mail, message lo lhe console, entry in a system log). 

• The syslem administrator (or HP service provider) receives lhe message, corrects lhe problem, and 

returns lhe hardware to ils normal operating condition. 

• lf lhe peripheral status monitor (PSM) has been properly configured, events are also processed by 

the PSM. The PSM changes lhe device status to DOWN if lhe evenl is serious enough . The change 

in device status is passed lo EMS, which in turn alerts MC/Serviceguard . The DOWN status~ 
cause MC/Serviceguard to failover any package associated with the fa iled hardware resouru 

• Any of the following consoles can be used with EMS to remotely monitor server farms: 

HP MC/Serviceguard, CA Unicenler, HP OpenView ITO, HP Secure W eb Console, and 
HP T optools. 

The monitors can also poli hardware, disks, clusters, network interfaces, and system resources and 
send information to the framework. An "event" can be simply defined as something you want to 
know about-for example, a disk failure or file space dropping below a predefined levei. 

The primary EMS benefits include: 

• enables efficient and effective system monitoring within a single, comprehensive framework 

• delivers the ability to tailor the monitoring system to fit specific needs 
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• provides a wide variety of notification methods through multiple protocols (SNMP ~·rops, TCP, U.DP~: 
OPC messaging) '---..._ ____ 7 

• provides immediate alerts if a component fails, enabling proactive replacement 

• integrates with HP MC/Serviceguard and Serviceguard OPS Edition lo provide a complete high­
availability solution 

The rp5400 series employs a dedicated processar lo aid syslem management and diagnosis. The 
exlended fault managemenl system can diagnose a system failure even in lhe unlikely evenl that lhe 

syslem is unable to execute code . lt allows syslem power lo be remotely lurned on ar off, and it has 

battery backup that even allows diagnosis of power failures . The system interfaces with key 
components via an inter-integrated circuit {FC) bus lo continually monitor lhe status of system fans, 
temperature, and power supplies; it signals the operator if an.jSI~nifiêant system events occur. 

Major features of lhe extended fault management syslem include: 

• system console redireclion 

• console mirroring 

• configuralion of syslem for aulomalic restart 

• viewing hislory log of system evenls 

• viewing hislory log of console aclivity 

• setting inaclivity timeout thresholds 

• remate system contrai 

• power contrai-remate power on and off 

• viewing system status logs 

• configuration of virtual front-ponel disploy 

• event notification to system console, e-moil, poger, and/ or HP Response Cenlers 

• auto system restort 

• virtual front-panel display 

• possword security (some levei as UNIX) 

Closely integroted with the extended foult monogement system is lhe system platform monitor. The 

system plotform monitor contrais and monitors system power and cooling . Aspecls controlled ond 

monitored by lhe system plotform monitor ore: 

• power supply status and lemperature 

• system supply voltages- including remate system power on and off 

• total system power consumption 

• individual Processar Support Module status 

• externai ombient ai r temperature 

• individual fon speed ond status 

Various temperatures are monilored to contrai lhe syslem fons, provide thermal warnings, and 

preveni permonenl damage from overheating by graceful shutdown if the temperature is too high. 
(Note that the system fans are run on ly as fast as necessary to keep lhe system cool. The fans are 
kept in sync w ith each other, turning ai exactly lhe some rale. Thi s intelligenl fa n contra i allows lhe 

L-Ciass lo generale as little noise as possible while maintaining an oplimum operaling environmenl 

to maximize reliability.) 

The power monitor senses the presence of power suppli es and lhe power consumplion of syslem 
components to determine if the system is in an N or N + 1 power configurati on; it can determine: 

• number of bulk power supplies 

• number of CPUs 

• amounl of memory present 

• nu mber and power consumpti on of each installed PCI 1/0 card 
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built-in Web console 

LAN console 

ASCII consoles 

remote access 

self-diagnosis 

System configuration and health is tracked by the system platform monitor and passed via a 
dedicated 12C busto the fault management processar. This information can be processed as follows: 

simply displayed on lhe syslem console, logged lo an evenl file, ar used lo trigger an alert based on 

a specific threshold (system temperature, fan status, ar power supply status, for example). 

The rp5400 series has inlegrated Web console funclionality, which allows managemenl of many 

systems from a single Internet browser. The Web consoleis embedded into the fault managemenl 

processar and can be accessed through lhe core 10/1 OOBase-TX managemenl LAN. The externai 

Secure Web Console box that shipped with older-generation HP servers is no longer needed. The 

Secure Web Console allows an Internet browser lo be used as a syslem console, giving total syslem 

occess to authorized system administralors anywhere, jus! as if they were ai an ASCII console. A 
high levei of password proleclion is used to contrai access to tb~ We~console. 

Major features of Secure Web Console include: 

• system management over lhe Internet ar intranet 

• mirrored access-up to four operators can simultaneously share the some screen and keyboard 

• security-built-in password encryption, data scrambling, and Java ™ download protection 

• universal browser-based supporl for Netscape v.3 .0+ and Microsoft® Internet Explorer v.3 .0+ 

Web browsers 

• easy updates of Web console software over lhe network 

• easy installation-just connect the L-Ciass console partio a LAN; there is no client software lo O 
insta li 

• support for HTIP, FTP, TFTP, and other key Internet slandards 

The server also provides a LAN console interface using industry-standard telnel conneclions . Like the 

Web console, lhe LAN console can be used remotely for managing many systems from a single 

contrai cenler. The telnet interface allows scripls lo be used lo vastly simplify multiple syslem 
management. Password protection provides a high levei of security to contrai access to lhe LAN 

console, ensuring that only authorized personnel perform syslem managemenl. 

For users who wish lo locally administer their syslems, the rp5400 series provides an RS-232 por! to 
use for ASCII terminal console conneclions. Any VT1 00-capable terminal ar emulator can be used as 

a local system console. 

As with previous HP server syslems, an RS-232 interface for a remate console is useful for obtaining 

help from HP service experts. Customers need only add a modem to allow remate access via phone; 

security is ensured by having to explicitly enable remate console access, which is protected with a 

password, and via dial-back phone verificalion . 

Many fealures have been designed inlo lhe server to maximize system uptime. There are severa I o 
aspecls to maximizing uplime: eliminaling common single poinls of failure, allowing lhe system to 

continue running after some errors, and allowing quick identification and servicing of hardware 

faults if they do occur. 

Besides using traditional diagnoslic software, lhe server also conlinuously monitors syslem health with 
the platform monitor. Knowing a failure has occurred that reduces N+ 1 proleclion is imporlanl. lt is 

imporlant to minimize lhe risk of downtime by replacing a failed component as soon as possible to 
get back lo the safety of an N+ 1 configuration. To enable this, the server provides several methods 
of event notification. 
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The rp5400 series has exlensive firmware-based self-tesls. These diagnostics are evoked'on power-up ' .' ' : , ..... 
~r reset. Th_e self-t~sls ~heck for correct system operalion prior to booting lhe operating sys_te~~.he . ___/ 
f1rmware dJagnóslics flrsl check lhe processors, then processar coches and memory, and fmally 110 
devices. Testing complexity increases as more of the system is proven good and more pieces of the 

system can be relied upon to increase lesl coverage on lhe remaining parts. Self-test failures are 
reported lo the syslem console and the support processar, along with failure specifics and 

recommended corrective action. 

The rp5400 also offers traditional online and offline diagnoslics lo validate syslem health and 
provide exlensive syslem fault coverage. 

With online diagnostics, lhe system is tested while the operaling system and applications continue to 

run. This allows basic lesting of syslem components that are nofcurreiltly being used, or i! allows 

lesling in siluations where lhe lesling does no! preveni conlin~ed ·use of lhe operaling syslem and 

applications. 

Offline diagnoslics provide increased coverage of system componenls for improved fault isolation 

and intensive syslem lesling before relurning to production. 
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CISCO SYSTEMS 

CiscoWorks VPN/Security Management Solution Version 
2.2 

CiscoWorks VPN/Security Management 

Solution (VMS) is the flagship integrated 

security management solution from Cisco, 

and is an integral part ofthe SAFE Blueprint 

from Cisco for network security. 

CiscoWorks VMS protects the productivity 

and reduces operating costs for enterprises, 

by combining Web-based tools for 

configuring, monitoring, and 

troubleshooting enterprise VPNs, firewalls , 

and network and host-based intrusion 

detection systems (IDS). CiscoWorks VMS 

delivers the industry's first robust and 

scalable foundation and feature set that 

addresses the needs o f small and Iarge-scale 

VPN and security deployments. 

Today's business challenges and resulting 

security deployments require more 

scalability than merely supporting a large 

number of devices. Many customers have 

limited staffing, yet are asked to manage a 

myriad of security devices. These customers 

must manage the security and network 

infrastructure; frequently update many 

remote devices; implement change control 

and auditing when multiple organizations 

are involved in defining and deploying 

policies; enhance security without adding 

more headcount; or roll out remote access 

VPNs to ali employees and monitor the 

VPN service. 

CiscoWorks VMS enables customers to 

deploy security infrastructures from a small 

to large environment, using the following 

multifaceted scalability features: 

• Complete SAFE Blueprint Coverage 

To completely manage a SAFE 

environment, a network management 

solution must manage SAFE 

infrastructure components, support 

features based upon an appliance or 

Cisco lOS® Software, and support a 

range of management functions. 

CiscoWorks VMS is uniquely able to 

scale across SAFE Blueprint 

components, including firewalls, VPNs, 

and network- and host-based lDSs. 

CiscoWorks VMS also takes advantage 

of Cisco Secure Access Control Server 

(ACS) by using a common ACS Iogon. 

Cisco Works VMS can manage a feature 

set through an appliance, for example, 

the Cisco PIX® Firewall, or through the 

Cisco lOS Software. Scalable 

management also involves more than 

configuring devices. CiscoWorl<s VMS 

provides the complete range of 

management with features to configure , 

monitor, and troubleshoot the network. 

• Scalable Foundation 

CiscoWorks VMS imolements a 

foundation with a consistent uset 

exoerience, which makes it easier te 

scale management to manv devices 

CiscoWorks VMS provides users with a 

consistent GUI. workflow, ACS logon 

roles definition , platforms, databasE 
r-·-----, 
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englne, lnstallation, and more. An industry-Ieading feature o f this foundation is the Auto Update feature, which 

allows numerous devices to be updated easlly and quickly. Auto Update enables devices, even remote and 

dynamlcally addressed devices, to periodically "call home" to an update server and "pull" the most current 

security configurations or Cisco PIX operating system. Auto Update ls required to effectively scale remote office 

firewall deployments across lntermittent links or dynamic addresses. Prior policy updating methods relied on a 

"push" mo dei. Although this model works for known devices, lt does not work for remo te devices with unknown 

addresses or devices that are not always active. Without Auto Update a moreJTianual process is required to update 

each remote device. The Auto Update feature provides a dramatic scalabilltyi,mpr~vement for organizations that 

want to deploy devices with many remo te and local locations. In addition to easier and faster policy updates, 

Auto Update also provides consistent policy deployments. 

• Enterprise Operational lntegration 

CiscoWorks VMS enables organizations to easily integrate management into their operations. One operational 

need is to replica te policies to multi pie Iocations. The Smart Rules hierarchy addresses this need, by enabling 

administrators to define device groups and implement policy inheritance. For example, an administrator cano 

define a device group for the New York sales office and deploy that same policy to ali other sales offices qui 

and consistently. The Command and Control Workflow feature provides change contrai and auditing, and is 

particularly important for customers who have separate groups for network and security operations. The solution 

lncludes processes for generating, approving, and deploying configurations. This can help security operations to 

define and approve new policies. Network operations can !ater deploy the new policies during their regular 

maintenance window. An audit of the changes can be maintained. 

• Centralized Role-Based Access Control (RBAC) 

Role-based access control enables organizations to scale access privileges. CiscoWorks VMS conveniently uses a 

common ACS logon for users, administrators, devices, and applications. CiscoWorks VMS enables different 

groups to have different access rights across different devices and applications. 

• Integrated lnfrastructure Management 

Scalability requires that multiple components be managed, notjust firewalls, but also VPNs, network- and 

host-based IDSs, routers, and switches. CiscoWorks VMS not only manages the security infrastructure, but also 

manages the network infrastructure. Customers benefit from being able to manage these components from one 

solution. Integrated monitoringis also required to see the larger picture. CiscoWorks VMS provides integrated 

monitoring of Cisco PIX and Cisco lOS syslogs, and events from network and host-based IDSs, along with event 

correlation. o 
CiscoWorks VMS Function's 

CiscoWorks VMS is launched from the CiscoWorks dashboard and is organized into severa! functional areas: 

• Firewall management 

• Auto Update Server 

• IDS management, network and.host-based 

• VPN router management 

• Security monitoring 

• VPN monitoring 

• Operational management 
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These functional areas supply multifaceted scalability by offering features such as a consistent user experience, auto 

update, command and control workflow, and role-based access control. 

Figure 1 shows CiscoWorks VMS displayed as a "drawer" in the CiscoWorks dashboard. 

Figure 1 
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Firewall Management 

CiscoWorks VMS enables the large-scale deployment of Cisco PIX firewalls, by providing the following features: 

• Smart Rules híerarchy and inheritance 

• User-defined device and customer groups including nesting 

• Global role-based access with administrative privileges per device and customer groups with other CiscoWorks 

products and Cisco Secure ACS 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory, or Auto Update Server 

• Look and feel of Cisco PIX Device Manager but with scalability to thousands of PIX firewalls 

• Integration with other CiscoWorks network management software 

• Complete SAFE Blueprint coverage for centralized management of Cisco PIX firewalls , including access control, 

VPN, lOS, and authentication, authorization, and accounting (AAA) 

Smart Rules is an innovative feature that allows common information including access rules and settings to be 

inherited for ali firewalls in a device or customer group. Smart Rules allows a user to define common rules once. 

which results in reduced configuration time, fewer administrative errors, and higher device scalability. Using Smart 

Rules, a user can configure a common rule such as allowing ali HTTP traffic once and can apply this rule globally to 

ali firewalls. Smart Rules can also be defined on a device or customer group basis. For specific information on the 

firewall management functionality of VMS. refer to : http://www.cisco.com/en/US/products/sw/cscowork/ps3992/ 

index.html 

Auto Update Server for Firewall Management 

CiscoWorks VMS introduces the industry's first firewall Auto Update Server that allows users to implement a "pull" 

model for security and Cisco PIX operating system management. Auto Update Server permits remote firewall 

networks with unprecedented scalability. The Auto Update Server allows Cisco PIX firewalls to both periodically and 
l automatically contact the update server for any security configuration, Cisco PIX Operating System, and PIX Device / 

Manager (PDM) updates. The Auto Update Server supports the following features : 
~-----~ .. __, _____ _ 
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• Security management of remate Cisco PIX firewalls that use Oynamic Host Contrai Protocol (OHCP) 

• Automated Cisco PIX OS distribution to groups of Cisco PlX firewalls 

• Automated Cisco POM updates to remate firewalls 

• Configuratlon verification at periodic lntervals 

• Automated replacement of inaccurate o r tampered configurations 

• New firewalls configured at "boot time" 

The Auto Update Server is an indispensable component of any large-scale remate Cisco PIX firewall deployment. 

Auto Update Server is an easy-to-use solution to automatically update ali remate or local firewalls with new 

operating system releases. Cisco is the industry's first vendar to provide this pull model of security policy and 

operating system management. For specific information on the Auto Update Server component of VMS, refer to: 

http://www.cisco.com/en!US/products/sw/cscowork/ps3993/index.html 

Network-Based lOS Management o 
Administrators can use CiscoWorks VMS to configure network and switch lOS sensors. Many sensors can be quickly 

configured using group profiles. Additionally, a more powerful signature management feature is included to increase 

the accuracy and specificity of detection. Some prominent features are: 

• Easy-to-use Web-based interface 

• Wizards that lead users through common management tasks 

• Access to the Network Security O a ta base (NSOB), which provides meaningful information about alarms for users 

without lOS security expertise 

• Abllity to define a hierarchy of sensors containing groups and subgroups, and the ability to configure multi pie 

sensors concurrently using group profiles 

• Support for severa! hundred sensor deployments from each console 

• Use of a robust relational database to store a high volume of data 

For specific information on the network-based lOS management functionality of VMS, refer to: 

http://www.cisco.com/en!US/products/sw/cscowork/ps3990/index.html 

Host-Based lOS Management 

CiscoWorks VMS provides threat protection for server and desktop computing systems, also known as "endpoiO 

VMS goes beyond conventional endpoint security solutions by identifying and preventing malicious behavior before 

it can occur, thereby removing potential known and unknown security risks that threaten enterprise networks and 

applications. Because CiscoWorks VMS analyzes behavior rather than relying on signature matching, its solution 

provides robust protection with reduced operational costs. Features of host-based lOS management include: 

• Aggregates and extends multi pie endpoint security functions by providing host intrusion prevention, distributed 

firewall, malicious mobile code protection, operating system integrity assurance, and audit log consolidation ali 

within a single agent. 

• Provides preventive protection against entire classes of attacks including port scans. buffer overflows. Troian 

horses, malformed packets, and e· mail worms. 

• Offers "zero update" prevention for known and unknown attacks 
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• Provides industry-leading protection for UNIX and Windows servers and Windows desktops allowing customers 

to patch systems on their own schedules. 

• Open and extensible architecture offers the capability to define and enforce security according to corporate 

policy. 

• Scalable to thousands o f agents per manager to support large enterprise deployments. 
d 

For specific information on the host -based IDS management functionality o f VMS, refer to: the Management Center 

for Cisco Security Agents Datasheet. 

VPN Router Management 

CiscoWorks VMS includes functions for the setup and maintenance of large deployments of VPN connections and 

provides users with a point-and-click interface for setting up and deploying connections. This application is intended 

for scalable configuration of site-to-site VPN connections in a hub-and-spoke topology for centralized, multidevice 

configuration and deployment of Internet Key Exchange (IKE) and IP Security {IPsec) tunneling policies on VPN 

routers. 

Major features include: 

• Wizard-based interface for the creation o f IKE and VPN tunneling policies. 

• Hierarchical inheritance and Smart Rules hierarchy to reflect the organizational and common setup o f devices 

and simplified device management 

• IKE-KA (IKE Keepalive) or generic routing encapsulation (GRE) with Open Shortest Path First (OSPF) and 

Enhanced Interior Gateway Routing Protocol (EIGRP) for failover routing scenarios. 

• Centralized role-based access control model allows for centralized management of users and accounts. 

For specific information on the VPN router management functionality of VMS, refer to: http://www.cisco.com/enl 

US/products/sw/cscowork/ps3994/index.html 

Security Monitoring 

CiscoWorks VMS provides integrated monitoring to reduce the number of security monitoring consoles, reduce the 

number of events to monitor, and provide a broader view of security status. 

• Integrated monitoring is used to capture, store, view, correlate, and report on events from many of the devices in 

the SAFE Blueprint such as Cisco network IDSs, switch IDSs, host IDSs, firewalls, and routers. 

• Event correlation is used to identify attacks that are not easily recognizable from a single event. A flexible 

notification scheme and automated responses to criticai events also aid in quick action. 

• The event viewer can read both real-time and historical events. 

• Events are color-coded and administrators can quickly isolate problems. Administrators can also define 

thresholds and time periods when rules can be triggered to provide notification. 

• On-demand and scheduled reports facilitate ongoing monitoring. 

For specific information on the security monitoring component of VMS, refer to: http://www.cisco.com/en/US/ 

products/sw/cscowork/ps3991/index.html 
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VPN Monitoring 

CiscoWorks VMS offers a Web-based management tool that allows network administrators to collect, store, and 

vlew information on IPsec VPN connections for remote-access or site-to-site VPN terminations. Multi pie devices can 

be viewed from an easy-to-use dashboard that is configured using a Web browser. This dashboard provides the 

following capabilities: 

• Provides data on system resources related to real-time memory usage, pe~ctfrU CPU usage per device, and active 

tunnel and active sessions. This data simplifies the identification of devices with potential performance problems 

and devlces with the highest usage. 

• Enables viewing of current and long-term packet rates and packet dropped percentage which can aid in 

determining where excess capacity can be tapped or quickly identify bottlenecks and device throughput problems. 

• Enables identification of the devices with the most persistent problems through the event log; key device and VPN 

statistics are evaluated against a set of global and devlce-speclfic thresholds, and exceptions are recorded in the 

~~ o 
• Provides graphing of important common metrics. Devlce performance comparisons provide a global view o f 

short-term trends in VPN performance, enabling administrators to identify problem areas before they become 

criticai failures. 

For specific information on the VPN monitoring component ofVMS, refer to: http://www.cisco.com/en!US/products/ 

sw/cscowork/ps2326/index.html 

Operational Management 

CiscoWorks VMS provides the operational management for the network, allowing network managers to perform the 

following: 

• Quickly build a complete network inventory 

• Manage devlce credentials information 

• Monitor and report on hardware, software, configuration, and inventory changes 

• Manage and deploy configuration changes and software image updates to multiple devices 

• Monitor and troubleshoot criticai LAN and WAN resources 

• Quickly identify devices that can be used for VPNs, if upgraded with the appropriate Cisco lOS Software 

• Discover which VPN devices have hardware encryption modules o • Graphically compare configurations of VPN devices 

• Isolate IPsec-related problems by running customized Syslog reports 

For specific information on the operational management functionality of VMS, refer to: http://www.cisco.com/en/ 

US/products/sw/cscoworklps2073/index.html 

Server Specifications (Minimum requirements) 

Server Hardware 

• PC.compatible computer with 1 GHz or faster Pentium processOJ 

• Suo UltraSPARC 60 MP with 440 MHz or faster processOI 

• Suo UltraSPARCIII (Suo Blade 2000 Workstation or Suo Fire 280R Workgroup Server) 
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• CD- ROM drivt 

• 100BASE-r or faster connection 

• 1 GERAM 

• 9 GB available disk drive soace 

• 2 GB virtual memon .; 

• Color monitor with video card caoable of 16- bit colm 

Server Operating System 

CiscoWorks VMS reauires the following ooerating svstems: 

• Windows 2000 Professional, Server, and Advanced Server (Service Pack 3) 

Note: Suooort for Advanced Server requires that Terminal Services be turned off. 

Sun Solaris 2.8 with patches: 

109742 has been reolaced bv 108528-13 

109322 has been reolaced bv 108827-15 

109279 has been replaced bv 108528-13 

108991 has been replaced by 108827-15 

Java Requirements 

Sun]ava plug-in 1.3.1-b24 

Client Requirements 

Hardware 

• PC-compatible computer with 300 MHz or faster Pentium processor 

• Solaris SPARCstation or Sun Ultra 10 

Client Operating System 

• Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP SP1 with Microsoft VM. 
I 

• Solaris 2.8 

Client Browser 

• Internet Explorer 6.0 Service Pack 1. on Windows operating systems 

• Netscape Navigator 4. 79, on Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP; 

Netscape Navigator 4.76 on Solaris 2.8 

The CiscoWorks Management Center for Firewalls, and CiscoWorks Management Center for VPN Routers, are 

supported on Internet Explorer 6.0, but not on Netscape Navigator. In addition to supporting Internet Explorer The 

Management Center for IDS and the Monitoring Center for Security are also sup'ported on Netscape Navigator. 
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~lsc~rks·~~oducts are eligible for coverage under the Cisco 

' , Softw,are ~,P~ication Service (SAS) program. This service program 

' '·offers.customers contract-based 24-hour access to the Cisco 

Technical Asslstance Center (TAC), full Cisco.com privileges, and 

software malntenance updates. A SAS contract ensures that 

customers have easy access to the lnformation and services needed 

to stay current with newly supported device packages, patches, and 

mlnor updates. For further information about service and support 

offerings, contact your local sales office. 

Ordering lnformation 

CiscoWorks VMS is available for purchase through regular Cisco 

sales and distribution channels worldwide. CiscoWorks VMS 

includes ali the necessary components needed for an independent 

installation on a Microsoft Windows or Sun Solaris workstation. 

For More lnformation 

For more information, go to http://www.cisco.com/warp/publidcc/ 

pdlwr2klvpmnso/prodlit/ or send e-mail to ciscoworks@cisco.com 
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Cisco IDS 4200 Series Sensors 

Cisco integrated network security solutions erynite organizations to protect 

productivity gains and reduce operating costs. 

The Cisco IDS 4200 Series sensors are used 

in the Cisco lntrusion Protection System. 

These intrusion detection system sensors 

work in concert with the other components 

to efficiently protect your data and 

information infrastructure. With the 

increased complexity of security threats, 

achieving efficient network intrusion 

security solutions is criticai to maintaining a 

high levei of protection. Vigilant protection 

ensures business continuity and minimizes 

the effect of costly intrusions. 

Additionally, Cisco's flexible deployment 

options allow businesses to minimize the 

total cost of ownership of their IDS 

deployments by delivering: 

• unprecedented price/performance ratios 

• the ability to simultaneously protect 

multiple network subnets through the 

support for multiple sniffing interfaces, 

thereby delivering up to five sensors 

in one 

• a wide array of performance options 

• investment protection by delivering 

modular, upgradable components 

• support for multi- VLAN traffic 

• embedded web-based management 

solutions packaged with the IDS sensors 

Please refer to Table 1 for information on 

the characteristics of the Cisco IDS 4200 

Series Sensors. 

For details on the complete Cisco 

lntrusion Protection System, go to 

h li p: //www. cisco.com/go/ids. 

Deploying the Cisco lOS 4200 

Series Sensors 

The Cisco IDS 4200 Series includes four 

products: the Cisco IDS 4215, IDS 4235, 

IDS 4250 and IDS 4250-XL sensors. The 

Cisco IDS product line delivers a broad 

range of solutions that allow easy 

integration into many different 

environments, including enterprise and 

service provider environments. Each sensor 

addresses the bandwidth requirements at 

one of severa! speeds, from 80 Mbps to 

gigabits per second. 

The Cisco IDS 4215 can monitor up to 

80 Mbps o f traffic and is suitable for Tl/E 1 

and T3 environments. Additionally, 

multiple sniffing interfaces are supported 

on the IDS-4215 which allow the ability 

to simultaneously protect multi pie subnets, 

thereby delivering five sensors in a 

single unit. 

At 250 Mbps, the Cisco IDS 4235 can be 

deployed to provide protection in switched 

environments, on multiple T3 subnets, and 

with the support of 10/100/1000 interfaces 

it can also be deployed on partially utilized 

gigabit links. 

..... 
-~ I 
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The Cisco IDS 4250 supports a 500 Mbps speed and can be used to protect gigabit subnets and traffic traversing 

switches that are being used to aggregate traffic from numerous subnets. In addition, the Cisco IDS 4250 provides 

the flexibility to accommodate a simple hardware upgrade to scale to fullline-rate gigabit performance. 

At 1 Gbps, the Cisco IDS 4250-XL provides unprecedented performance by providing customized hardware 

acceleration to protect fully-saturated gigabit links as well as multiple partially-utilized gigabit subnets. 

As shown in Figure 1, sensors can be placed on almost any network segmentóTthe ehterprise-wide network where 

security visibility is required. 

Please refer to Table 2 for ordering information for the Cisco IDS 4200 Series Sensors. 

Figure 1 

Deployment Scenarios for the 4200 Series Appliance Sensors 
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Product Specifications 

Table 1 Characteristics of Cisco IDS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 Cisco IDS 4250-XL 

Performance 80 Mbps 250 Mbps 500 Mbps 1000 Mbps 

c Standard monitoring 10/100BASE-Tx 10/100/1000BASE-TX 10/1Q0,1000BASE- TX Dual 1000BASE-SX 
interface interface with MTRJ 

Standard command 10i 100BASE-h 10.100i1000BASE-n< 10i100,1000BASE- TX 10/100/1 OOOBASE-TX 
3nd control interface 

Optional interface Four 10/100BaseTx Four 10/100BaseTx -1000BASE-SX 1000BASE-SX (fiber) 
(4FE) sniffing (4FE) sn iffing (fiber) 
interfaces (allowing interfat:;es (allowing -Four 10/100BaseTx 
a total of 5 sniffing a total of 5 sniffing (4FE) sniffing 
interfaces). interfaces) . interfaces (allowing 

a total of 5 sniffing 
interfaces). 

Performance No No Yes No 
upgradable 

Form factor One rack unit One rack unit One rack unit One rack unit 

ll.dvanced protection aloorithms 

Stateful panerr Ye! Yes V e! Yes 
recoonition 

Protocol parsinq Ye! Yes Ye! Yes 

o Heuristic detectior Ye! Yes Ye! Ves 

Anomalv detectior Ye! Yes Ye! Yes 

Attack protection 

Sweeps or floods Ye! Yes V e! Yes 

Denial-of- service V e! Yes V e! Yes 
(DoS) mitiqation 

Worms or viruse! Ye! Yes Ye! Yes 

Common qatewav Ye! Yes V e! Yes 
interface (CGI) or 
WWW attacks 

Buffer overflo"" Ye! Yes Ye! Yes 
protectior 
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Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 Cisco IDS 4250-XL 

Remote- procedurE Ye~ Yes Ye~ Yes 

I 

call (RPC) attack 
detection --- •· 

Ye~ 
' Yes I IP fraqmentation Ye~ Yes 

attack~ 

Internet Contro Ye~ Yes Ye~ Yes I 
Messaqe Protocol I 

(ICMP) attack~ 

Simple MessaqE Ye~ Yes Ye~ Yes 
Transfer Protocol 
(SMTP), Sendmail, 
Internet MessaqE ) 
Access Protocol 
(IMAP), or Post 
Otfice Protocol (POP) 
attack~ 

File Transfer Ye~ Yes Ye~ Yes 
Protocol (FTP), 
Secure Shel 
Protocol (SSH). 
Telnet, and rloqin 
attack~ 

Domain NamE Ye~ Yes Ye~ Yes 
System (DNS) 
attack~ 

TCP hijacks Ye~ Yes Ye~ Yes 

Windows or NetBim Ye~ Yes Ye~ Yes 
attack~ 

TCP application Ye~ Yes Ye~ Yes 
protectior 

BackOrifice attack~ Ye~ Yes Ye~ Yes 

'-----) 
Network Timinq Ye~ Yes Ye~ Yes 
Protocol (NTP) 
attack~ 

Customizable Ye~ Yes Ye~ Yes 
siqnatures usinç 
Siqnature 
Micro· EnqinE 
technoloqy 

Automated Ye~ Yes Ye~ Yes 
siqnature updates 

'; .t . Crsco Systems. Inc. 
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Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 Cisco IDS 4250·XL 

Alarm Ye~ Yes Ye~ Yes 
summarizatior --
Support for 802 .1c Ye~ Yes Ye~ 

d 
Yes 

traffic 

P2P I file sharinÇJ Ye~ Yes Ye~ Yes 
detection technique~ 

Secure communication 

IP Security (IPSec) or Ye~ Yes Ye~ Yes 
Secure Socket~ 
Layer (SSL) betweer 
sensor and 
manaqemen1 
console 

Encrypted siqnature Ye~ Yes Ye~ Yes 
packaqes 

SSH for remete Ye~ Yes Ye~ Yes 
administration 

Serial Control Ye~ Yes Ye~ Yes 
Protocol (SCP; 
support for secure 
file transfer 

' 
IDS evasion protection 

IP fraqmentation Ye~ Yes Ye~ Yes 
re- assembl~ 

TCP strearr Ye~ Yes Ye~ Yes 
re-assembl'; 

Unicode Ye~ Yes Ye~ Yes 
deobfuscation 

1\ctive response actions 

Router Ye~ Yes Ye~ Yes 
access· control- lis1 
(ACL) modificatiom 

Firewall polic' Ye~ Yes Ye~ Yes 
modificatiom 

Switch ACL Ye~ Yes Ye~ Yes 
modificatiom 

Session termination Ye~ Yes Ye~ Yes 
via TCP reset~ 

IP session loqqinq or Ye~ Yes Ye~ Yes 
session repla~ 
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Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 Cisco IDS 4250·XL 

Active notification actions 

Alarm display Yes Yes Yes Yes 
--

~-

E-mail alerts Ye~ Yes Ye~ .i Yes 

E-paÇJe alerts Ye~ Yes Ye~ Yes 

Customizable scripl Ye~ Yes Ye~ Yes 
execution 

Multiple alarm Ye~ Yes Ye~ Yes 
destinatiom 

Third· party tool Ye~ Yes Ye~ Yes c inteqratior 

IDS active update Ye~ Yes Ye~ Yes 
bulletim 

Administration 

Web user interface Ye~ Yes Ye~ Yes 
(Secure Hypertexl 
Transfer Protocol 
[HTTPS)) 

Command-line Ye~ Yes Ye~ Yes 
interface (CU) 
(console: 

CU (Telnet or SSH) Ye~ Yes Ye~ Yes 

CiscoWorks VPI\ Ye~ Yes Ye~ Yes 
Security 
ManaÇJemenl 
Solution (VMS; 
support 

High availabilit>t 

-
Redundant power Nc Yes Ye~ Yes 
suppl~ 

Failure detection 

Monitorinq link Ye~ Yes Ye~ Yes 
failure detectior 

Communication~ Ye~ Yes Ye~ Yes 
failure detectior 

Services failure Ye~ Yes Ye~ Yes 
detection 

Device failure Ye~ Yes Ye~ Yes 
detection 

Dimensions 

\ Cisco Systems, Inc. 
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Table 1 Characteristics of Cisco lOS 4215, 4235, 4250, and 4250-XL Sensors 

Cisco IDS 4215 Cisco IDS 4235 Cisco IDS 4250 

Height 1.7 in. (4.37 em) 1.67 in. (4.24 em) 1.67 in. (4.24 em) 

Width 16.8 in. (42.72 em) 17.6 in. (44 .70 em) 17.6 in. (44.70 em) 
-

Depth 11.8 in. (29.97 em) 27.0 in. (68.58 em) 27.0 r'n. (68.58 em) 

Weight 11 .5 lb (4.11 kg) 35 lb (15.88 kg) 35 lb (15.88 kg) 

Rack-mountable Yes Yes Yes 

Power 

Autoswitching 100V to 240V AC 110-220 VAC 110-220 VAC 

Frequency 50 to 60Hz 50-60Hz 50-60Hz 

Operating current 1.5A 2.7Aat115V 2.7A at 115V 

1.3A at 220V 1.3A at 220V 

Operating environment 

Operating +5•c to +4o•c 10 to 35°C (50 to 10 to 35•c (50 to 
temperature (+41°F to +104°F) 95.Fl 95•F) 

Nonoperating -25•c to + 701t4•c -40 to 55•c (-40 to -40 to 65•c (-40 to 
temperature (-13F to + 1581/4°F) 149°F) 149°F) 

Operating relative 5 to 95% 8 to 80% 8to 80% 
humidity (noncondensing) (noncondensing) (noncondensing) 

Nonoperating 5 to 95% 5 to 95% 5 to 95% 
relative humidity (noncondensing) (noncondensing) (noncondensing) 

Heat dissipation 410 Btu/hr 983 Btu/hr 983 Btu/hr 
(most severe case (full power usage (maximum) (maximum) 
with full power (65W)) 
usage) 

Note: 

• This 80-Mbps performance for the Cisco IDS 4215 is based on the following conditions: 

- 800 new TCP connections per second 

- 800 HTTP transactions per second 

- Average packet size of 445 bytes, 

- Running Cisco IDS 4.0 Sensor Software 

• This 250-Mbps performance for the Cisco IDS 4235 is based on the following conditions: 

- 3000 new TCP connections per second 

- 3000 HTTP transactions per second 

- Average packet size of 445 bytes 

Cisco IDS 4250-XL 

1.67 in. (4 .24 em) 

17.6 in. (44 .70 em) 

27.0 in. (68.58 em) 

35 lb (15 .88 kg) 

Yes 

110-220 VAC 

50-60Hz 

2.7A at 115V 

1.3A at 220V 

10 to 35•c (50 to 
95•F) 

-40 to 65°C (-40 to 
149°F) 

8 to 80% 
(noncondensing) 

5 to 95% 
(noncondensing) 

983 Btu/hr 
(maximum) 
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- Runnlng Cisco IDS 4.0 Sensor Software 

• Thls 500-Mbps performance for the Cisco IDS 4250 ls based on the following conditlons: 

- 5000 new TCP connections per second 

- 5000 HITP transactions per second 

- Average packet slze of 445 bytes 

- Running Cisco IDS 4.1 Sensor Software 

• This 1000-Mbps performance for the Cisco IDS 4250-XL is based on the following conditions: 

- 5000 new TCP connections per second 

- 5000 HTTP transactions per second 

- Average packet size o f 595 bytes 

- Running Cisco IDS 4.0 Sensor Software 

Regulatory Compliance 

• EMC-FCC (CFR 47 Part 15) Class A, CISPR 22 Class A, EN 55022 Class A, EN 55024, EN61000-3-2, 

EN61000-3-3, VCCI Class A, AS/NZS 3548 Class A, CE marklng 

• Safety UL 60950, CSA 22.2 No.60950, IEC 60950, EN 60950, AS/NZS 3260, CE marking. 

Table 2 Ordering lnformation for the Cisco lOS 4200 Series Sensor 

) 

Product number Product description 

o 

IDS-4215-K9 Cisco IDS 4215 Sensor (chassis, software, SSH, 2 onboard 10/100BASE-Tx interfaces 
with RJ-45 connector), 80-Mbps 

IDS-4215-4FE-K9 Cisco IDS 4215 Sensor (chassis, software, SSH, 2 onboard 10/100BASE-Tx interfaces 
with RJ-45 connector plus 4FE interface card), 80-Mbps 

IOS-4235-K9 Cisco lOS 4235 Sensor (chassis, software, SSH, 10/100/1000BASE-T with RJ-45 
connector) 

IDS-4250· TX-K~ Cisco IDS 4250 Sensor (chassis, software, SSH, 10/100i1000BASE· Twith RJ-45 
connector) 

IOS-4250-SX-K9 Cisco lOS 4250 Sensor (chassis, software, SSH, 1000BASE-SX with SC connector) r 
IDS-4250-XL-K9 Cisco IDS 4250-XL Sensor (chassis, software, SSH, hardware accelerator, with dual '--" 

1000BASE-SX and MTRJ connectors) 

IOS-Xl:INT= Cisco lOS Accelerator Card with dual 1000BASE-SX interfaces and MTRJ connectors 

IOS-4250-SX-INT = 1000BASE-SX monitoring interface with SC connector 

IDS-4FE-INT= Spare 4FE (10/100 Base Tx) sniffing interfaces for 4215, 4235, & 4250 

IDS-PWR= Spare power supply for the Cisco IDS 4235 and 4250 sensors 

lOS-SCSI= Spare Small Computer Systems Interface (SCSI) hard disk drive for Cisco IDS 4250 
Senso r 

IDS-RAIL-2= Two post rail kits for the Cisco lOS 4235 and 4250 sensor platforms 

IDS-RAII.:4= Four post rail kits for the Cisco lOS 4235 and 4250 sensor platforms 

Cisco Systems. Inc. 
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Table 2 Ordering lnformation for the Cisco IDS 4200 Series Sensor 

Product number Product description 

CON-SNT-IDS4215XK Cisco SMARTnet support 8 x 5 x NBD (Cisco IDS 4215-K9) 

CON-SNTE-IDS4215XK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4~_i5-K9)~ . 

CON-SNTP-IDS4215XK Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS4215-K9) 

CON-OS-IDS4215XK Cisco SMARTnet Onsite support 8 x 5 x NBD (Cisco IDS 4215-K9) 

CON-OSE-IDS4215XK Cisco SMARTnet Onsite support 8 x 5 x 4 (Cisco IDS 4215-K9) 

CON-OSP-IDS4215XK Cisco SMARTnet Onsite support 24 x 7 x 4 (Cisco IDS 4215-K9) 

CON-SNT-IDS4215-4FEXK Cisco SMARTnet support 8 x 5 x NBD (Cisco IDS 4215-4FE-K9) 

CON-SNTE-IDS4215-4FEXK Cisco SMARTnet support 8 x 5 x 4 (Cisco IDS 4215-4FE-K9) 

CON-SNTP-IDS4215-4FEXK Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4215-4FE-K9) 

c CON-OS-IDS4215-4FEXK Cisco SMARTnet Onsite support 8 x 5 x NBD (Cisco IDS 4215-4FE-K9) 

CON-OSE-IDS4215-4FEXK Cisco SMARTnet Onsite support 8 x 5 x 4 (Cisco lOS 4215-4FE-K9) 

CON-OSP-IDS4215-4FEXK Cisco SMARTnet Onsite support 24 x 7 x 4 (Cisco IDS 4215-4FE-K9) 

CON-SNT-IDS4235K9 Cisco SMARTnet support 8 x 5 x NBD (Cisco lOS 4235) 

CON-SNTE-IDS4235K9 Cisco SMARTnet support 8 x 5 x 4 (Cisco IDS 4235) 

CON-SNTP-IDS4235K9 Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4235) 

CON-OS-IDS4235K9 Cisco SMARTnet onsite support 8 x 5 x NBD (Cisco IDS 4235) 

CON-OSE-IDS4235K9 Cisco SMARTnet onsite support 8 x 5 x 4 (Cisco IDS 4235) 

CON-OSP-IDS4235K9 Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco IDS 4235) 

CON-SNT-IDS4250TK Cisco SMARTnet support 8 x 5 x NBD (Cisco lOS 4250-TX) 

CON-SNTE-IDS4250TK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4250-TX) 

CON-SNTP-IDS4250T Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4250-TX) 

CON-OS-IDS4250TK Cisco SMARTnet onsite support 8 x 5 x NBD (Cisco lOS 4250-TX) 

CON-OSE-IDS4250TK Cisco SMARTnet onsite support 8 x 5 x 4 Cisco (lOS 4250-TX) 

CON-OSP-IDS4250TK Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco IDS 4250-TX) 

CON-SNT-IDS4250SK Cisco SMARTnet support 8 x 5 x NBD Cisco (IDS 4250-SX) 

CON-SNTE-IDS4250SK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4250-SX) 

CON-SNTP-IDS4250SK Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4250-SX) 

CON-OS-IDS4250SK Cisco SMARTnet onsite support 8 x 5 x NBD (Cisco IDS 4250-SX) 

CON-OSE-IDS4250SK Cisco SMARTnet onsite support 8 x 5 x 4 (Cisco IDS 4250-SX) 

CON-OSP-IDS4250SK Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco IDS 4250-SX) o 
CON-SNT-IDS4250XK Cisco SMARTnet support 8 x 5 x NBD Cisco (IDS 4250-XL) 

CON-SNTE-IDS4250XK Cisco SMARTnet support 8 x 5 x 4 (Cisco lOS 4250-XL) 

CON-SNTP-IDS4250XK Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4250-XL) 

CON-OS-IDS4250XK Cisco SMARTnet onsite support 8 x 5 x NBD (Cisco lOS 4250-XL) 

CON-OSE-IDS4250XK Cisco SMARTnet onsite support 8 x 5 x 4 (Cisco IDS 4250-XL) 

CON-OSP-IDS4250XK Cisco SMARTnet onsite support 24 x 7 x 4 (Cisco lOS 4250-XL) 

!­
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Table 2 Ordering lnformation for the Cisco lOS 4200 Series Sensor 

Product number ProdUct description 

CON-SNT-IDS4FE 

CON-SNTE-IDS4FE 

CON-SNTP-IDS4FE 

CON-OS-IDS4FE 

CON-OSE-IDS4FE 

CON-OSP-IDS4FE 

CON-SNT-IDSXL 

CON-SNTE-IDSXL 

CON-SNTP-IDSXL 

CON-OS-IDSXL 

CON-OSE-IDSXL 

CON-OSP-IDSXL 

Export Considerations 

Cisco SMARTnet support 8 x 5 x NBD (IDS-4FE-INT =) 

Cisco SMARTnet support 8 x 5 x 4 (IDS-4FE-INT =) 

Cisco SMARTnet support 24 x 7 x 4 (IDS-4FE-IN1~ 
+· 

Cisco SMARTnet onsite support 8 x 5 x NBD (IIJS-4.FE-INT =) 

SMARTnet onsite support 8 x 5 x 4 (IDS-4FE-INT =) 

SMARTnet onsite support 24 x 7 x 4 (IDS-4FE-INT =) 

Cisco SMARTnet support 8 x 5 x NBD (IDS-XI:INT =) 

Cisco SMARTnet support 8 x 5 x 4 (IDS-XL:INT =) 

Cisco SMARTnet support 24 x 7 x 4 (IDS-XL-INT =) 

Cisco SMARTnet onsite support 8 x 5 x NBD (IDS-XL:INT=) 

SMARTnet onsite support 8 x 5 x 4 (IDS-XL:INT =) 

SMARTnet onsite support 24 x 7 x 4 (IDS-XL:INT =) 

The Cisco IDS 4200 Series sensors are subject to export controls. Refer to the export compliance Web site for 

guidance at: liltp://www.ciscu.cullliww l/expun/cryptu/. 

For specific export questions, contact ex purt @ciscu.culll. 

Additional lnformation 

For more lnformatlon about the Cisco lntrusion Protection System, go to: http ://www. c iscu.cullligu/ ids 

c 

For more lnformation about the CiscoWorks VMS Solutions (IDS management), go to: I1LL p ://www.c i seu. cullliguiv iiiS 
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Cisco lntrusion Detection System 

c 

o 

Q. What is a "network-based" IDS? 

A. Two basic types ofiDSs are on the market today: host-based and network-based systemso 

The fundamental difference between them is the source of the activity that they monitor and 

analyze to detect intrusionso Host -based IDSs monitor activity on a host o r end system, while 

network-based IDSs monitor network traffico Host-based IDSs are used to protect criticai 

network servers or other individual systems containing sensitive informationo 

Network-based IDSs are used to monitor activity on a specific network segment. Whereas a 

host-based IDS resides on a workstation and shares CPU with other user applications, a 

network-based solution is a dedicated platformo Network-based IDSs perform a rule-based 

or expert system analysis oftraffic using parameters set up by the security manager, and the 

signatures, which flag suspicious or attack activityo The systems analyze network packet 

headers to make security decisions based on source, destination, and packet typeo They also 

analyze packet data to make decisions based on the actual data being transmittedo These 

systems scale well for network protection beca use the number of actual workstations, 

servers, or user systems on the network is not criticai, the amount of traffic is what matterso 

In addition, sensors placed around the globe can be configured to report back to a central 

si te, enabling a small team of security experts to support a large enterpriseo The Cisco® 

network-based lntrusion Detection System provides network administrators with enhanced 

security technology and capabilities to secure their networkso 

Q. If I already have a firewall, do I really need an IDS? 

A. Absolutelyo Although an IDS will not replace your firewalls o r other security devices for 

that matter, it serves a very complementary role and addresses certain risks that firewalls 

cannot. The primary function of the firewall is to contrai access to services and hosts based 

on your si te security policyo If a service or connection to a specific host is permitted, firewalls 

typically permit ali such traffic, and they do not inspect the content o f the permitted traffico 

An example is permitting public access to a Web server on a DMZO Ali connection requests 

to the Hypertext Transfer Protocol (HTTP) port on that Web server will be permitted by the 

firewall, including malicious traffic directed at the HTTP server to exploit a buffer overflow 

vulnerabilityo Although most firewalls will not protect against data/content-driven attacks 

(for example, buffer overflow) , IDSs will. Furthermore, firewalls typically will not protect 

you against attacks originating from inside your network or entering your environment from 

other ingress points not protected by firewalls (for example, remo te access servers) o IDSs can 

be strategically deployed to monitor activity from internai sources and other network ingress 

points without impacting your networko Deploying an IDS to complement your firewall(s) 

will significantly enhance your security postureo 

\~· 
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Q. Is there a mechanism by which users may contact the IDS Product Team at Cisco? 

A. Yes. Users may pose questions, requests, and comments to the following e-mail address: 

ids-news@cisco.com 

---------

In addition, users have the ability to share experiences with other users and also pose questions to the Cisco IDS 

Engineering & Product Marketing teams at the IDS Networking Professionals Forurn.at: ~· 

h lt p ://f oru ms.cisco .com/ef oru m/servlet/ 

NetProf?page=netprof&CommCmd=MB% 3FcmdDdisplay_messages26mode3Dnew261ocation%3D.ee6elfc 

Q. Does anyone offer a managed IDS service using the Cisco IDS? 

A. Yes, numerous managed service providers offer a managed IDS service using the Cisco IDS. These managed 

service providers include AT&T, Counterpane, IBM Emergency Response Services, NetSolve, Riptech, RedSiren, 

and Ubizen. 

Sensors 

Q. What are the new features of the Cisco IDS 4.0 Sensor software? 

A. The Cisco IDS 4.0 Sensor software delivers a number o f new features and enhancements to the network-based 

IDS portfolio. These features include: 

• Re-architecture of communications pro toco! to enhance the efficiency of message transactions 

• Common code base to allow feature parity between the appliance sensor and the switch sensor 

• Delivery of a Layer 2 signature engine to mitigate issues such as man in the middle attacks and ARP spoofing in 

switched environments 

• Introduction o f an SMB engine to efficiently address attacks related to SMB 

• Ability to capture the trigger packet that caused an alarm 

• Enhanced shunning caoabilities to allow shunning bv oort address 

• Major enhancements to our existing pro toco! anomaly techniques 

• Provision of Analysis Statistics Engine to deliver information of metrics such as bad checksums, bytes processed, 

data rates Mbps, TCP nades per sec, and other analysis metrics 

• Introduction o f a full featured Cisco IOS-like CLI (command-line interface) for unprecedented sensor 

management over a secure SSH connection 

• Capability o f capture and display o f the VLAN ID of the malicious traffic that was detected 

• Enhancements to IP Fragmentation Reassembly 

• Higher leveis o f granularity for the alarm information that is transmitted to the management console 

• Support for ntp 

• NAT support 

• Logical signature groupings to allow global changes across the groupings 

• Ability to implement exceptions to filter events to be displayed 

• Tunability o f IP session logging parameters 

Cisco Systems. Inc. 
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Q. What performance numbers (Mbps) are supported by the Cisco IDS Sensors? 

A. The Cisco IDS 4215 supports 80 Mbps of performance and can be used to protect T1/E1ff3 environments. 

At 250 Mbps, the Cisco IDS 4235 can be deployed to provide protection in switched environments, on multiple T3 

subnets, and with the support of 10/100/1000 interfaces, it can also be deployed on partially utilized gigabit links. 

The Cisco IDS 4250 supports superior performance at 500 Mbps and can be used to:prote~~ gigabit subnets and 

traffic traversing switches that are being used to aggregate traffic from numerous s~bnets. 

Intrusion protection for fully saturated gigabit links is delivered by the Cisco IDS 4250-XL. Using customized 

hardware acceleration, the IDS-4250-XL can be used to protect gigabit subnets and multiple partially utilized 

gigabit links. 

The Cisco Catalyst® 6500 Series Intrusion Detection System (IDSM-2) Services Module supports 600 Mbps. This 

module operates within the Catalyst 6500 Series and provides protection for traffic traversing the switch, which 

could be traffic from a single subnet or from numerous subnets that are being aggregated through the switch. 

The Cisco IDS Network Module provides full-featured lntrusion Protection that is integrated into the Cisco 2600, 

3600, and 3700 series routers. Each sensor addresses the bandwidth requirements of different routers up to 1 O Mbps 

in the Cisco 2600XM, and up to 45 Mbps in the Cisco 3700 Series. By integrating IDS and branch office routing, 

Cisco reduces the complexity of securing WAN links and at the same time reduces opera tio na! costs. Additionally, 

by delivering full-featured intrusion protection to remote offices and branch offices, network administrators can now 

mitigate threats at these remote locations and effectively isolate them from the corporate network. The Network 

Module has the capability of inspecting GRE/IPsec encrypted packets that are traversing the router in to which it 

integrates. 

Q. How does the IDS sensor work? 

A. Sensors monitor the network traffic by directly "tapping" the line (for example, via a shared-media hub) or 

by receiving copies of the traffic (for example, Switched Port Analyzer [SPAN] port on a switch) using a passive, 

promiscuous interface (the "monitoring interface"). The sensor analyzes the captured packets and compares 

them against a rule set of typical intrusion activity (that is, "signatures") . lf the captured packets match a defined 

intrusion pattern in the rule set, the sensor sends an alarm to the management console and automatically responds 

(if configured to doso). The alarms are sent out a separate management interface soas not to impede continuai 

packet capture by the monitoring interface. 

Q. What kind o f a performance impact does the sensor impose on the monitored network? 

A. None. Sensors operate by "tapping" the network (for example, .via a shared-media hub) or off copies of the 

packets (for example, via a switch SPAN port). The monitoring interfaces on the sensors are passive and do not 

source packets onto the network (the one exception is TCP reset packets for automatic response) . 

Q. How do you deploy sensors in a switched environment? 

A. With most IDS products on the market today, sensors must be placed on the switch SPAN port to monitor 

network traffic. Although the SPAN port can provide access to network traffic, it does have certain limitations (for 

example, limited number of SPAN sessions) . The Catalyst 6000 IDS Module was designed specifically to address 

switched environments by integrating the IDS functionality directly in to the switch and taking traffic right off the 

switch backplane. 
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Q. What is the Cisco IDS Network Module for the Cisco 2600, 3600, and 3700 series routers? 

A. The Cisco IDS Network Module is a network module that is installed in a Cisco 2600, 3600, or 3700 series 

chassis to provide full-featured intrusion protection services within the router. The Cisco 2600, 3600, and 3700 Series 

IDS Network Module provides the ability to inspect ali traffic traversing the router, to identify unauthorized or 

malicious activity such as hacker attacks, worrns, or denial-of-service attacks, and to t_!!rminate this traffic to suppress 

or contain threats. 

Q. How does the Cisco IDS Network Module work? 

A. The Cisco 2600, 3600, and 3700 Series IDS Network Module receives copies of packets directly from the router's 

backplane in a passive or promiscuous mode. The packets are passed through the internai monitoring interface for 

classification and processing. The Cisco 2600, 3600, and 3700 Series IDS Network Module analyzes the captured 

packets and compares them against a rule set of typical intrusion activity. lf the captured packets match a defined 

intrusion pattern in the rui e set, the IDS Network Module can take one of two actions. lt can send a command to 

the router to either shut down the interface or it can send a TCP reset packet to the sender to stop the TCP session 

causing the attack. 

Q. What is the rated performance of the Cisco 2600, 3600, and 3700 Series IDS Network Module? 

A. The Cisco 2600, 3600, and 3700 Series IDS Network Module provides up to 10 Mbps for the 2600XM Series 

and up to 45 Mbps for the 3700 Series, depending on the platform in which the network module is inserted. 

Q. Can the Cisco Network IDS Sensors monitor trunked traffic? 

A. Both IDSM and the appliance sensors can monitior 802.1q traffic and, hence, are VLAN aware. 

Q. What type o f interfaces are supported on the appliance sensors? 

A. Copper interfaces are supported on the IDS 4215 and IDS 4235. Both Copper and Fiber interfaces are supported 

on the IDS 4250 Sensor. The 4250-XL supports dual fiber interfaces with MTRJ connectors. 

Q. Does Cisco IDS provide multi-interface support? 

A. Yes. Dual sniffing interfaces are supported on the IDS 4250-XL. Up to 5 interfaces are supported on the IDS 4215, 

4235, and 4250 Sensor appliances. 

A configurable four Fast Ethernet interface card is provided for other models of the Cisco 4200 Series sensors to 

deliver a total o f tive sniffing interfaces for each sensor-one onboard sniffing interface plus four Fast Ethernet 

configurable interfaces. 

The Cisco IDSM-2 can be used to monitor traffic from multi pie interfaces. The network module for the Cisco access 

routers can monitor traffic from any o f the router interfaces. 

Q. ls the user notified when the sniffing interface of a sensor is disconnected? 

A. Sensors are equipped with a monitoring interface for data packet capture and a command and control interface 

for transmitting alarms to the management console and receiving configuration information from the management 

console. When the sniffing interface is disconnected, an alarm is triggered. This setup provides the user with an alert 

mechanism when the interface is tampered with and, hence, assures persistent operation. 
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Q. Does the Cisco lOS Sensor provide an indication o f when it is oversubscribed? 

A. Yes. The sensor, IDSM, and network module issue an alarm when their respective performance ratings are 

exceeded. 

Q. Where can I find more details on the lOS signature algorithms? - . 
A. For more information on the signature algorithms, please refer to a white papeiThat ntdy be downloaded at: 

h llp :/ /www.cisco. com/warp/pu bl ic/cc/pd/sqsw/sq idsz/prod I i Uidssa_ wp. htm 

Q. Does Cisco lOS protect against common lOS evasion techniques? 

A. Cisco lOS also includes protection from a number o f advanced, anti-lOS evasion techniques including: 

• IP fragmentation reassembly 

• TCP streams reassembly 

• Unicode Web deobfuscation 

Q. Can the senso r itself be attacked and compromised? 

A. A properly configured and installed sensor cannot be compromised. The monitoring interface (connected to 

the production network) cannot be detected, and packets cannot be directed at it. The interface is in promiscuous 

mode, and has neither a protocol stack nor an IP address bound to it. lt is not susceptible to "antisniff" detection 

techniques. The separate management interface does have an IP address, but Cisco recommends that a separate, 

isolated management subnet be used to provide connectivity from the management interface on the sensor to the 

lOS management console. In addition, only a very limited number o f services are available from the management 

interface, and access contrais can be configured to allow only designated management systems to connect to the 

senso r. 

Q. What is Cisco Countermeasures Research Team (C-CRT)? 

A. The core of the Cisco lOS solution-the advanced protection capabilities- is developed and maintained by 

C-CRT. This team of elite security professionals is dedicated to: 

• Advancing countermeasures research 

• ldentifying and responding to new threats 

• Distributing proactive signature files and signature micro-engines 

• Maintaining our network security database (NSDB) 

• Contributing research to the Cisco Security Encyclopedia (CSEC) 

• Improving the state o f threat mitigation science 
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The C-CRT is comprised of elite "white hat" personnel. C-CRT's esteemed credentials include: 

• Heritage and tenure--mostjoined Cisco through the WheelGroup acquisition. 

• Government clearance--greater than 65 percent have held Secret and Top Secret Department of Defense security 

clearances. 

• Military backgrounds-experience logged from USAF Information Warfare Cedn~. Department o f Defense 

(DOD) , Department of Energy (DOE) , National Security Agency (NSA), Central lhtelligence Agency (CIA) , or 

other notable government organizations. 

• Security experience--average member of the C-CRT has over six years of compu ter security experience, allowing 

Cisco to deliver the most mature, accurate, and industry-proven intrusion protection solutions. 

Q. Can I create my own signatures? 

A. Because the security objectives for each IDS deployment are unique, Cisco IDS adds granularity to the way in 

which sensors may be tuned to specifically suit the environment in which they are deployed. Using our innovative 

TAME (Threat Analysis Micro Engine) policy language, users can create new policies or modify existing policies to 

meet their unique security objectives. Since the TAME policies are decoupled from the sensing application, changes 

can be made without affecting sensor performance or reliability. 

Q. Is it possible to record and replay the IP session of the source IP address that triggered an IDS alarm? 

A. IP session logging provides extensive logging that is important for system troubleshooting as well as for 

reconstructing system events before and after attacks. Cisco IDS augments this capability by converting these logs to 

a standard TCP dump format that allows them to be viewed and replayed using public domain utilities, such as 

Ethereal and TCPReplay. 

Q. Can the sensor detect attacks if the traffic is encrypted, for example IPsecurity (IPsec) or Secure Sockets 

Layer (SSL)? 

A. The Cisco IDS Sensor analyzes both packet header information (context data) and packet data information 

(content data) to determine if suspicious activity is occurring. Encryption algorithms encrypt the data portion o f 

the packet for confidentiality. Beca use it can process only what it can "see," the Senso r cannot detect attacks that 

require inspection of the payload or data fields within a packet. lt will, however, still alarm and respond to attacks, 

which are detected from the unencrypted packet header information. Ali network-based IDSs suffer this problem. 

Therefore, in networks carrying encrypted traffic, Sensor placement is criticai. To take advantage of their full 

intrusion-detection capability, the Cisco IDS Sensors should be installed where the traffic has already been decrypted. 

Otherwise, the Sensor can be placed on an encrypted segment and will detect ali but the packet data o r payload-based 

attacks. 

Q.· What techniques does Cisco use for mitigating threats? 

A. Severa) techniques provide comprehensive protection against the latest cyber threats, including simple pattern 

matching, stateful pattern matching, protocol anomaly detection, heuristic-based detection, and anomaly detection. 

Q. Does Cisco IDS deliver Peer to Peer signatures? 

A. Yes. Cisco IDS delivers protection against file-sharing threats with support for advaÍlced P2P attack mitigation 

techniques. 
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Q. How are the Cisco IDS signatures updated? 

A. Cisco posts signature updates on Cisco Connection Online (CCO) approximately every 14 days. Cisco lOS 

provides a facility to automatically distribute new signature files and application upgrades to sensors without 

operator involvement. Utilizing a secure staging technique, new signature files are placed on a central server and 

passed to the sensor at scheduled intervals. After verifying the integrity of the pack'!~· the~sensor automatically 

installs the update. This new capability significantly streamlines the process of regdlarly updating remote sensors, 

thereby lowering the recurring operational costs associated with this task. Additionally, users can subscribe to 

Cisco Active Update notification services to stay informed about breaking vulnerability news and posted 

countermeasures at: 

http://www.cisco.com/warp/public/779/largeent/issues/security/idsnws/archive.html 

Users may refer to the following si te for a chronological listing of the Cisco IDS Active Update Notification Bulletins: 

http://www.cisco.com/warp/public/779/largeent/issues/security/idsnws/archive.html 

Q. How do the Cisco IDS Sensors and management consoles communicate with each other? 

A. Communication between the Cisco IDS 4.0 Sensors and management consoles is provided by a secure (SSL) XML 

based messaging format. Ali alarm transmissions from the sensor to the management console are acknowledged. 

If connectivity from the sensor to the management console is disrupted, the sensor will continue to monitor the 

network, and will queue alarms and retransmit until successful. 

Q. How much additional network traffic does the Cisco lOS generate? 

A . Because each alarm and acknowledgment is contained in a single UDP packet, there is negligible impact on 

network traffic. 

Q. Is there a site that lists ali the supported Cisco lOS signatures? 

A. Yes. Users may access the latest Cisco lOS signatures at the Cisco Secure Encyclopedia si te at: 

http://www.c isco .com/pcgi-bin/front.x/csec/idsHome.pl 

Q. Does Cisco support a centralized site that contains a compiled Iisting of the latest vulnerabilities? 

A. Yes. Cisco's Security Encyclopedia is a one-of-a-kind clearinghouse of security and vulnerability information. 

Unlike other security databases that simply consolidate vulnerability information published on a number of 

public-source Web sites, the CSEC contains statistics on the vulnerabilities by industry or by sector. These statistics 

are compiled from over 400 actual Security Posture Assessments (SPA) performed by the Cisco Security Consulting 

team. CSEC is developed and maintained by the elite C-CRT. You may visit the CSEC site at: 

http://www.cisco.com/go/csec 

Q. Where can I download the latest lOS software? 

A. Both current and archived lOS Senso r software can be downloaded at the Software Center on CCO (CCO login 

required) : 

http ://www.cisco.corn/publi c/sw-center/c iscosecure/ids/crypto/ 

Q. Where can I access documentation on the Cisco IDS Sensor Software? 

A. Documentation for sensor software updates are available at: 

L-
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Threat Response Technology 

Q. Is Threat Response an event correlator? 

A. Threat Response is not an event correlator. Event correlation involves analyzing data from NIDS sensor, firewalls, 

routers, and other sources. Instead of correlating this type of data, Threat Response investigates the actual target o f 

an attack. This is the same process an expert network security specialist would use.,. aTnl is the best way to determine 

if a system has been compromised. 

Q. Does Threat Response conduct network vulnerability scans? 

A. No, Threat Response does not conduct enterprise wide scans of your environment, nor does Threat Response 

inventory your network. The designers o f Threat Response have been network administrators for large 

mission-critical enterprises such as the U.S. Pentagon and know that downtime is unacceptable. Beca use of this, 

Threat Response conducts a low-impact investigation oftargeted systems only when needed. Threat Response is able 

to work in dynamic network environments {including DHCP and wireless) without the need to run regular 

vulnerability scans that can disrupt your enterprise. 

Q. Does Threat Response require deployment o f software across the enterprise? 

A. No, Threat Response does not require the deployment of software across the enterprise. Threat Response accesses 

these systems in the same way a security network administrator would-with read access privileges. 

Q. How does Threat Response stay up to date with the latest attacks? 

A. Cisco releases updates to keep the Threat Response IDS signature database up to date with the IDS vendors, as 

well as corresponding forensic signature updates to investigate IDS events. When an update is available, the 

administrator will be notified via the Threat Response GUI and can use the integrated auto-update feature to keep 

the product current. 

Q. What does Threat Response do once real attacks are identified? 

A. Threat Response will provide the user with detailed information on how the event was investigated, as well as 

any forensic data gathered showing details on the actual attack. This information can then be used by an 

administrator to quickly remediate an intrusion. 

Q. What type of systems can Threat Response investiga te? 

A. Threat Response can conduct a full active investigation of systems running Windows-based operating systems. 

For systems running Linux, Solaris, and other forms of UNIX, Threat Response will perform passive checks as a first 

line o f investigation. Based on this initial analysis, Threat Response can elimina te many alarms that are not targeted 

to those specific platform types. 

Q. How do I get Threat Response technology? 

A. Threat Response technology is currently available as a full featured, 90-day free trial software solution. The trial 

version ships with every Cisco IDS sensor. Once the trial has expired, customers have the choice of: 

• switching to a reduced capabilities free version (only conducts basic levei investigation o f the targeted system) 

• purchasing the full featured version, which will be offered as part o f a VMS bundle · 
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Management 

Q. What management console options are available for the Cisco IDS? 

A. See Table 1 and Table 2. 

Table 1 Event Management 

IEVwithCTR VMS SecMon with 
IEV Technology VMS SecMon CTR Technology 

Deployment Oedicated system Oedicated system Oedicated system Oedicated system 
method required required required required 

GUI type Java desktop Browser-based GUI Browser-based GUI Browser-based GUI 
application 

# sensors 5 5 Unlimited Unlimited 

Event types lOS lOS lOS, Firewall , Router lOS, Firewall, Router 

Table 2 Device Management 

IDM CLI 

Oeployment method lntegrated on sensor lntegrated on sensor 

GUI type Browser-based GUI Browser-based GUI 

# sensors Unlimited, by sensor Unlimited, by sensor 

Eventtypes lOS lOS 

IEV =Cisco lOS Event Viewer. included free of charge wilh lOS sensor 
VMS SeeMon = CiscoWorks Monitoring Center for lOS, part of the CiscoWorks VMS bundle 
IDM =lOS Oevice Manager, included free of charge with the lOS sensor 
CU= Command-line interface, included free of charge with the lOS sensor 
VMS Mgmt Center = CiscoWorks Management Center for lOS, part of the CiscoWorks VMS bundle 

For More lnformation 

More information on Cisco's VMS solutions can be found at: 

http://www.cisco.com/go/vms 

VMS Management Center 

Oedicated system required 

Browser-based GUI 

Unlimited, by sensor groups 

lOS, Firewall , Router 

In addition, augmentation to the alarm viewing, analysis, and reporting capabilities o f the Cisco IDS Management 

solution are provided through third-party applications that are available from Cisco Security Associates partners. 

For more details see: 

http ://www.cisco.com/warp/pu bl ic/7 78/securit y/sa p/management . html 

Q. Are Cisco IDS communications encrypted? 

A. IPsec functionality is included on the appliance Sensors to allow customers to encry_pt traffic to management 

consoles with IPsec capabilities. 
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Q. If I Jose connectivity to a remote sensor, can I tell from the 

management console? 

A. The Cisco lOS management consoles monitor the health of a 

Sensor via a continuous heartbeat. If communications with the 

Sensor are lost for more than one minute (by default), a visual 

indicator is displayed on the management console, indicating a 

communications failure with the Sensor. If it is determined that a 

sensor has failed, it can be quickly replaced with another sensor and 

the configuration, stored on the management console, and can be 

quickly pushed to the new sensor. 

Q. How many sensors can one Cisco lOS Management console 

manage? 

A. Although the technicallimit is very large (greater than 1000), 

Cisco typically recommends a ratio o f 20 to 25 sensors per 

management console for practical reasons. With ratios greater than 

c 

. /:~. 
I . \ 
·1 1 ;: 2 -,o · 

this, operators can be easily overwhelmed with the vol~me rrb \"1 
information that they may be required to analyze, ther~~y~ ,· L 
diminishing the overall effectiveness of the IDS. For depibyffie?ts 

larger than 25 sensors, multiple management consoles can be·,_ 

installed to scale the number of sensors. 

Q. Can I have multiple Cisco lOS management consoles? 

A. The Cisco IDS architecture supports the deployment of multi pie 

management platforms. Sensors can send alarms to multiple 

management consoles simultaneously, and management consoles 

can forward alarms to other management consoles, allowing 

customers to build large, hierarchical management infrastructures. 
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lnnovation - Leadership - Ex ertise 
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• 1996: First commercial network IDS 
oi ., 

• 1998: Acquisition of WheeiGroup 

• 1999: lntegration into Cisco lOS software 

• 2000: Migration into Catalyst switch hardware 

• 2001: Extensions of lOS appliance line and software 

• 2002: lntroduction of Gigabit sensing, embedded 
management, new Enterprise-class management and 
monitoring, intent to acquire Psionic 

• 2003: Hardware-accelerated Gigabit sensing, converged 
code, false-positive reduction, in-line IDS, extended 
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• Delivering dedicated and network integration devices -
horizontal i ntegration 

• lncreasing accuracy and reducing false-positives with 
combination of multi-mode threat detection and newly 
acquired threat response investigation 

• Minimizing Total Cost of Ownership with hardware­
integrated solutions and easy-to-use, scalable 
management and monitoring applications 

• Leveraging seven years of leadership and innovation in 
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• Network appliances 
• Switch line cards 
• Router software 
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• Host/server sensors 
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• Accurate Detection 

Leverage Multi-Mode Threat Detection 
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Simple pattern matching, stateful pattern matching, protocol decoding, 
and heuristics analysis 

Unique Adaptive Scanning to validate events 

~ Reliable System 

Hardware-based, single vendor 

" Active Response 

ln-line: Drop packet or reset connection 

Passiva: Reset connection or modify router/firewall 
I• 

· Flexible Design .. 
T.A.M.E. signature language 

Customizable thresholds 

Broad delivery options- appliance, modules, line cards, agents 
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Scalable Configuration Management 

• Enterprise Scale 
• Manage 1 O Os of devices " . 

Control IDS; FW, and VPN 

• Flexible Device Grouping 

Group devices by function, by location, by 
configuration to perform mass 
configuration 

Deploy global settings quickly 

• Roles-based Access Control 

• 

• 

Control administrative access to ensure 
authorization 

Secure Communications 

Tiered Approval Model ( optional) 

""'·· Separate configuration definition and 

7 ~~~eployment (maker-checker model) 
1
, êip~rjl_~ular Device Control 
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Threat Monitoring and lnvestigation 
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Unified Security Monitoring 

IDS Events (NIDS + HIDS) 

PIX Syslog 

lOS Security Syslog 

Real-Time Threat Dashboard 

Interface Quick Look for threat 
identification and suppression 

Event Correlatioh 

Corroborating events to increase accuracy 
and minimize false-alarms 

User defined rules for customization 

Flexible Notification 

Paging and email to focus operator's 
attention to most criticai alerts 

On-Demand and Scheduled Reporting 

Flexible reporting by top incidents, by IP 
address, by time, by signature, by event, 
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Threat Analysis Console 
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Cisco IDS Stratagy 
Evolution to True Protection 
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IDS Version 4.0 
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· Convergence of IDS code bases 
Develop once, populate many 

Feature parity 

Consistent use r experience 

· Entry into "true" Gigabit IDS market 
Custem HW acceleration card (lnteiiXP 1200) 

500 Mb appliances & IDSMs field upgradeable 

· False-Positive Reduction 
Release new Cisco Threat Response product , 

I' 

Extend our protocol analysis 

· Remate Data Exchange Protocol (RDEP) 
XML-based configuration and event generation (' !f' ',\, 

Pu li vs. pus h method for event collection & analysis ~· \8 j 
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• Lowers co~t-of ownership by reducing 
false alarms' up to 95o/o 

• Uses patented adaptive scan 
techniques to 

- Validate IDS events 

- Escalate real attacks 

- Aid in remediation of costly intrusions 

• Benefits 
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Minimizes insignificant events against 
invulnerable systems 

lncreases productivity of users 
enhancing accuracy 

Decreases time and manpower to 
deploy and manage lOS systems 
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More Than Just Products 
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• World-wide Training 

Cisco IDS Course (NIDS & HIDS) 

• C e rtification 

Cisco Security Specialization 

CCIE- Security 

• Support 

Award•winning, world-wide, 24x7 support 

Four-hour replacement equipment available 
'· 

Cisco Countermeasure Research Team (C-CRT) 1
' 

• User Community 

IDS Forum via Cisco Network Professional 

lOS Newsletter & Active Update notification 
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Cisco will Acquire Psionic Software, Inc. 
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• Psionic develops security software 
{CiearResponse) 

lncreases efficiency and reduces complexity and total 
cost of ownership associated with lOS systems by 
reducing false alarms up to 95o/o 

• Cisco will integrate Psionic's technology with 
ou r broad lOS product family 

Providas high-performance security attack ,, 
identification and suppression across a range of 
network environments t 

Arms enterprise customers with a more comprehensive,...---- -'--., . 
class of lntrusion Protection technology while : -- r~ \,.·
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CiscoWorks VPN/Security Management Solution Version 
2.2 
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CiscoWorks VPN/Security Management 

Solution (VMS) is the flagship integrated 

security management solution from Cisco, 

and is an integral part of the SAFE Blueprint 

from Cisco for network security. 

CiscoWorks VMS protects the productivity 

and reduces operating costs for enterprises, 

by combining Web-based tools for 

configuring, monitoring, and 

troubleshooting enterprise VPNs, firewalls, 

and network and host-based intrusion 

detection systems (IDS). CiscoWorks VMS 

delivers the industry's first robust and 

scalable foundation and feature set that 

addresses the needs o f small and large-scale 

VPN and security deployments. 

Today's business challenges and resulting 

security deployments require more 

scalability than merely supporting a large 

number o f devices. Many customers have 

limited staffing, yet are asked to manage a 

myriad o f security devices. These customers 

must manage the security and network 

infrastructure: frequently update many 

remote devices: implement change control 

and auditing when multiple organizations 

are involved in defining and deploying 

policies; enhance security without adding 

more headcount; or roll out remote access 

VPNs to ali employees and monitor the 

VPN service. 

CiscoWorks VMS enables customers to 

deploy security infrastructures from a small 

to large environment, using the following 

multifaceted scalability features: 

• Complete SAFE Blueprint Coverage 

To completely manage a SAFE 

environment, a network management 

solution must manage SAFE 

infrastructure components, support 

features based upon an appliance or 

Cisco lOS® Software, and support a 

range of management functions. 

CiscoWorks VMS is uniquely able to 

scale across SAFE Blueprint 

components, including firewalls, VPNs, 

and network- and host-based IDSs. 

CiscoWorks VMS also takes advantage 

of Cisco Secure Access Control Server 

(ACS) by using a common ACS logon. 

CiscoWorks VMS can manage a feature 

set through an appliance, for example, 

the Cisco PIX.® Firewall, or through the 

Cisco lOS Software. Scalable 

management also involves more than 

configuring devices. CiscoWorks VMS 

provides the complete range of 

management with features to configure, 

monitor, and troubleshoot the network. 

• Scalable Foundation 

CiscoWorks VMS implements a 

foundation with a consistent user 

experience, which makes it easier to 

scale management to many devices. 

CiscoWorks VMS provides users with a 

consistent GUI, workflow, ACS logon, 

roles ·definition, platforms, data base 
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engine, installation, and more. An industry-leading feature o f this foundation is the Auto Update feature, which 

allows numerous devices to be updated easily and quickly. Auto Update enables devices, even remote and 

dynamically addressed devices, to periodically "call home" to an update server and "pull" the most current 

security configurations or Cisco PIX operating system. Auto Update is required to effectively scale remote office 

firewall deployments across intermittent links or dynamic addresses. Prior policy updating methods relied on a 

"push" model. Although this model works for known devices, it does not work for remote devices with unknown 

addresses o r devices that are not always active. Without Auto Update a more ma~J pmtess is required to update 

each remote device. The Auto Update feature provides a dramatic scalability improvement for organizations that 

want to deploy devices with many remote and locallocations. In addition to easier and faster policy updates, 

Auto Update also provides consistent policy deployments. 

• Enterprise Operational Integration 

CiscoWorks VMS enables organizations to easily integrate management into their operations. One operational 

need is to replicate policies to multiple locations. The Smart Rules hierarchy addresses this need, by enabling 

administrators to define device groups and implement policy inheritance. For example, an administrator can 

define a device group for the New York sales office and deploy that same policy to ali other sales offices quickly 

and consistently. The Command and Control Workflow feature provides change control and auditing, and is 

particularly important for customers who have separa te groups for network and security operations. The solution 

includes processes for generating, approving, and deploying configurations. This can help security operations to 

define and approve new policies. Network operations can Jater deploy the new policies during their regular 

maintenance window. An audit of the changes can be maintained. 

• Centralized Role-Based Access Control (RBAC) 

Role-based access control enables organizations to scale access privileges. CiscoWorks VMS conveniently uses a 

common ACS Jogon for users, administrators, devices, and applications. CiscoWorks VMS enables different 

groups to have different access rights across different devices and applications. 

• Integrated Infrastructure Management 

Scalability requires that multiple components be managed, notjust firewalls, but also VPNs, network- and 

host-based IDSs, routers, and switches. CiscoWorks VMS not only manages the security infrastructure, but also 

manages the network infrastructure. Customers benefit from being able to manage these components from one 

solution. Integrated monitoring is also required to see the larger picture. CiscoWorks VMS provides integrated 

monitoring o f Cisco PIX and Cisco lOS syslogs, and events from network and host -based IDSs, along with event 

correlation. 

CiscoWorks VMS Functions 

CiscoWorks VMS is launched from the CiscoWorks dashboard and is organized into severa) functional areas: 

• Firewall management 

• Auto Update Server 

• IDS management, network and host-based 

• VPN router management 

• Security monitoring 

• VPN monitoring 

• Operational management 

Cisco Systems, Inc. 
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These functional areas supply multifaceted scalability by offering features such as a consistent user experience, auto 

update, command and contrai workflow, and role-based access contrai. 

Figure 1 shows CiscoWorks VMS displayed as a "drawer" in the CiscoWorks dashboard. 

Figure 1 

CJscoWORKSl.OOO 

Firewall Management 

CiscoWorks VMS enables the large-scale deployment of Cisco PIX firewalls, by praviding the following features: 

• Smart Rules hierarchy and inheritance 

• User-defined device and customer groups including nesting 

• Global rale-based access with administrative privileges per device and customer groups with other CiscoWorks 

praducts and Cisco Secure ACS 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory, or Auto Update Server 

• Look and feel of Cisco PIX Device Manager but with scalability to thousands of PIX firewalls 

• Integration with other CiscoWorks network management software 

• Complete SAFE Blueprint coverage for centralized management of Cisco PIX firewalls, including access contrai, 

VPN, IDS, and authentication, authorization, and accounting (AAA) 

Smart Rules is an innovative feature that allows common information including access rules and settings to be 

inherited for ali firewalls in a device or customer graup. Smart Rules allows a user to define common rules once, 

which results in reduced configuration time, fewer administrative errors, and higher device scalability. Using Smart 

Rules, a user can configure a common rule such as allowing ali HTTP traffic once and can apply this rule globally to 

ali firewalls. Smart Rules can also be defined on a device or customer group basis. For specific information on the 

firewall management functionality of VMS, refer to: http://www.cisco.com/en/US/products/sw/cscowork/ps3992/ 

index.html 

Auto Update Server for Firewall Management 

Cisco Works VMS introduces the industry's first firewall Auto Update Serve r that allows users to implement a "pull" 

model for security and Cisco PIX operating system management. Auto Update Server permits remate firewall 

networks with unprecedented scalability. The Auto Update Server allows Cisco PIX firewalls to both periodically and 

automatically contact the update server for any security configuration, Cisco PIX Operating System, and PIX Device 

Manager (PDM) updates. The Auto Update Server supports the following features: 
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• Security management of remate Cisco PIX firewalls that use Dynamic Host Contrai Protocol (DHCP) 

• Automated Cisco PIX OS distribution to groups o f Cisco PIX firewalls 

• Automated Cisco PDM updates to remate firewalls 

• Configuration verification at periodic intervals 

• Automated replacement of inaccurate or tampered configurations 

New firewalls configured at "boot time" 

The Auto Update Server is an indispensable component of any large-scale remate Cisco PIX firewall deployment. 

Auto Update Server is an easy-to-use solution to automatically update ali remate or local firewalls with new 

operating system releases. Cisco is the industry's first vendar to provide this pull model of security policy and 

operating system management. For specific information on the Auto Update Server component of VMS, refer to: 

http://www.cisco.com/en!US/products/sw/cscowork/ps3993/index.htrnl 

Network-Based IDS Management 

Administrators can use CiscoWorks VMS to configure network and switch IDS sensors. Many sensors can be quickly 

configured using group profiles. Additionally, a more powerful signature management feature is included to increase 

the accuracy and specificity of detection. Some prominent features are: 

• Easy-to-use Web-based interface 

• Wizards that lead users through common management tasks 

• Access to the Network Security Data base (NSDB), which provides meaningful information about alarms for users 

without IDS security expertise 

• Ability to define a hierarchy of sensors containing groups and subgroups, and the ability to configure multiple 

sensors concurrently using group profiles 

• Support for severa) hundred sensor deployments from each console 

• Use of a robust relational data base to store a high volume o f data 

For specific information on the network-based IDS management functionality o f VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3990/index.html 

Host-Based IDS Management 

Cisco Works VMS provides threat protection for serve r and desktop computing systems, ais o known as "endpoints." 

VMS goes beyond conventional endpoint security solutions by identifying and preventing malicious behavior before 

it can occur, thereby removing potential known and unknown security risks that threaten enterprise networks and 

applications. Because CiscoWorks VMS analyzes behavior rather than relying on signature matching, its solution 

provides robust protection with reduced operational costs. Features of host-based IDS management include: 

• Aggregates and extends multi pie endpoint security functions by providing host intrusion prevention, distributed 

firewall, malicious mobile code protection, operating system integrity assurance, and audit Iog consolidation ali 

within a single agent. 

• Provides preventive protection against entire classes o f attacks including port scans; buffer overflows, Trojan 

horses, malformed packets, and e-mail worms. 

• Offers "zero update" prevention for known and unknown attacks 
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• Provides industry-Ieading protection for UNIX and Windows servers and Windows desktops allowing customers 

to patch systems on their own schedules. 

• Open and extensible architecture offers the capability to define and enforce security according to corporate 

policy. 

• Scalable to thousands o f agents per manager to support large enterprise deployrnents . . -- .A 
For specific information on the host-based IDS management functionality ofVMS,.;refer to: the Management Center 

for Cisco Security Agents Datasheet. 

VPN Router Management 

CiscoWorks VMS includes functions for the setup and maintenance of large deployments of VPN connections and 

provides users with a point-and-click interface for setting up and deploying connections. This application is intended 

for scalable configuration of site-to-site VPN connections in a hub-and-spoke topology for centralized, multidevice 

configuration and deployment o f Internet Key Exchange (IKE) and IP Security (IPsec) tunneling policies on VPN 

routers. 

Major features include: 

• Wizard-based interface for the creation of IKE and VPN tunneling policies. 

• Hierarchical inheritance and Smart Rules hierarchy to reflect the organizational and common setup of devices 

and simplified device management 

• IKE-KA (IKE Keepalive) or generic routing encapsulation (GRE) with Open Shortest Path First (OSPF) and 

Enhanced Interior Gateway Routing Protocol (EIGRP) for failover routing scenarios. 

• Centralized role-based access control model allows for centralized management of users and accounts. 

For specific information on the VPN router management functionality of VMS, refer to: http://www.cisco.com/enl 

US/products/sw/cscowork/ps3994/index.html 

Security Monitoring 

Cisco Works VMS provides integrated monitoring to reduce the number o f security monitoring consoles, reduce the 

number of events to monitor, and provide a broader view of security status. 

• Integrated monitoring is used to capture, store, view, correlate, and report on events from many of the devices in 

the SAFE Blueprint such as Cisco network IDSs, switch IDSs, host IDSs, firewalls, and routers. 

• Event correlation is used to identify attacks that are not easily recognizable from a single event. A flexible 

notification scheme and automated responses to criticai events also aid in quick action. 

• The event viewer can read both real-time and historical events. 

• Events are color-coded and administrators can quickly isolate problems. Administrators can also define 

thresholds and time periods when rules can be triggered to provide notification. 

• On-demand and scheduled reports facilitate ongoing monitoring. 

For specific information on the security monitoring component of VMS, refer to: http://www.cisco.com/en/US/ 

products/sw/cscoworklps3991/index. html 
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VPN Monitoring 

CiscoWorks VMS offers a Web-based management tool that allows network administrators to collect, store, and 

view information on IPsec VPN connections for remote-access or site-to-site VPN terminations. Multi pie devices can 

be viewed from an easy-to-use dashboard that is configured using a Web browser. This dashboard provides the 

following capabilities: 

• Provides data on system resources related to real-time memory usage, percent tPU usage per device, and active 

tunnel and active sessions. This data simplifies the identification of devices with potential performance problems 

and devices with the highest usage. 

• Enables viewing of current and long-term packet rates and packet dropped percentage which can aid in 

determining where excess capacity can be tapped or quickly identify bottlenecks and device throughput problems. 

• Enables identification of the devices with the most persistent problems through the event log; key device and VPN 

statistics are evaluated against a set of global and device-specific thresholds, and exceptions are recorded in the 

event log. 

• Provides graphing of important common metrics. Device performance comparisons provide a global view o f 

short-term trends in VPN performance, enabling administrators to identify problem areas before they become 

criticai failures. 

For specific information on the VPN monitoring component ofVMS, refer to: http://www.cisco.com/en/US/products/ 

sw/cscoworklps2326/index.html 

Operational Management 

CiscoWorks VMS provides the operational management for the network, allowing network managers to perform the 

following: 

• Quickly build a complete network inventory 

• Manage device credentials information 

• Monitor and report on hardware, software, configuration, and inventory changes 

• Manage and deploy configuration changes and software image updates to multiple devices 

• Monitor and troubleshoot criticai LAN and WAN resources 

• Quickly identify devices that can be used for VPNs, if upgraded with the appropriate Cisco lOS Software 

• Discover which VPN devices have hardware encryption modules 

• Graphically compare configurations of VPN devices 

• Isolate IPsec-related problems by running customized Syslog reports 

For specific information on the operational management functionality o f VMS, refer to: http://www.cisco.com/en/ 

US/products/sw/cscoworklps2073/index.html 

Server Specifications (Minimum requirements) 

Server Hardware 

• PC-compatible computer with 1 GHz or faster Pentium processar 

• Sun UltraSPARC 60 MP with 440 MHz or faster processar 

• Sun UltraSPARCIII (Sun Blade 2000 Workstation or Sun Fire 280R Workgroup Server) 

lv 
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• CD-ROM drive 

• 100BASE-T or faster connection 

• 1 GBRAM 

• 9 GB available disk drive space 

• 2 GB virtual memory 

• Calor monitor with video card capable of 16-bit colar 

Server Operating System 

CiscoWorks VMS requires the following operating systems: 

• Windows 2000 Professional, Server, and Advanced Server (Service Pack 3) 

Note: Support for Advanced Server requires that Terminal Services be turned off. 

Sun Solaris 2.8 with patches: 

109742 has been replaced by 108528-13 

109322 has been replaced by 108827-15 

109279 has been replaced by 108528-13 

108991 has been replaced by 108827-15 

Java Requirements 

Sun Java plug-in 1.3.1-b24 

Client Requirements 

Hardware 

• PC-compatible computer with 300 MHz or faster Pentium processo r 

• Solaris SPARCstation or Sun Ultra 10 

Client Operating System 

• Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP SP1 with Microsoft VM. 

• Solaris 2.8 

Client Browser 

• Internet Explorer 6.0 Service Pack 1, on Windows operating systems 

• Netscape Navigator 4.79, on Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP; 

Netscape Navigator 4.76 on Solaris 2.8 

The CiscoWorks Management Center for Firewalls, and CiscoWorks Management Center for VPN Routers, are 

supported on Internet Explorer 6.0, but not on Netscape Navigator. In addition to supporting Internet Explorer The 

Management Center for IDS and the Monitoring Center for Security are also supported on Netscape Navigator . 

...... .a:.,...,. . .......__ 
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Service and Support 

CiscoWorks products are eligible for coverage under the Cisco 

Software Application Service (SAS) program. This service program 

offers customers contract-based 24-hour access to the Cisco 

Technical Assistance Center (TAC), full Cisco.com privileges, and 

software maintenance updates. A SAS contract ensures that 

customers have easy access to the information and services needed 

to stay current with newly supported device packages, patches, and 

minar updates. For further information about service and support 

offerings, contact your local sales office. 

c 

. .----. 
/ '.: ~ 

Ordering lnformation / L _ ·1-g6 
Cisco Works VMS is available for purchase throdgh reg'ii1ar Cisco 

sales and distribution channels worldwide. Cisc~Works VML 

includes ali the necessary components needed for in independent ,/ 
' ' installation on a Microsoft Windows or Sun Solaris ~Órkstation,-/' 

For More lnformation 

For more information, go to http://www.cisco.com/warp/publidcd 

pd/wr2k/vpmnso/prodlit/ or send e-mail to ciscoworks@cisco.com 

CISCO SYSTEMS 

c 
Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

--® 
European Headquarters 
Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-0 I to #29-0 I 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web site at www.cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai, UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • lndia • lndonesia • Ireland 
Israel • ltaly • Japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portugal • Puerlo Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • South Africa • Spain • Sweden 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United Stales • Venezuela • Vietnam • Zimbabwe 
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QuickSpecs 
Overview 

c 

l. Two Removable Media Bays 6. System fan 

2. 48X Max IDE (ATAPI) CD-ROM Drive 7. DIMM sockets for up to 8GB of memory, optionally interleoved 

3. l .44 Floppy Drive 8. Optionol 2nd Power Supply for hot-pluggable l + l redundancy 

4. Six l" Hot Plug Drive Bays 

S. Five expansion slots(four 64-bit/l 00-MHz PCI-X, one 32-bit/33-MHz PCI) 

What's New 

c • Now available with lntei®Xeon 2.8 GHz Processors with 533MHz system bus. 

,r 



HP ProLiant ML350 Generation 3 

AtA Glance 

• lhe Proliont ML350 G3 is on expondoble rock or lower plotlorm delivering offordoble 2-woy performance ond essentiol ovoilobility to corporote 

workgroups ond growing businesses 
• Intel Xeon 2.4 GHz or 2.8 GHz processors (dual processar copobility) with 512-KB levei 2 coche slondord (fui I speed) ond Hyper-Threoding 

Technology 

• ServerWorks Grond Chompion LE Chipset with 533-MHz front Side Bus for 2.8GHz processar models ar 400-MHz FSB fo r models < 2.8 GHz 

• lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 
• Smort Arroy Controller (stondord in Arroy Models only) 

• NC77 60 PCI Gigobit Serve r Adopter (embedded) . -
• 512MB of 2-woy interleoving copoble PC21 00 DDR SDRAM, with Advonced ECC copobilities (Arroy ni'odels only; 256MB stondord on olhe r 

models): Expondoble lo 8GB 
• flexible memory configurotions ollow interleoving (2x 1) or non-interleoving 

• five ovoiloble exponsion slots: four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI 
• Two USB ports 
• Stondord 6 x 1" Wide Ultro320 reody Hot Plug Drive Coge 
• Internai storoge copocity of up to 880GB (6 x 146.8 GB 1 "), 1 .1 7 4-TB (2 x 146.8 GB 1" + 6 x 146.8 GB 1 ") with optionol 2-boy hot plug drive coge 

option 

• 500W Hot-Piuggoble Power Supply (stondord) ond on optionol 500W Hot-Piuggoble Redundont Power Supply (1 + 1) ovoiloble 

• T ool-lree entry to chassis ond occess to components 

• RBSU (ROM bosed setup utility) support, redundont ROM 

• lnsight Monoger, SmortStort, ROM-bosed BIOS Setup Utility, ond Automotic Server Recovery (ASR-2) 

• Protected by HP Services, including o three-yeor, nexl business doy, on-site, limited global worronty ond extended Pre- foilure Worronly. 

'( 
\ 

o 
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QuickSpecs 
Standard Features 

Processar 
One of the following 
depending on Model: 

Coche Memory 

Upgradability 

Chipsel 

C'v\emory 
,One oi the following 
depending 
on model) 

Network Controller 

Expansion Slots 

Storoge Controller 

c '>torage 

i n v e n I 

Intel Xeon Processar 2.8 GHz/533-512KB 

Intel Xeon Processar 2.4 GHz/400-512KB 

lntegrated 512-KB Levei 2 coche (full speed) 

Upgradoble to dual processing 

ServerWorks Grand Chompion LE Chipset with 400-MHz ar 533-MHz front Side Bus (model dependent) 

NOTE: for more informafion regording ServerWorks, please see the following URL: 
http: / .· ...,.;ww serverworks .com/ products;'overview_html 

NOTE: This Web site is avoiloble in English only. 

2-way interleaving capable PC21 00 DOR SDRAM running ai 200MHz on 400MHz models or 266MHz on 533MHz models 
with Advanced ECC capabilities 

Standard (Non-Array Models) 256MB 

Standard (Array Models) 

Maximum 

512MB 

8GB 

NC7760 Gigabit Server Adapter (embedded) 

1/0 (5 Total, 5 Available) 

64-bit/1 OOMHz, PCI 

32-bit/33MHz, PCI 

4 (4 available) 
(Arroy model has 3 ovailable) 

1 (1 available) 

PCI Valtage: 

3.3 Volt ar universal cards 

5 Volt ar universal cards 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 641 Controller (2.8 GHz Array Models Only) 

Diskette Drives 

CD-ROM 

Hard Drives 

Maximum Internai Storage 

Externai Storage 

DA - 11430 

1.44MB 

48x IDE (ATAPI) CD-ROM Drive 

Nane 

1 .1 7 4 TB GB (6 x 146.8 GB 1" with standard internai hat plug drive cage + 
(2 x 146.8 GB 1 ") with optianal ML3xx Two Bay Hot Plug SCSI Drive Cage) 

Two externai SCSI knockouts available, optionol Proliont ML350 Internai to Externai SCSI 

Cable Option Kit required 

• HD68 Internai to Externai SCSI Cable Option Kit PN 15954 7 -B22 
• VHDCI Internai to Externai SCSI Cable Option Kit PN 333370-821 

North America - Version 23 - July 17, 2003 
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Interfaces 

Grophics 

Form Foctor 

i n v e n t 

HP ProLiant ML350 Ç3eneration 3 

Parai lei 

Seria l 

Pointing Device (Mouse) 

Graphics 

Keyboord 

Network RJ-4 5 

USB 

1 

2 
NOTE: Pleose see the following URL for oddilionol i_nformotion regording USB support : 

ht t p :/ / www .compoq. com/ prod uds/ servers/ piÔ íTormsl usb-su pport .html . 

NOTE: This Web site is ovoiloble in English o~ly _ 

Externai SCSI knockouts 2 

lntegroted ATI RAGE XL Vídeo Control ler with 8-MB SDRAM Vídeo Memory 

Tower or rock (5U) 

NOTE: Rock models (ond rock conversion kit) support: o 
• Squore hole rocks from 27"- 32' deep (including Compoq/ HP 7000, 9000, 10000 ond H9 series) 

• Squore or round hole rocks, from 24 " - 35" deep (including HP Rock System / E ond HP Systems, with on odjustment) 

• T elco rocks with 3rd port option kit from Rock Solutions 

http:/ /www. rocksolutions. com/ compoq/ produds. htrn 

NOTE: This Web site is ovoiloble in English only. 

o 
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QuickSpecs HP ProLiant ML350 

Stondord Feotures 

Proliont Essentiols 

Foundation Pack 

Software 

lndustry Standard 

Compliance 

i n v e n t 

lnsight Monoger 7 

Monogement Agents 

SmortStort 

ActiveUpdote 

ROMPoq, support software, 
ond configurotion utilities 

Survey Utility ond diognostics 

utilities 

Optionol Proliont Essentiols 

Volue Pocks 

lnsight Monoger 7 helps maximize system uptime ond performance ond reduces the cosi of 

mointoining the IT infrostructure by providing prooctive notificotion of problems before 

those problems result in costly downtime and reduced productivity. lnsight Monoger 7 is 

eosy to set up ond provides ropid occess to detoiled foult ond performance informotion 

gothered by the Monogement Agents. One-click-occess to the Remate lnsight Lights Out 

Edition 11 boord ollows systems odministrotors to toke full grophicol contrai of Proliont 

servers in remete locotions or lights-out doto centers. Finolly, lnsight Monoger 7 in concert 
with the Version Contrai Agents ond Version Contrai Repository Monoger enobles systems 

odministrotors to version monoge ond updote sy_:tem software ocross groups of Proliont 
servers. 

lhe Monogement Agents form the foundotion for HP's lntelligent Monogeability strotegy. 

They provide direct, browser-bosed occess to in-depth instrumentotion built into HP servers, 

workstotions, desktops, ond portobles, ond send olerts to lnsight Monoger 7 ond other 

enterprise monogement opplicotions in cose of subsystem or environmentol foilures. For 

odditionol informotion obout the Monogement Agents ond other monogement products 

from HP, pleose visit the monogement Web site ot http://www hp.com/ servers; monoge . 

SmortStort is o tool thot simplifies server setup, providing o ropid woy to deploy relioble 

ond consistent server configurotions. For more informotion, pleose visit the SmortStort 

website ot http ://www.hp .com,'servers, monoge . 

SmortStort version supported (minimum): SmortStort 5.50 

ActiveUpdote is o web-bosed opplicotion thot keeps IT monogers directly connected to HP 

for prooctive notificotion ond delivery of the lotes! software updotes. 

lhe lotes! software, drivers, ond firmwore fully optimized ond tested for your Proliont server 
ond options. 

The mos! odvonced configurotion onolysis, reporting ond troubleshooting utilities used by 

HP ond ot your fingertips. 

Optionol software offerings thot selectively extend the functionolity of on Adoptive 

lnfrostructure to oddress specific business problems ond needs: 

• Ropid Deployment Pock- on outomoted solution for multi-server deployment ond 

provisioning, enobling componies to quickly ond eosily odopt to chonging 

business demonds. 
• Worklood Monogemenl Pock - provides eosier monogemenl of complex 

environments, improving overoll server utilizolion ond enobling Windows 2000 
customers for the first time to confidently deploy multiple opplicotions on o single 

multiprocessar Proliont Server. 

• Performance Monogement Pock - o performance monogement solution thot 

identifies ond exploins hardware performance bottlenecks on Proliont servers ond 

ottoched options enobling users to better utilize their valuoble resources. 

NOTE : Ftexible ond volume quontity license kits ore ovo iloble for Proliont Essentiols Volue Pocks. Reler to 
http //www .hp.com 'seners proli ontessent iols or the vorious Proliont Essent iols Volue Pock product QuickSpecs for more 

informotion. 

NOTE: for more .nfonnoflon rtogord ing Proliont Esstonfio ls Software, pleose see the following URL: 

http ://www .hp con1. se(\'ers 1prollontessent ,ols 

NOT E: These Web s;tes ore ovo doble 1n English only. 

ACPI Vl .OB Compliont 

PCI 2.2 Compliont 

PXE Support 

WOL Support 

PCI -X 1.0 Compliont 

Nove l! Certilied 

Microsoft Logo certi ficotions 
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q_ui~kSpecs HP ProLiant ML350 Generation 3 

Security 

Server Power Cords 

Power Supply 

System Fans 

Required Cabling 

OS Support 

i n " e n t 

lnsight Manager 7 

Redundant ROM 

System Firmware Update 

ROMPaq 

Remate lnsight Lights-Out Edition 11 (optionol) 

Proliant RBSU (ROM-Based Setup Utility) 

Automatic Server Recovery-2 (ASR-2) 

Drive Para meter T racking (with Smort Array Controller) 

Dynamic Sector Repairing (with Smart Array Controller) 
Pre-Failure Warranty (covers processors, memory and hard drives) 

Power-on password 

Setup password 

DiskeHe boot contrai 

Parallel and serial interface contrai 

Disk conliguration lock 

Power switch security 

One Lowline NEMA power cord and one Highline IEC Power cord ship standard 

T ower models ship with standard country specilic power cords. 

Rack models ship with IEC cables. Depending on the country, some also ship with country specilic power cords 

Redundant power supply options ship with country specilic power cords with the exception oi the -B21 Rack SKU which 

ships with an IEC cable only. 

500 WaHs, Power Factor Correction (PFC), Hot Plug 100 to 240 VAC Rated lnput Voltage (Auto-sensing), CE Mark 

Compliont 

Optional 2nd Power Supply for hot-pluggable 1 + 1 redundancy. 

2 fans ship standard, 2 fans total supported (does not include power supply lans) 

For required cabling information, reler to the HP Web si te at hHp: / / www.hp .com/ servers/ prolion llv't L350 . 

NOTE: This Web sife is ovoiloble in English only. 

Microsoft Windows NT® Server 4.0 and Terminal Server 4.0 

Microsoft BackOffice Small Business Server 2000 

Microsoft Windows 2000 Server and Advanced Server 
Windows Server 2003 

Novell Ne!Ware 5.1, 6.0 

Novell NetWare Small Business Suite 6.0 

SCO OpenServer 5.0.6a 

SCO OpenUnix 8 SCO UnixWare 7.1.1 
IBM OS/2 Warp Server for e-business 

LINUX (Red Hat, 2.1 Advanced Server, Red Hat 8.0 ond Red Hot 7.3, SuSE, SLES7, Unitedlinux 1.0) 

o 

NOTE: For a more complete ond up-lo-dole listing oi supported OSs ond versions , please visil ourOS Support Matrix ai : 

ftp:/ /ftp.compoq .corn/pub/ pmducls/ servers/ os-supporl-molrix- 31 O.pdf 

NOTE: Optionol hardware may be required to support some operating syslems. 

NOTE: For an up-lo-date lisling of lhe lotes! drivers available for the Prolia nt ML350, pleose see: 

hltp:/ /www .compoq com/ supporl / fdes ' server/ us/ index. htrnl . 

NOTE· These Web sites ore ovoiloble in English only . 
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QuickSpecs HP 

. ~ 
ProLtant ML350 {d~,~~ratton 3 . 

Standard Feotures 

Rack Airflow Requirements 

lnstallation of Server into 

Telco Racks 

H P Factory Express 

Capabilities 

i n v e n r 

~---·~ 
• Rack 9000 and 1 0000 series Cabinets 

The increasing pawer of new high-perfarmance processar technology requires increased coaling efficiency for rack­

mounted servers. The 9000 and 1 0000 Series Racks provi de enhanced airflow for maximum cooling, allowing these 
racks to be fully loaded with servers using the lates! processors. 

• Rack 7000 series Cabinets 

When installing a server with processors running at speeds of 550 MHz or greater in Rack 7000 series racks with 

glass doors (165753-001 (42U), and 16374 7-001 (22U)), the new processar technology requires lhe installatian a f 

HP's new High Airflow Rack Doar lnserts (327281-821 (42U), 327281-822 (42U 6 pack), ar 157847-821 (22U)) to 

promete enhanced airflow for maximum cooling. 

CAUTION: 11 o third-pariy rack is used, observe the lollowing additional requirements to ensure odequate airflow ond to 

preveni damoge to the equipment: 

O Front ond rear doors: 11 your 42U server rack includes closing front ond reor doors, you must ollow 830 

squore inches (5.350 sq em) oi ho le evenly distributed Irem top to bot1om to permit odequote oirllow 

(equivolent to lhe required 64 percenl open oreo for venlilotion) . 

O Side: The cleoronce between the instolled rack component ond lhe side ponels oi the rock must be o 

minimum ol2.75 inches (7 em). 

CAUTION: A lwoys use blonking peneis to lill o li remoining emply fronl penei U-spoces in the rock. This orrongemenl 

ensures proper oirllow. Using o rock without blonking peneis resulls in improper cooling thol con leod to thermol domoge. 

NOTE : For odditionol inlormotion, reler to the Setup ond lnsto llol ion Guide or the Documentotion CD provided with the 

server, ar to lhe server documentotion located in lhe Suppori secfion ot lhe following URL: 

http:/ /wwwS .hp .com/servers/ prol ionlm l350 

NOTE: This Web site is ovailoble in English only. 

ML350 G3 rack model support: Support for ali 2-post Telco racks requires the use of the rack kit and an additional oplion 

kit from Rack Solutions. http://www.rocksolu tions.com/ compoq 

NOTE: This Web site is available in English only. 

HP Factory Express gives you lhe flexibility to choose from a full menu of factory capabilities ali in one manufacturing 

facility, in one process, with one touch giving you full contrai ond access to HP's World class monufocturing facility 

anytime. This approach provides you lhe speed to deploy your IT needs, with total quality ossurance, reliability, and 

predictability to lower your total cosi of ownership by letting HP instai I, rack, and customize your software and hardware 

options for you. 

DA- 11430 Norih Americo - Version 23 J:ly 17,2003 

r 



~~ 

' J'll~ickSpecs HP ProLiant ML350 Generation 3 

. _ ----~lcJard Features 

Service and Support 

i n v e 'n t 

HP Services provides a three-year, limited warronty, including Pre-foilure Worranty (coverage of hard drives, memory ond 

processors) fully supported by a worldwide netwark ai resellers and service providers and lifetime tall-free 7 x 24 hardware 

technical phone support. In addition, avoilable service offerings include: 

NOTE: Limited Warranty includes 3 year Parts, 3 year Labor, 3-year on-site support. 

A full range of HP Core Pack pockaged hardware and software services: 

• lnstollation ond start up 

• Extended coverage hours and enhanced response times 

• System manogement and performance services 

• Availobility and recovery services 

NOTE: For more info matio n, visit http ://www.hp.com / se•vices/ ca repack. 

Pleose see the following URL regording Worronty lnfo rmotion For Your H P Products: 

http:/ / www.compaq.com/ support/ worranty upgrodes/ web _ stalements/ 1 7 6738 .html. 

For additional informotion regording Worldwide Limited Worronty ond Technico l Supporl, pleose see the fo llowing URL: 

ftp:/ / ft p.compoq .com/ pub/support in fonnotion/ ejourney/ 1 7 6 738 . pdf. 

NOTE: These Web siles ore ovo iloble in English only. 

NOTE: Certo in restrictions ond exclusions opply. Consult the Customer Suppor1 Cenler oi 1-800-345 -1518 for detar,~. 

o 
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QuickSpecs 
Models 

ML350T03 X2.8-
512KB/533, 
256MB 
311523-001 

ML350R03 X2.8-
512KB/533, 
256MB 
31 1524-001 

C. 

ML350T03 X2.8-
512KB/533, 
512MB Array 
311525-001 

c IAL350R03 X2.8-
512KB/533, 
512MB Array 
311526-007 

i n v c n I 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory . 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

DA- 11430 

HP 

(1) Intel Xeon Processar 2.8 GHz Processar stondard (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

256 MB Advanced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adapter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultra3 SCSI Adopter 

Nane ship standard 

1.174 TB moximum hot plug (with optional drive coge & hard drives) 

48x IDE (ATAPI) CD-ROM Drive -' 

Tower (5U) 

(1) Xeon 2.8 GHz Processar standord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

256 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Standord) to 8 GB (Moximum) 

NC7760 PCI Gigabit Server Adapter (lntegroted/Embedded) 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 

Nane ship stondard 

1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Rack (SU) 

(1) Intel Xeon Processar 2.8 GHz Processar standard {up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

512 MB Advanced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Maximum) 

NC7760 PCI Gigobit Server Adopter {lntegrated/Embedded) 

lntegrated Dual Channel Wide Ultro3 SCSI Adopter 

Smart Array 64 1 

Nane ship standard 

1.174 TB maximum hot plug (with optionol drive cage & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar stondord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

512MB oi Advanced ECC PC21 00 DOR SDRAM DIMM (Stondard) to 8GB (Moximum) 

NC7760 PCI Gigobit Server Adapter (lntegrated/Embedded) 

lntegrated Dual Chonnel Wide Ultro3 SCSI Adapter 

Smart Array 641 

Nane ship standard 

1.17 4 TB maximum hot plug (with optional hard drive cage) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

North Ame rica - Version 23 - July 1 7, 2003 ! - Page 9 
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Models 

ML350T03 X2.4-
Sl2KB/400, 
256MB 
269786-001 

ML350R03 X2.4-
S l2 KB/400 , 
256MB 
269787-001 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drive 

Internai Storage 

Opticol Drive 

Form Foctor 

Processor(s) 

Coche Me mory 

Memory 

Network Controller 

Storoge Controller 

Hord Drive 

Internai Storoge 

Opticol Drive 

Form Foctor 

HP ProLiant ML350 Generation 3 

(]) Intel Xeon Processar 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC2l 00 DDR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
!lv\oximum) 

NC77 60 PCI Gigobit Serve r Adopter (lntegroted/ Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1.17 4 TB moximum hot plug (with optionol hçru;J driv~. coge) 
d 

48x IDE (ATAPI) CD-ROM Drive 

Tower (SU) 

(1) Xeon 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol hord drives & drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (SU) 

o 
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QuickSpecs 
Options 

Proliant ML350 G3 
Unique Options 

c Proliant Essentials 

Value Pack Software 

c 
HP NetServer Transilion 

Services 

i n v c n t 

Hot Plug Redundont Power Supply Option Kit 

Hot Plug Redundant Power Supply Option Kit (coble) 

NOTE: PN 283655-821 SKU contains the 2nd power supply with on IEC power coble . Only 

purchose if conneding to PDU/UPS thot supports IEC cobles. Ali other SKUs contoin country specific 
power cobles. 

Intel Xeon 2.80 GHz-512K8 Processar Option Kit 

NOTE: The 2.8 GHz processar option kit (PN 314763-821) supporls ProLiant ML350 G3 systems 

with 533 MHz front side bus only. Th is kit connot be used in 400 M Hz front side bus systems such as 

those with 2 .4 GHz, 2.2GHz or 2.0 GHz processors. 

Intel Xeon 2.40 GHz-512K8 Processar Option Kit 
NOTE: This processar option kit (PN 257913-821) supporls the ProL,ont ML350 G3 servers. 

Intel Xeon 2.20 GHz-512K8 Processar Option Kit 

NOTE: This processar opt ion kit (PN 283702-821) supports the ProLiont ML350 G3 servers. 

Intel Xeon 2.0 GHz-512K8 Processar Option Kit 

NOTE: This processar option kit (PN 283701-821) supporls the ProLiont ML350 G3 servers . 

ProLiont ML350 G3 T ower to Rock Conversion Kit (CPQ brond) 

Ropid Deployment Pock, 1 User, V1 .x 

NOTE: This license ollows 1 server to be monoged ond deployed via the Deployment Server. 

Ropid Deployment Pock, 1 O Users, V1 .x 

NOTE: This license ollows 1 O servers to be monaged and deployed via the Deployment Serve r. 

Flexible Ouontity License Kit 

License-Only - for use with a Master License Agreement 

Prolianl Essentiols Worklaad Monagement Pack 2 .0 (Feoturing Compoq Resource Portitianing 

Monoger versian 2 .0) 

Praliont Essentiols Performance Manogement Pock Flexible License 

NOTE: Flexible and volume quontily license kits ore ovoiloble for ProLiant Essentials Value Pocks. 

Reler to http://www.hp.com/servers/pro liantessentials or the various Proliant Essenfiols Volue Pack 

product QuickSpecs for more infarmotion. 

NOTE: For more informotion regording ProLiant Essentiols Software, please see the following URL: 
l1 tlp: / / ww.v hp .com/ servers/ pro!iontessentiols. 

NOTE: These Web sites ore avoilable in English only. 

HP NetServer to Proliant integrotion and assessment service 

NOTE: HP identil ies current levels of NetServer support, services, ond monogement. This service 

helps maximize customer's obility to odd ProLianl plotfarms into their currenl environment. 

HP T op T ools to lnsight Monager 7 installation and startup service 

NOTE: Provides ·an-site review, instollation and configuration services for lnsight Manoger 7. HP 

will ois o re-crea te, as closely os possible, the views ond reporls from the customer's current Top Tools 

configurotion. This service ossures o smooth tronsition to the Proliont Essent ials software. 

HP NetServer to Proliont Essentiols Ropid Deployment Pock instollotion ond stortup service 

NOTE: Instai I ond configure Rop1d Deployrnen1 Pock "' o tes1 environrnent, then deploy o server 
imoge lo o moximum o1 250 s~~stem s in 1he production environmen1. Th is service helps to o ssure 

successl ui system deployrnent. 
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~~Specs HP ProLiant ML350 Generation 3 

Processors 

Memory {DIMMs) 

Internai Storage 

Optical Drives 

Hard Drives 

• • • t-• 
1 n v. e n t 

Intel Xeon 2.80 GHz-512KB Processar Option Kit 
NOTE: 1 he 2.8 GHz processar option kit (PN 314 7 63-B21) su pports Proliant ML350 G3 syslems 

with 533 MHz lront side bus only. This kit connol be used in 400 MHz lront side bus systerns such os 

thhose wilh 2.4 GHz, 2.2GHz ar 2.0 GHz processors. 

Intel Xeon 2.40 GHz-512KB Processar Option Kit 
NOTE: 1 his processar option kit supports Proliont ML350 G3 servers with 400 MHz lront side bus 

only. This kit (PN 257913-B21) cannol be used in 533 MHz lronl side bus syslerns such as lhe 2.8 

GHz syslcrns. 

Intel Xeon 2.20 GHz-512KB Processar Option Kit 
NOTE : I his processar option kit supports Proliont ML350 G3 servers withÃÕÕ MHi"lront side bus 
only. This kit (PN 283702-B21) connot be used in 533 MHz lronl side bus sysler:,s such as the 2.8 

GHz systcms. 

Intel Xeon 2.0 GHz-512KB Processar Option Kit 
NOTE: ·1 his processar oplion kit supports Proliant ML350 G3 servers with 400 MHz lronl side bus 
only. This kit (PN 283701-B21) cannol be used in 533 MHz lront side bus syslems such as lhe 2.8 

GHz syst"""· 

NOTE : I he ML350 G3 supports both interleaved and non-interleaved rnernory conligurations. Base 

models ship slandard with one 256MB DIMM ar one 512MB DIMM (Array models) . For besl 
perlormonce aulomatically invoke interleaving by populating memory in identical pairs. li 1GB oi 

total mernory is desired add three 256MB DIMMs lo lhe base conliguralion. li 1 .5GB oi memory is 
desired odd one 256MB DIMM (to pair with the stondard DIMM) ond two 512MB DIMMs. 
lnterleaving and installation oi memory in pairs is not required. Add any combination oi memory 

DIMMs bclow to operale in non-interleaved mode. 
NOTE: Each SDRAM Memory kit contains one (1) DIMM. 

128MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit {l x 128 MB) 

256MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 256MB) 

512MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit {1 x 512 MB) 

1024MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit {1 x 1024MB) 

2048MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048MB) 

ML3xx T wo Bay Hot Plug SCSI Drive Cage 
NOTE: The drive cage aption kit (PN 244059-B21) has one 1' drive bay and one 1.6' drive bay. 11 

installs in two available removable media bays. 

16X DVD-ROM Drive Option Kit {Carbon) 

CD-RW/DVD-ROM 48X Combo Drive Option Kit 

Ultra320 - Universal Hot Plug 

1 46.8-GB 10,000 rpm U320 Universal Hard Orive (1 ") 

72.8-GB 10,000 rpm U320 Universal Hard Drive (1 ") 

36.4-GB 1 0,000 rpm U320 Universal Hard Drive (1 ") 

72.8-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

36.4-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

18.2-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

NOTE: Ali U320 Universa l Hard Drives ore backward compotible to U2 ar U3 speeds. U320 drives 
require crr1 oplionol U320 Smort Arroy Controller or U320 SCSI H8A to 5uppori U320 trcrnsfer roles 

NOTE : Plcose see the Wide Ultrcr320 Un iversal Hot Plug OuickSpecs ler odditioncr ltechnico l 
rnlormo toon on the hord drives Su ppor1 deto ils. olecse see • h e ;cllov. "' 9 

" I .·-· · 
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QuickSpecs HP 

Options 

Storoge Controllers 

c 

c .. 

Wireless HAP Solution 

i n "' e n t 

Smort Arroy 6402/128 Controller 

Smort Arroy 64 1 Controller 

Smart Array 642 Controller 

Compaq RAID LC2 Controller 

Smart Array 532 Controller 

Smart Array 5302/128 Controller 

Smart Array 5304/256 Controller 

Smort Arroy 5312 Controller 

Smart Arroy 641 Controller 

Smort Arroy 642 Controller 

Ultro3 Channel Exponsion Module for Smort Arroy 5300 Controller 

128-MB Coche Module for Smort Arroy 5302 Controller 

RAID ADG Upgrode for Smort Arroy 5302 

256-MB Battery Bocked Coche Module 

.; 

NOTE: This 256-MB BoHery Bocked Coche Module supporis the Smori Arroy 5300 series contro llers, 
MSA 1 000 ond the Smori Arroy Cluster Storoge_ 

256MB Coche Upgrode for SA-6402 
NOTE: This 256-MB BoHery-Bocked Coche Module upgrode kit supporis lhe Smori Arroy 6-'100 series 
controller only. 

64-Bit/66-MHz Dual Channel Wide Ultra3 SCSI Adapler, Alternale OS 

64-8it/133Mhz Dual Channel Ultro320 SCSI Adapter 

NOTE: Pleose see the following Controller or SCSI Adopter QuickSpecs for Technicol Specificotions 
such os PCI Bus, PCl Peok Doto Tronsfer Role, SCSI Protocds supported, SCSI Peok Doto Tronsfer 
Role, Chonnels, SCSI Ports, Drives supported, Coche, RAm suppori, ond odditionol informofion: 

http://www5.compoq.com/ produds/ quickspecs/1 0652 __ na/ 1 0652 na.HTML 

(RAID LC2] 
hHp://www5.compoq.com/produds/quickspecs/l 0851 no/ 1 0851 no.HTML 
(Smort Arroy 532) 
http://www5 .compoq.com/products/quickspecs/ l 0640 no/ 1 0640 no.HTML 
(Smort Arroy 5300 Series) 

http :// www5.compoq .com /products/ quickspecs/ 11328 no/ 11328 no .HTML 
(Smort Arroy 5312) 
http://wvM5.compoq. com.' products/ qu ickspecs / 11587 no/ 11587 no .HTML 
(Smori Arroy 6402) 
http:// "ww5.compoq.com/ products/ quickspecs/ 11563_no/ 11563 no.HTML 
(Smort Arroy 64 1 ) 
http://www5.compoq.com/ products/quickspecs/ 11563 _no/ 11563 __ no .HTML 
(Smort Arroy 642) 
http: / / wvM5.compoq .com/ produds/ quickspecs/ 1 0429 __ no/ 1 0429_no.HTML 
(SCSI Adopter) 
http .,' 'wv.~v5.compoq conl .-'products/ quickspecs/ 1 1 555 nov/ 1 1 555 no .HTML 
(U320 Adopter) 

Compoq WL41 O Wireless SM8 Access Poinf 

~ - - . ./ -------
273915-821 

291966-821 

291967-821 

188044-B21 

225338-B21 

283552-821 

283551-821 

238633-B21 

291966-B21 

291967-821 

l53507-B2l 

153506-B21 

288601-821 

254786-821 

273913-821 

284688-B21 

268351-821 

191811-001 
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Communications 

Management Options 

Security 

Monitors 

\ 
·' 

i n ._. e n t 

I 

HP ProLiant ML350 Generation 3 

NC3123 Fast Ethernet NIC PCI 1 0/ 1 00 WOL and PXE 

NC3134 Fast Ethernet NIC 64 PCI Dual Port 10/100 

NC3135 Fast Ethernet Module Dual 1 0/ 1 00 Upgrade Module for NC3134 

NC6132 1000 5X Upgrade Module for NC3134 

NC6136 Gigabit 5erver Adapter, 64-bit/66MHz, PCI, 1000 5X 

NC61 70 Dual Port PC I-X 1 0005X Gigabit 5erver Adapter 

NC6770 PCI-X Gigabit 5erver Adapter, 1 000-5X 

NC71 70 Dual Port PCI-X 1 OOOT Gigabit 5erver Adapter 

NC7132 Gigabit Upgrade Module 1 0/ 1 00/ 1 000-T 

NC7770 PCI-X Gigabit server adapter 

56K v.90 PCI Modem 

NOTE: Any NC3 1 XX, NC61 XX, NC71 XX o r NC77XX NIC can be used for redundancy with the 
embedded NC77 60 Network Controller. 

Remate lnsight Lights-Out Edition 11 

HP/ Atalla AXL600L 55L Accelerator Card for Proliant 5ervers 

Essentiol Series 

Compoq 59500 CRT Monitor (1 9-inch, Corbon/Silver) 

Compaq 57500 CRT Monitor (17-inch, Carbon/Silver) 

Compaq 55500 CRT Monitor (15-inch Carbon/5ilver) 

Compaq TFT1501 Flat Panel Monitor (15-inch, Carbon/5ilver) 

Compaq TFT1701 Flat Pane I Monitor (17 -inch, Carbon/5ilver) 

Advontoge Series 

Compaq V7550 CRT Colar Monitor (1 7-inch, Corbon/ Silver} 

Compaq TFT1720 Flat Panel Monitor (17-inch, Carbon/5ilver) 

Compaq FT1720M Flot Panel Monitor 
(17-inch, Corbon/5ilver, includes speoker, U58 port, headphone) 

Compaq TFT1520 Flat Panel Monitor (15-inch, Carbon/5ilver) 

Campaq TFT1520M Flat Panel Monitor 
(15-inch, Carbon/5ilver includes speaker, U58 port, headphone) 

Performance Series 

HP P930 CRT Monitor (19-inch , Flat-screen, Corbon/ Silver} 

HP P1130 CRT Monitor (21-inch, Flat-screen, Carbon/ Silver) 

HP L 1825 Flat Pane I Monitor (18-inch, Carbon/Silver) 

HP L2025 Flat Panel Monitor (20-inch, Carbon/5ilver) 

Compaq TFT1825 Flat Panel Monitor (18-inch, Carbon/Silver) 

Compaq TFT2025 Flat Panel Monitor (20-inch, Carbon/ Silver) 

Rackmounf Fiai Pane/ Monilors 

TFT511 OR Flot Pane/ Monitor (Corbon} 

NOTE : Monitors larger thon 17" moy be too heovy for use in rad sy,lems. 

DA - 1 1430 North America - Version 23 - July 17, 2003 

174830-821 

138603-821 

138604-821 

338456-823 

203539-821 

313879-821 

244949-821 

313881-821 

153543-821 

244948-821 

239137-001 

227'2,_., 01 

524545-821 

261615-003 

261606-001 

261602-001 

301042-003 

292847-003 

261611-003 

295926-003 

301958-003 

295925-003 

3019(53 

302268-003 

302270-003 

303486-003 

303102-003 

296751-003 

285550-003 

281683-821 
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QuickSpecs 
. (,~~~h0 

HP ProLiant ML3S'Q ~Gekrq'f;é 3 

Options 

Tape Drives 

c 

i ,.. v c n I 

. . ~ 

NOTE : In arder lo instoll cerio in tope drives inlemolly, you moy need lo remove lhe roils thot come 
stondord on the drives ond then re-inseri the screws in the mounting holes. To ensure proper lit, instoll 
lhe mounting screws os described in the tope option kit. 

Internai and Externai DAT Tape Drives 

lntemo/12/ 24-GB DAT Drive (Opa/) 

NOTE : Pleose see the 12/2-4-GB DAT Drive QuickSpecs fo r odditionol optio ns such os cosseties ond 
for on up-to-dote listing oi the lotes! 0 / S Suppori detoils, pleose see the lo llowing: 
http:/ f,w;w5 .compoq.com/ products/ qu ,ckspecs/ 1 0239 .. no/ 1 0239 _no .HTML 

HP StorogeWorks 20/ 40-GB DAT DDS-4 Tape Drive, Infernal (Corbon) 

HP StorageWorks 20/ 40-G8 DAT DDS-4 Tape Drive , Externai (Carbon) 

HP StorageWorks Internai 20/40-G8 DAT, Hot Plug (Carbon) 

NOTE: Pleose see the 20/40-GB DAT Tope Drive QuickSpecs fo r odditio nol options sue h os host 
bus odopters, control lers, cosselies, ond fo r on up-to-dote lisling of the lotes! 0 /S Suppori deto ils, 
pleose see lhe fo llowing: 
http://www5 .compoq .com/ products/ qu'ckspecst ~ 0426 no, I 0426 no.HTML 

Internai and Externai DAT 72 Tape Backup Orive 

HP StorogeWorks DAT 72 Tape Drive Internai (Carbon) 

HP StorogeWorks DAT 72 Tape Drive, Externai (Carbon) 

HP StorageWorks DAT 72h Infernal Hot Plug (Carbon) 

NOTE : Pleose see lhe DAT 72 Tope Drive QuickSpecs for odditíonol o ptíons such os adopters, 
controllers, ond cosselies, and for on up-to-date listing oi lhe latest 0 /S Suppori detoils, pleose see 
the followíng: 
http:// www5 .compaq.com/ producis/ quíckspecs/ 11597 no/ 11597_n a.HTML 

In ternai and Externa/ LTO Ultrium Tape Drives 

HP StorogeWorks Ultrium 215 Tape Drive for ProLiant, Internai (Carbon) 

HP StorogeWorks Ultrium 215 Tape Drive for Proliant, Externai (Carbon) 

NOTE: Please see the HP StorogeWorks Uhrium 230 Tope Drive QuickSpecs for additionol options 
such os control1ers, ond o ther relate d ilems, ond for on up-lo-dote listing oi the lotes! 0 / S Suppori 
details , pleose see lhe lollowing : 
http ://h 18006.www 1 .hp.com/ products/quickspecs/ 11 678 _ no/ 11 678. no .html 

HP StorogeWorks LTO Ultrium 230 Tape Drive, Internai (Carbon) 

HP StorageWorks LTO Ultrium 230 Tope Drive, Externai (Carbon) 

NOTE: Please see lhe HP StorogeWorks LTO Ultrium QuickSpecs for additionol o ptions such os 
doto ond cleoning cori ridges, and for on up-lo-doie lisling of lhe lotest 0 /S Suppori deto ils, pleose 
see the following : 
http: //www5.compoq .com/ products/ qu ickspecs/ 11 4 15 no/1 141 5 no .HTML 

HP StorogeWorks Ultrium 460 tape drive for Proliant, Internai (Carbon) 

HP StorageWorks Ultrium 460 tape drive for Proliant, Externai (Carbon) 

NOTE: Pleose see the HP StorogeWorks Ultríum 460 Tope Dríve O uickSpecs fo r oddítionol oplíons 
such os controllers, ond other reloted items, ond for on up- to-dote listíng of the lotes! 0 / S Suppori 
details, pleose see the following: 
htl p://vJwv,5 compoq corn/ proclucts/ qu ,ckspecs / 1 1 530 not 11530 no.HTML 

295513-822 

157769-822 
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HP ProLiant ML350 Generation 3 

Internai and Externai AIT Tope Drives 

NOTE : The Internai AIT Hot Plug Drives ore supported in hot plug drive boys only. When instolling 

o non hot plug AIT tope drive into on ML350 Proliont server use the specio l screw included with the 

drive kit proper fit in the removoble media boy. 

HP StorogeWorks Internai AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Externai AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 35-GB, LVD, Hot Plug (Corbon) 

N OTE: Pleose see lhe AIT 35-GB, LVD Tope Drive OuickSpecs for odditiono l o_plions sue h os 
odopters, controllers, ond cosseltes, ond for on up-to-dote listing oi lhe lotes! P7'S SupÓort detoi ls, 
pleose see the following: 
hitp ://v.'V:w5.cornpoq.corn/ products/ quickspecs/ I 0712_ no/ 1 0712 __ no .HTML 

HP StorogeWorks AIT 50-GB Tope Drive, Internai (Corbon) 

HP StorogeWorks AIT 50-GB Tope Drive, Externai (Corbon) 

HP StorogeWorks Infernal AIT 50-GB, Hot Plug (corbon) 

HP StorogeWorks Rockmount AIT 50-GB, 3U (Single Drive) 

NOTE : Pleose see lhe AIT 50-GB Tope Drive Ou ickSpecs for odditionol options such os odopters, 

con trollers, ond cossettes, ond fo r on up-lo-do te lisl ing olthe lotes! 0 /S Support deto ils, pleose see 
the following: 

hitp: / /www5. cornpoq .com/ products/ quickspecs/ l 0425 no/ 1 0425 no .HTML 

HP StorogeWorks Internai AIT 100-GB Tope Drive (Corbon) 

HP StorogeWorks Externai AIT 100-GB Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 100-GB, Hot-Piug (Corbon) 

NOTE: Pleose see lhe AIT 100-GB Tope Drive QuickSpecs for odditionol options such os odopters, 

conlrollers, ond cosselles, ond for on up-lo-dote lisling oi lhe lotes! 0/S Support detoils, pleose see 
lhe following : 

http:/ / www5.compoq .com/producls/ quickspecs/ 11 062 no/11 062 no.HTML 
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ProLiont ML350 Gen'<jotib_n ~/ QuickSpecs HP 

Options 

c 

c 

i n v c n t 

Internai and Externai DL T /SOL T Tape Drives 

NOTE: When instolling o DLT or SDLT tope drive inlo o Prolionl Ml350, use lhe speciol screw 
included with the drive kit to ensure proper fit in lhe removoble media boy. 

HP StorogeWorks 40/80-GB DLT Tope Drive, Internai (Corbon) 

HP StorogeWorks 40/80-GB DLT Tape Drive, Externai (Corbon) 

HP StorogeWorks Rockmount DLT 40/80, 3U (Singie Drive) 

HP StorogeWorks Rockmount DLT 40/80, Duoi-Drive, 3U (Two Drives) 

HP StorageWorks Rackmount DLT 40/80, Tape Arroy ill, 5U (Four Drives) 

NOTE: Pleose see the 40/80-GB DLT Drive OuickSpecs for odditionol option's such os hosl bus 
odoplers, controllers, cossetles, ond for on up-to-dote listing ofthe lotes! 0 / S Support detoils, pleose 
see lhe following: 
http ://www5.compoq.com/ producls/ qu,ckspecs/ 10658 no/ 10658 no .HTML 

HP StorogeWorks DLT VS 40/80 Tape Drive, Internai (Corbon) 

HP StorogeWorks DLT VS 40/80 Tope Drive, Externai (Corbon) 

NOTE: Pleose see the 40/80-GB DLT VS Drive OuickSpecs for oddilionol options such os hosl bus 
odoplers, controllers, cosselles, ond for on up-lo-dole listing of the lolesl 0/S Support deto ils, pleose 
see lhe following : 
http:// wvrw5.compoq.com/ products/ quickspecsJ 11403 no/ 11403 no.HTML 

HP StorogeWorks SDLT 11 0/220, Internai (corbon) 

HP StorogeWorks SDLT 110/220, Externai (Corbon) 

HP StorogeWorks Rockmount SDLT 110/220, 3U (Singie Drive) 

HP StorogeWorks Rackmount SDLT 11 0/220, Duai-Drive, 3U (Twa Drives) 

HP StorageWarks Rackmount SDLT 110/220, Tape Array 111, SU (Four Drives) 

NOTE: Please see the SDLT 11 0/220-GB Tope Orive OuickSpecs for odditionol options such os 
odopters, conlrollers, ond media, ond for on up-lo-dole listing of lhe lates! 0/S Support detoils, 
pleose see the following: 
http://wwwS.compoq.com/ producls/ qu ickspecs/ 1 0772 no/1 0772 no .HTML 

HP StorageWorks SDLT 160/320, Internai (carbon) 

HP StorogeWorks SDLT 160/320, Externai (corbon) 

NOTE: Please see lhe SDLT 160/320GB Tope Drive OuickSpecs for additionol options such os 
odoplers, controllers, ond media, ond lar on up-to-dote listing of the lotes! 0 /S Support detoils, 
please see the lollowing: 
http:;:www5 compoq. com/ producls/ qu ,ckspecs / 1140ó no.-11406 no .HTML 

Internai and Externai DAT Autaloader 

20/40-GB DAT 8 Cassette Autoloader Internai {Opa/) 

20/40-GB DAT 8 Cassette Autolooder Externai (Opa I) 

NOTE: Pleose see the 20/40-GB DAT DDS--4 8 Cossette Autolooder OuickSpecs for odditionol 
options such os adoplers, controllers, ond cosselies, ond for on up-to-dote listing oi lhe lotest 0 / S 
Support dela ils , pleose see the following : 
http · i /\'NIVI5 .compoq .com/ producls/ qu ,clspecs/ 1 0518 no/ 1 05 18 no.HTfv'tL 
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. . , I 
-... , Options 

............... _ _,;"' 

i n .., e n t 

AIT Autolooder 

HP StorogeWorks AIT 35GB Autolooder, Rockmount {corbon) 

HP StorogeWorks AIT 35GB Autolooder Tobletop (corbon) 

NOTE: Pleose see the HP StorogeWorks AIT 35GB Autolooder QuickSpecs for odditiono l options 

such os odoplers, conlrollers, ond cosseHes, ond for on up-lo-dote listing oi the lotes! 0/S Support 

detoils, pleose see the following: 

http://wwwS .compoq .com/ products/ quickspecs/ 11404 no/ 11404 no.HTML 

HP StorageWorks 1/8 Autolooder 

HP StorogeWorks 1/B Autolooder, Tobletop, Ultrium 230 

HP StorogeWorks 1/8 Autolooder, Tobletop, DLT VS80 

HP StorogeWorks 1/8 Autolooder, Rockmount kit 

NOTE: Pleose see the HP StorogeWorks 1/8 Autolooder QuickSpecs for odditionol options such os 
odopters, conl ro llers, ond cossettes, ond for on up-lo-dole lisling oflhe lotes! 0/S Support deloils, 

pleose see lhe lollowing: 
ht1p ://www5.compoq .com/ products/ quickspecs/ 11496 no/ 1149ó_no.HTML 

SSL 1 O J 6 tope o utolooder 

SSL J O 16 DL T1 tope outo/ooder {indudes two 8-cortridge magazines ond o borcode reoder) 

NOTE: Pleose see lhe SSL1 016 DLTl tope oulolooder Quick Specs for odditionol inlormolion: 
htl p.//h 18000.www l .hp.com/ prod ucls/ qu ickspecs/ 1 1626 no/ I 1626 no .HTML 

SSL 1 O 16 SDLT 160/320 tope outolooder (includes two 8 -cortridge magazines ond o borcode reoder) 

NOTE: Pleose see the SSL 1016 SDLT160/ 320 tope outolooder Quick Specs for odditionol 

informotion: 

hHp://h 18000.www 1.hp.com/products/ quickspecs/ 11 609 no/1 1609 no .HTML 

Add-on drives ond occessories 

SSLl O 16 DL T !SDLT 8-cortridge magazine 

Rockmount Tope Drive Kits 

3U Rockmount Kit 

NOTE: The 3U Rockmount Kit (PN 274338-821) con support up to (2) full-height or (4) ho lf-height 
tope drives ond compotible with multiple Single-Ended ond LVD SCSI Tope Drives including the 

12/24-GB DAT, 20/40-GB DAT, DAT 72-GB, 20/40-GB DAT DDS-4 8 Cossette Autolooder, AIT 
35GB LVD, AIT 50GB, AIT 100-GB, 40/80-GB DLT, DLT VS 40/80-GB, SDLT 11 0/220-GB, SDLT 
160/320-GB, Ultrium 215, Ultrium 230 ond Ultrium 460 Tope Drives. 

5U Rockmount Kit 

NOTE: The 5U Rockmount Kit (PN 27433 9-B21) con support up to (4) full-height tope drives ond is 
compotible with DLT/SDLT/LTO tope drives including the 40/ 80-GB DLT, SDLT 110/220, SDLT 
160/320, Ultrium 230, ond Ultrium 460 Tope Drives. 

NOTE: Pleose see the Rockmount Tope Drive Kits QuickSpecs for odditionol informotion regording 
these kits, pleose see the following : 

http:/ / wwwS.compoq.com/ products/ quickspecs/ 1 0854 no/ 1 0854 no.HTML 

Tope Storage Enclosure Coble Kits 

L VD Coble Kit, VHDCIIHD68 

NOTE: For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 on ly. 

LVD Coble Kit, HD68/ HD68 

NOTE: For use wi th lhe 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 
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292355-001 
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QuickSpecs HP 

Options 

Tape Automation 

i n v e n I 

StorageWorks SSL2000 sma/1 system library 

SSL2020 - AITSO based library with up to 2 drives and 20 slots 

SSL2020 AIT Mini-Librory 1 drive, 20 slot Toble Top 

SSL2020 AIT Mini-Library 2 drive, 20 slot T able T op 

SSL2020 AIT Mini-Librory 1 drive, 20 slot Rackmount 

SSL2020 AIT Mini-Library 2 drive, 20 slot Rockmount 

SSL2020 AIT Library Pass Thru with T ronsport 

Add-on drives and accessories 

SSL2020 AIT Librory Poss Thru Extender 

AIT 50GB Drive Add-On LVD Drive for SSL2020 AIT Librory 

1 9 Slot Magazine for SSL2020 AIT Library 

AIT 50-GB Doto Cassette (5 pock) 

AIT Cleaning Cossette 

NOTE: Pleose see the SSL2020 Automoted AIT Tape Librory Solution QuickSpecs for odditionol 

informolion including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditiono l oplions needed 
for o complete solul ion oi: 

http: //www5.compoq .corn/ produc1s/ quickspecs/ l 0580 no/i 0580 no.HTML 

StorageWorks MSL6000 and MSLSOOO Oeparlmental tape libraries 

MSL6060L 1 - Ultrium 460 1 based departmentallibrary up to 4 drives and 60 slots 

MSL6060L 1, O DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 RM Librory 

MSL6060L 1, 2 DRV Ultrium 460 TI Librory 

MSL6060L 1 FC, 2 DRV Ultrium 460 embedded Fibre RM Librory 

NOTE: Pleose see the StorogeWorks MSL6060 LTO Librory GuickSpecs for odditionol informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol oplions needed for o 
complete solulion oi: 
h11p://www5 .compoq.com/ products/ quíckspecs/ll 608 _no/11608 no.HTML 

StorageWorks MSL6000 and MSLSOOO deparlmental librories 

MSL5060L 1 - L TO Ultrium 1 based deparfmentallibrory up to 4 drives and 60 slots 

MSL5060L1, O DRV LT01 RM Librory 

MSL5060L 1, 2 DRV LTO 1 RM Librory 

MSL5060L 1 , 2 DRV LTO 1 TI Library 

MSL5060L 1 FC, 2 DRV LTO I RM-with integroted FC router 

NOTE: Please see the StorogeWorks MSL5060 LTO Librory QuickSpecs for odditionol informot ion 
including Upgrode Kits, Accessories, and SCSI Cable Kits ond additional opt ions needed for o 
complete sol ution ot: . 

http://wv.v•5 .compoq .corn/ products/ qu ,ckspecs/ I 1438 no; 11438 no .HT!'v1L 

MSL505252 - SOL T7 60 based deparlmental library up to 4 drives and 52 slots 

MSL505252, RM O DRV SOL T ALL 

MSL5052S2, 2 DRV SDLT2 TT LIB 

MSL5052S2, 2 DRV SDLT2 RM LIB 

MSL5052S2FC 2 DRV SDLT2 RM- wilh integroted FC router 

NOTE: Pleose see ihe StorogeWorks fvó l5052S2 ld)rory OuickSpecs fo r odditionol ·informotion 
~ nc ! L·d 1 n g Upgrode r~~i~ ... ~cc.e~so r • es . c rd SC SI (c; b le K1i s ond 9dd ittonol Ci::t •C!'S needed for o 

(' C"" :: ~- · e sol ..... • C r c · 

175195-B21 

175195-B22 

175196-B21 

175196-B22 

175312-B21 

1753 12-B22 

175197-B21 

175198-B21 

152841-001 

402374-B21 

331196-B23 

331195-B21 

331196-B21 

331196-B22 

301899-B21 

301899-B22 

301900-B21 

301899-B23 

255102-B21 

293476-B21 

293474-B21 

293474-B24 
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( , · · . u,ickSpecs HP ProLiant ML350 Generation 3 

i n "' e "' t 

MSL6030- LTO Ultrium 460 mid-ronge librory up to 2 drives and 30 slots 

MSL6030 0-drive, LTO, LVDS, RM 

MSL6030 1-drive, LTO Gen2, LVDS, RM 

MSL6030 2-drive, LTO Gen2, LVDS, RM 

MSL6030 1-drive, LTO Gen2, Fibre, RM 

MSL6030 2-drive, LTO Gen2, Fibre, RM 

MSL6030 1-drive, LTO Gen2, LVDS, TI 

MSL6030 2-drive, LTO Gen2, LVDS, TI 

MSL5030L 1 - L TO Ultrium 1 mid-ronge /ibrory up to 2 drives and 3Ó slots 

MSL5030L 1, O DRV L TO 1 RM Librory 

MSL5030L1, 1 DRV LT01 RM Library 

MSL5030L1, 2 DRV LT01 RM Library 

MSL5030L 1, 1 DRV LTO 1 TT Library 

MSL5030L 1, 2 DRV LT01 TT Library 

MSL5030L 1 FC, 1 DRV LT01 RM- with integroted FC router 

NOTE: Please see the StorogeWorks MSL5030 LTO Library OuickSpecs for additional informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits and additionol options needed for a 
comp lete solution at: 
http :!/wwwS .compoq.com/ products/quickspecs/11439 no/ 11439_no.HTML 
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330731-821 

330731-822 

330731-823 

330731-824 

330731-825 

330788-821 

330788-822 

301897-821 
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301897-823 

301898-821 

301898-822 
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QuickSpecs 
Options 

i n ~ c n t 

MSL502652 - SOL TJ 60 bosed mid-ronge librory up to 2 drives ond 26 s/ots 

MSL5026S2, O DRV SDLT2 RM Library 

MSL5026S2, 1 DRV SDLT2 RM Library 

MSL5026S2, 2 DRV SDLT2 RM Library 

MSL5026S2, 1 DRV SDLT2 TI Library 

MSL5026S2, 2 DRV SDLT2 TI Library 

MSL5026S2FC, 1 DRV SDLT2 RM- with integrated FC router 

MSL5026S2FC, 2 DRV SDLT2 RM- with integrated FC router 
~ 

NOTE: Pleose see lhe StorogeWorks MSL5026SL Librory QuickSpecs for odditioríol informatíon 
including Upgrode Kits, Accessories, ond SCSI Coble Kíts ond additíonol oplions needed for o 
complete solution oi: 

http:// wvMS.compoq .com/ products/ qu ickspecs/ 11453 no/ 11453 no.HH.-1L 

MSL5026SL Grophite- SDLT1 7 O bosed mid-ronge librory up to 2 drives ond 26 s/ots 

MSL5026SL, 1 DRV SDLT TT, graphite 

MSL5026SL, 2 DRV SDLT TT, grophite 

MSL5026SL, 1 DRV SDLT RM, graphite 

MSL5026SL, 2 DRV SDLT RM, graphite 

NOTE: Please see the StorogeWorks MSL5026SL Graphite Library QuickSpecs for additionol 

informotion including Upgrade Kits, Accessoríes, ond SCSI Coble Kíts ond odditional optíons needed 
for o complete solution ot: 

http ://wwwS.cornpoq. com/products/quickspecs/1144 0 n o/ 11440 . no.HTML 

MSL5026DLX- 40/BOGB DL T bosed mid-ronge librory up to 2 drives ond 26 s/ots 

MSL5026DLX, 1 40/80G8 DLT, LVD, TI 

MSL5026DLX, 2 40/80G8 DLT, LVD, TI 

MSL5026DLX, 1 40/80G8 DLT, LVD, RM 

MSL5026DLX, 2 40/80G8 DLT, LVD, RM 

NOTE: Pleose see the StorogeWorks MSL5026DLX Librory QuickSpecs for odditíonol informolion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
complete solution oi: 
http: / / v1wwS cornpoq.com/ produds/ qu ickspecs / 1 0860 no / 1 0860 no.HTI/,L 

MSL6000 ond MSL5000 Add-on drives & occessories 

MSL SDLT 160/320 Upgrade DRV 

MSL Ultrium 460 upgrade drive in hot plug conister 

MSLSOOO SDLT 11 0!220 Upgrade DRV 

MSL5000 40/80G8 DLT Upgrode DRV 

MSL Dual Magazine DLT (2 X 13 slot magazines) 

MSL Universal passthrough mechanism 

MSL SU possthrough extender 

MSL 1 OU passthrough extender 

MSL Dual Magazine - Ultrium 
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293472-821 

293472-822 

293472-823 

293473-821 

293473-822 

293472-824 
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---'-_§?BJ16ns 

Smart Array Cluster 
Starage 

Externai Starage- Tower 
and Rack 

MSAlOOO 

Network Storage Rouler 

StorageWorks Options 

i n v e n I 

Smort Arroy Cluster Storoge 

Smort Arroy Cluster Storoge Redundonl Conlroller Option Kit 

128MB Coche Module for Smort Arroy 5302 Controller 

256MB Bottery Bocked Coche Module 

4-Port Shared Storoge Module with Smort Arroy Multipoth Software for Smort Arroy Clusler Storoge 

NOTE: Ali 128MB Coche modules must be removed when 256MB coche modules ore instolled. 
NOTE: Please see lhe Smort Arroy Clusler Sloroge QuickSpecs for oddilionol informolion including 
configurotion steps ond odditionol options needed for o complete solution oi: 
hllp:// www5 .compoq .com/ producls/ quickspecs/ 11 050 no/ 11 050 no .hlml ~ - :::.... 

StorogeWorks Enclosure Model 4314T (tower) 

StorogeWorks Enclosure Model 4314R (rock-mountoble) 

StorogeWorks Enclosure Model 4354R (rock-mountable) 

NOTE: The SlorogeWorks Enclosure 4300 Fomily support lhe Wide Ullro2/UIIro3 1" Hot Plug Hord 
Drives. 

Redundonl Power Supply Option 

Ultro3 Single Bus 1/0 Module Option 

Ultro3 Dual Bus 1/0 Module Option 

StorogeWorks Enclosure Tower to Rock Conversion Kit 

MSA1000 

MSA 1 000 Controller 

MSA Fibre Chonnel 1/0 Module 

MSA 1 000 Fobric Switch 

MSA 1 000 Fibre Chonnel Adopter (FCA) 21 O 1 

HP StorogeWorks mso hub 2/3 

NOTE: Pleose see lhe StorogeWorks by Compoq Modular SAN Arroy 1 000 QuickSpecs for 
odditionol options ond configurotion informotion oi: 
hllp: //www5.compoq.com/producls/ quickspecs/ 11 033 no/ 11 033 _no .HTML 

M2402 2FCX 4SCSI LVD Network Storoge Router 

M2402 2FCX 4SCSI HVD Network Storoge Router 

M2402 4 chonnel LVD SCSI Module 

M2402 4 chonnel HVD SCSI Module 

M2402 2 chonnel FC Module 

MSL5000 Embedded Router Fibre Option Kit - Grophite 

MSL5026 Embedded Router Fibre Option Kit - Opol 

StorogeWorks Fibre Chonnel SAN Switches 8-EL 

StorogeWorks SAN Switch 2/8-EL 

StorogeWorks SAN Switch 2/16-EL 

StorogeWorks SAN Switch 2/8-EL Upgrode Kit 

StorogeWorks SAN Switch 2/16-EL Upgrade Kil 
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QuickSpecs / ' 

HP ProLiant ML350 c{;enfr~ j , 

Options 

UPS and PDU Pawer 

Card Matrix 

Uninterruptible Power 

Systems- Tower UPSs 

Uninterruptible Power 

Systems - HP Rack UPSs 

:c" . r 

UPS Options 

. -C
•\ 

i n Y e n t 

·b .- . 

'~-~-~Y 
Please see the UPS and PDU cable matrix that l ists cable descriptians, requirements, and 
specifications for UPS and PDU units : 

ftp :/ / ltp . com poq .com/ pub/ prod ucts/ servers/ Prol,ontstoroge/ power-protection/ powercord mal ri x. pdl. 
NOTE: lhis Web sile is ovo iloble in English only. 

HP UPS Model T700 (700VA, 500 Wott), Low Voltoge 

HP UPS T1 000 XR (1 000 VA, 700 Wotts), Low Voltoge 

HP UPS T1500 XR (1440 VA, 1050 Wotts) 

HP UPS 12200 XR (1920 VA, 1600 Wotts) Low Voltoge 

HP UPS 12200 XR (2200 VA, 1600 Wotts) High Voltoge 

HP UPS R1500 XR (100 to 127) 

HP UPS R3000 XR (120V) 

HP UPS R3000 XR (208V) 

Rock-Mountoble UPS R6000 (208V) 
NOTE: UPS R6000 hos o hordwired inpul; ond the UPS R12000 XR hos o hordwired input ond 
output connection. 

HP UPS R12000XR N+ x (200-240V) 

NOTE: lhe UPS R 12000 XR hos o hordwired input ond output. 

NOTE: HP UPS R6000 hos o hordwired input; the UPS R12000 XR hos o hordwired input ond output 
connection. 

SNMP Serial Port Cord 
NOTE: Supports tower ond rock UPS XR models ronging from 1000 - 3000VA 

Six Port Cord 
NOTE: Supports tower ond rock UPS XR models ronging from 1000 - 3000VA. 

High to Low Voltoge lronsformer (250VA) 
NOTE: Supports R6000 UPS series only. 2.5A @ 125 Volts mox output ocross two NEMA 5-15. 

Extended Runtime Module, Tl 000 XR 

Extended Runlime Module, 11500 XR/T2200 XR 

Extended Runtime Module, R 1500 XR 
NOTE: 2U eoch, two ERM moximum. 

Extended Runtime Module, R3000 XR 
NOTE: 2U eoch, one ERM moximum. 

Extended Runlime Module, R6000 
NOTE: 3U eoch, two ERM moximum. 

Extended Runtime Module, R 12000 XR, 4U eoch, two ERMs moximum 

R 12000 XR 8ockPiote Receptocle Kit, (2) L6-30R 
NOTE: lhe R12000 XR 8ockPiote Ki t hos o hordwired input. 

R12000 XR 8ockPiote Receptocle Kit, (2) IEC-309R 
NOTE: l he R12000 XR BockPiote f(it hos o hordwi•ed input 

SNMP-EN Adopter 

NOTE · Supports RóOOO UPS senes onl,.. 

Multi-Server UPS Cord 
NOTE Svpport~ Ró OGJ L F~ ser 1ES c. r"· ~ 

Scoloble UPS Cord 

DA- 11 430 

~.-

2040 15-001 

204155-001 

204155-002 

204451-001 

20445 1-002 

204404-00 1 

1921 86-001 

192186-002 

347207-001 

207552-822 

192189-821 

192185-821 

388643-821 

218967-821 

2 18969-821 

218971-821 

192188-821 

347224-821 

2 17800-821 

32536 1-001 

325361-821 

347225-821 

123508-82 1 

123509-82 1 



--:" ,QuickSpecs HP ProLiant ML350 Generation 3 

i) -Jptions 

' \ - Modular PDUs 1 U/OU 

(Up to 32 outlets) 

NOTE: 1 U/OU mounting 
brackets shipped with 
the unit (optimized for 1 0000 
and 9000 series racks). 

PDU Options 

USB Options 

Other 

Rack Builder 

Rack Conversion Kit 

i n "' e n t 

HP Modular Power Distribution Units (mPDU), Low Volt Model, 24A (1 00-127 VAC) 

NOTE: This mPDU (252663-071) may olso be used to connect the low volt model oi the UPS 
R3000 XR. 

HP Modular Power Distribution Units (mPDU), High Volt Model, 24A (200-240 VAC) 

HP Modular Power Distribution Units (mPDU), High Volt Model, 40A (200-240 VAC) 

NOTE: This mPDU (252663-821), 40A model hos a hardwired inpuL 

HP Modular Power Distribution Units (mPDU), High Volt Model, 16A (200-240 VAC) 

NOTE: This PDU has a detachable input power cord and allows for adaplobili!y to cquntry specilic 
power requirements. This model may olso be used with the high volt UPSs R30ÕÕXR ano R6000. 
Order cable PN 3 ~0653-001 . . 

NOTE: Pleose see lhe following Modular Power Distribution Unit (Zero-U/1 U Modular PDUs) 
QuickSpecs for oddilionol oplions including shorter jumper cables and counlry specilic power cords: 
hllp:/ / wwwS.compaq .camí producls/ qu •ckspecs/ 1 1 O~ 1 _ no/ 1 1 041 __ na .HTML 

Third Party Modular PDU Modular Kit 
NOTE: This kit allows you to rnount the Modular PDUs in (1 U conliguration only) in racks other 
than the 9000/ 10000 Series racks (any racks using the standard 19" rail , including lhe 7000 Series 
rocks). For more delails pleose reler the Modular PDU QuickSpecs. 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (1 per pack) 

4.5' IEC C 13 to IEC C14 PDU Jumper Cable (15 per pock) 

US8 Eosy Access Keyboord (corbon) 

US8 Eosy Access Keyboard (corbonite) 

US8 2-8utton Scroll Mouse (corbon) 

US8 2-8utton Scroll Mouse (corbonile) 

US8 Floppy 

Enhonced Keyboord (Corbon) 

Proliont ML330/ML350 Infernal to Externai SCSI Coble Option Kit (HD68) 

Proliont ML330/ML350 Internai to Externo! SCSI Coble Option Kit (VHDCI) 
NOTE : The Proliant ML330/ ML350 Interno! to Externo! SCSI Coble Option Kils (PN 15954 7-821 
ond 333370-821) ore supported by the ML330/ ML350 Fomily. 

Pleose see lhe Rock 8uilder for configurotion ossistonce ot http:/ /www.cornpoq.com/rockbui lder/ 

Proliont ML350 Generotion 3 T ower to Rock Conversion Kit (CPQ bronded) 

DA - 11430 North Ameri ca - Version 23- July 17, 2003 
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252663-072 

252663-821 

252663-824 
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HP ProLiant ML350 G'em:iratibn 3 QuickSpecs 

\ t . .................................................................................. ~ 
~ Options 

HP Rock 100 00 Series 

(Graphite Metoll ic) 

HP S 106 14 (14U) Rock Cabine! - Shock Paliei 

HP 10842 (42 U) Rock Cabine! - Paliei 

HP 10842 (42 U) Rock Cabine! - Shock Pa liei 

HP 10647 (47U)- Paliei 

HP 10647 (47U) - Croted 

HP 10642 (42U) - Pa liei 

HP 10642 (42 U)- Shock Paliei 

HP 10642 (42U)- Crated 

HP 1 0636 (36 U) - Pa liei 

HP 1 0636 (36 U) - Shock Po ll et 

HP 10636 (36U) - Crated 

HP 1 0622 (22 U) - Pa liei 

HP 1 0622 (22 U) - Shock Pa li ei 

HP 10622 (22U) - Croted 

_; 

292302-822 

2574 15 -82 1 

2574 15-822 

24 51 60-82 1 

245 160- 823 

245 16 1-82 1 

245 16 1-822 
--- •· 245 16 1-823 

245 162-82 1 

245 162-822 

245 162-823 

245 163-82 1 

245 163-822 

245 163 -823 

c. NOTE: -821 (pollet) used lo ship empty rocks shipped on o lruck 
-822 (shock pal iei) used to ship racks with equipmenl insto lled (by custam systems, VARs ond 
Chonnels) 

c 

-823 (croted) used for o ir shipmenls oi emply rocks 

NO TE: I! is mondo tory lo use o shock paliei in arder lo ship racks wilh equ ipmenl instolled. No! oll 
Compoq equipmenl is quolilied lo be shipped in lhe Rock 1 0000 series. 

NOTE: Pleose see lhe Rock 10000 QuickSpecs for Technicol Specilicolions such os heigh t, width, 
deplh, weighl, ond colar: 
http:// www5.cornpoq.com/ producls/ quickspecs/ 1 0995 no/ 1 0995 no.HTML 

NOTE: For oddil ionol informolion regording Rock Cobinels, pleose see lhe fo ll owing URL: 

http: //h 18000.www 1 .hp.com/ produds/ servers/ proliantstoroge/ 
rock -opt ions/ index. htm I 
NO TE: This Web site is ovoiloble in English only. 

Com poq Rock 9000 Series Compoq Rock 9 142 (42 U)- Pollet 120663-82 1 

120663-822 

120663-823 

(o pa I) Compoq Rock 9 142 (42 U)- Shock Pa li ei 

Compoq Rock 9 142 (42 U)- C roted 

i n v e n t 

NOTE: - 821 (pollet) used to ship empty rocks shipped on o truck 
- 822 (shock paliei) used lo ship rocks wilh equipment instolled (by custam syslems, VARs ond 
Chonne ls) 
- 823 (croted) used for oi r shipments of emply rocks 

NOTE: Pleose see the Rock 9000 QuickSpecs for Technicol Specilicotions such os height, width, 
depth, weight, ond calor: 
hllp ://w'""'S.co mpoq.corn,'products/ quickspecsí l 0366 no/ l 0366 no .HH/1l 

NOTE: For oddit ionol inlormotion regording Rock Cobinets, pleose see lhe following URL: 
http ·' h 18000.wvM 1 .hp com ·prod ucts servers pro l<onts ioroge/ 
rock- ptions/ index. htn1 l 

NOTE: This We b s•te is ovo ilob le in Eng li sh on ly. 
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Rack Options for HP Rack Rack 81anking Ponels- Grophite (Multi) 
1 0000 Series NOTE: Contoins one eoch ol 1 U, 2U, 4U ond 8U. 

Rock 81onking Ponels - Grophite (1 U) 

NOTE: The Rock 81onking Ponels (PN 2532 14-82 1) contoins 1 O eoch oi (1 U). 

Rock 8lonking Ponels- Grophite (2U) 

NOTE: The Rock 81onking Ponels (PN 253214 -822) contoins 1 O eoch oi (2U). 

Rock 81onking Ponels- Grophite (3U) 

NOTE: The Rock 81onking Ponels (PN 253214-823) contoins 1 O eoch oi (3U)::. 
.; 

Rock 81onking Ponels- Grophite (4U) 

NOTE: The Rock 81onking Ponels (PN 253214 -824) contoins 1 O eoch oi (4U). 

Rock 81onking Ponels - Grophite (5U) 

NOTE: The Rock 81onking Ponels (PN 253214-825) contoins 1 O eoch oi (SU). 

600mm Stobilizer Kit- Grophite 

800mm Wide Stobilizer Kit (Grophite) 

NOTE: Supported by the Rock 10842 cabine! only. 

8oying Kit for Rock 1 0000 series (Corbon) 

42U Side Ponel - Grophite Metollic 

11 OV Fon Kit (Grophite) 

NOTE: Rool Mounl lncludes power cord wi th IEC320-C13 to Nemo 5-15P. 

220V Fon Kit (Grophite) 

NOTE: Rool Mount lncludes power cord with IEC320-C 13 to Nemo 6-15P. 

36U Side Ponel - Grophite Metollic 

47U Side Ponel - Grophite Metollic 

9000/1 0000 Series Oflset 8oying Kit (42U) 

NOTE: This kit con be used to connect 9000 ond 10000 series rocks oi lhe some U height together. 
Ki t contents include hordwore for connecting rocks ond o ponel lo cover the 1 OOmm gop ot lhe reor 
oi the two rocks. 

NOTE: For odditionol inlormotion regording Rock Options, pleose see the lollowing URL: 
http:/ / h 18000.www 1 .hp .com/ products/servers/ prol iontstoroge/ 
rock- pt ions/ index. htm I 
NOTE: This Web site is ovoiloble in English only. 

253214-826 

253214-821 

253214-822 

253214-823 

253214-824 

253214-825 

246 107-821 

255488-821 

248 21 

246099-821 

2574 13-821 

257414-821 

246102-821 

255486-821 

248931-821 

o 
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QuickSpecs HP ProLiant ML350 

Options 

c 

Ra ck Optio ns for 8aying/Coupling Kit 

C ampaq Rack 9000 Series 42U Side Ponel 

NOTE: The 42U Side Ponel (PN 120670-821) supporls the Compaq Rack 9142 and Compaq Rack 
9842. 

36U Side Ponel 

NOTE: The 36U Side Ponel (PN 120671-821) supporls the Compaq Rack 9136. 

600mm Stabi lizer Optían Kit 

800mm Stabi lizer Option Kit (Opa I) 

NOTE: The 800mm Stabilizer Kit (PN 234493-821) supparls the Rack 9842 ~nly . · 

9142 Extension Kit 

N OTE: The 9142 Extension Kit (PN 120679-821) supporls the Compaq Rack 9142 only 

Stabi lizer Option Kit 

Rack 81anking Ponel Kit for Rack 9000 series (Opal) (U.S.) 
N O TE: The Rock 81anking Ponel Kit (PN 169940-821) contains 4 panels -- one each of 1 U, 2U, 4U 
and 8U. 

Rock 81onking Ponels (1 U) 
NOTE : The Rack 81anking Panels (PN 189453-821) conta ins 1 O each of (1 U). 

Rack 81onking Panels (2U) 
NOTE: The Rack 81anking Ponels (PN 189453-822) contains 1 O each of (2U). 

Rack 81onking Ponels (3U) 
N OTE: The Rack 81anking Ponels (PN 189453-823) contains l O each of (3U) . 

Rock 81anking Ponels (4U) 
N OTE: The Rack 8lanking Ponels (PN 189453-824) contains l O each of (4 U). 

Rock 81anking Ponels (5 U) 
NOTE: The Rack 8lanking Ponels (PN 189453-825) contains l O each of (5U) 

91 36 Extension Kit 

91 4 2 Shorl Rear Doar 
NOTE: The 9142 Shorl Rear Doar (PN 218217-821) supporls the Compaq Rack 9142 only. 

Split Reor Doar (Opo l) 
NOTE: The Split Reor Doar (PN 254045-821) supporls the 600 mm wide, 42U 9000 series rock. 

9136 Shorl Reor Doar 

914 2 Split Reor Do o r 

9000/10000 Offset 8oying Ki t (42U) 
N OTE: This kit can be used to connect 9000 ond 10000 series rocks oi some U 
height together. Kit contents include hardware for conneding rocks ond o panel to cover the 1 OOmm 
gop ot the reor of the two rocks. 

N OTE: For odditionol informotion regarding Rock Cobinets, pleose see the following URL: 
http ://h 18000.www 1.hp.com/ produds/ serve rs/ prol iontstoroge/ 
rock -options/ ondex. h tm I 
NOTE: Th is Vieb site ís ovoiloble in English only. 

120669-82 1 

120670-82 1 

120671-82 1 

120673-821 

234493-82 1 

120679-821 

120673-821 

169940-82 1 

189453-821 

189453-822 

189453-823 

189453-824 

189453-825 

2182 16-821 

2182 17-821 

254045-82 1 

2182 18-821 

254045-82 1 

24893 1-82 1 

Rack Opt ions for High Air Flow Rock Doar Inseri fo r the 7122 Rock 157847-821 

32728 1-82 1 

327281-822 

292407-82 1 

154392-82 1 

Compaq Rack 7000 Series High Air Flow Rock Doar Inseri for the 7142 Rock (single) 

High Air Flow Rock Doar Inseri for the 7142 Rock (6-pock) 

Compoq Networking Coble Monogement Kit 

Compoq Rock Extension Kit for 7142 

hJ OTE : Fcr ~dC · c ·.., r: ! 1- !c- ,.. ·-ro~ ~ cn ··E-gc .. C f'Ç Rcck Cobu•ei~ ::- tec5e 5ee the ~o How1rJQ URL: 

J·J(_): i . I · .. r : · ··'"--·-~- r ~~: os ~2uus ~:·~· 
rhffl · --------------------------------------~~--~·ri C~P_M_I _- ~C~O~R~r-~·~ . 
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Rack Options for Rack 

7000, 9000 and 10000 
Series 

i n v e n t 

Monitor Utility Shelf 

Bailas! Option Kit 

1 OOkg Sliding Shelf 

Rock Roi I Adapter Kit (25-inch depth) 

Coble Monogement D-Rings Kit 

Console Monogemenl Contrai ler (CMC) Option Kit 

Console Monogement Controller (CMC) Sensors Option Kit 

Console Monogemenl Controller (CMC) Locking Option Kit 

Console Management Controller (CMC) Smoke Sensors Option Ki t 

Server Console Switch 1 x 2 port (1 00 to 230 VAC) 

Server Console Switch 1 x 4 port (1 00 to 230 VAC) 

Server Console Switch 1 x 8 port (1 00 to 230 VAC) 

Server Console Switch 2 x 8 port (1 00 to 230 VAC) 

Server Console Switch 2 x 8 port (48 VDC) 

IP Console Switch 8ox, 1 x 1 x 16 

I P Console Switch 8ox, 3x 1 x 1 6 

IP Console Interface Adapler, 8 pack 

IP Console Interface Adapter, 1 pock 

IP Console Expansion Module 

KVM 9 PIN Adopter (4 Pock) 

CPU lo Serve r Console Coble, 12' 

CPU to Serve r Console Cable, 20' 

CPU to Serve r Console Cable, 40' 

CPU to Server Console Coble, 3' 

CPU to Server Console Cable, 7' 

CPU to Server Console Cable (Pienum Roted) 20' 

CPU to Server Console Cable (Pienum Roted) 40' 

IP CAT5 Cable 3', 4 pack 

IP CAT5 Cable 6', 8 pack 

IP CAT5 Cable 12', 8 pock 

IP CAT5 Coble 20', 4 pack 

IP CAT5 Cable 40', 1 pack 

Switch Box Connector Kit (115 V) 

Switch Box Connector Kit (230 V) 

1 U Rock Keyboord & Drower (Corbon) 

NOTE: The 1 U Rock Keyboard & Drawer (PN 257054-00 1) isto be used wi th the 
Keyboards for Racks with Trackball (PN 158649-001) . 

TFT5600 Rack Keyboard Monitor 

lnput Device Ad justoble Roils 

NOTE: lnpul Device Adjustoble Rails (287139-82 1) are for use ONLY with the TFT511 OR, 
TFT5600RKM and integroted keyboord/drower which is used in mounting into third porty rocks. 

lnput Devi c e T elco Roi I 

NOTE: lnput Device Telco Roils (287 138-821) ore for use ONLY with the TFT511 OR, TFT5600RKM 
ond integroted keyboord/drower which is used in mounling into third porty rocks. 

Keyboord/Monilor/Mouse extension cobles 

NOTE : For oddrtionol informolron regording Rock Üplions, pleose see lhe followrng URL: 

' C · \ í. . , ; •' f . ,, 

NOTE: Thrs Web site is ovorloble in Englrsh only. 

DA- 11430 North Americo - Version 23 - July 17, 2003 

303606-821 

120672-82 1 

234672-821 

120675-821 

168233-821 

203039-~21 

203039-822 

203039-823 

203039-824 

120206-001 

400336-001 

400337-001 

400338-001 

400542-821 

262585-821 

262fl2 1 

262~..,!s2 1 
262588-821 

262589-821 

149361-821 

110936-821 

110936-822 

110936-823 

110936-824 

110936-825 

149363-82 1 

149364-82 1 

263474-82 1 

263474-822 

263474-823 

263474-824 

263474-825 

144007-001 

1440 2 

257054-001 

221546-001 

287139-821 

287138-821 

169989-001 
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QuickSpecs HP 

Options 

HP Factory Express Fodory lnstollotion, Rocking, ond Customizotion Services 

Foctory Express Serve r Conligurotion Levei 1 

NOTE: Free lnstallatian af HP Options- lnstallation af HP Options memory, NICs, hard drives, 

controllers, processors, 1/0 cords, pre-install standard OEM OS image, ond tope drives. lnstallotion 

fees will apply to ali non-HP certified hardware and assei togs. 

NOTE: Available on ProLiont ML370 G3 Rock Models Only. 

Factory Express Serve r Configuration Levei 2 

NOTE: lncludes Levei 1 Customer lntent of o ProLiont server ond options conf~urotion, OS 

instollotion, custam imoge downlood, IP addressing, network setting, ond cugtom poctoging. 

Customer unique requirements (quick restare creation, cd duplicotion, tesl reports: real-time reporting 

of server MAC oddress, possword, ond RILOE). Customer occess, volidotion ond contrai through VPN 
(price/server). 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Factary Express Rack lntegratian Levei 3 with 1 - 3 servers ar starage enclosures 

Factory Express Rack lntegration Levei 3 with 4 - 9 servers or staroge enclosures 

Factary Express Rack lntegratian Levei 3 with 1 O ar more servers ar staroge enclasures 

NOTE: lncludes Levei 1 Customer lntent for standard mounted servers ond storoge units plus 

sfondord coble mgmt, RAIO configurotion, servers & storoge, power distribution, networking gear ond 
occessories (price/ro520ck). 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Factary Express Rack lntegrotion Levei 4 with 1 - 3 servers ar storoge enclosures 

Foctary Express Rack lntegratian Levei 4 with 4 - 9 servers ar staroge enclosures 

Factory Express Rack lntegrotion Levei 4 with 1 O or more servers o r staroge enclosures 

NOTE: lncludes Levei 2 Customer lntent plus customer defined coble monogement ond noming 

convention, customer furnished imoge downlood, IP oddressing, cluster configurotions (SQL, Externai 

storoge RAIO). Guick restare creotion, cd duplicotion, test reports, real-time reporting oi server MAC 

oddress, possword, RILOE). Customer occess ond volidotion through VPN (price/rock). 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Foctory Express Rack lntegrotion Levei 5 with 1 - 3 servers ar starage enclasures 

Foctory Express Rack lntegrotion Levei 5 with 4 - 9 servers ar storage enclosures 

Factory Express Rack lntegration Levei 5 with 1 O or more servers or storage enclasures 

NOTE: lncludes Levei 4 Customer lntent plus Custam SW layering ond extended lest, Cuslomer 

occess, vo lidation ond contrai through VPN, Clustered rocks with networking gear ond/or externai 

sloroge orroy, Stort-up installotion serv ices custam quote. (price/rock). 
NOTE: Foctory Express Engineered Solution Levei 6 is o custam solutions ovoiloble through Foctory 

Express. Please contact o your local reseller ar Account Monager. 

293355-888 

266326-888 

325736-888 

232539-888 

325735-888 

325734-888 

232540-888 

325733-888 

325732-888 

232541-888 

325731-888 

NOTE: Avoiloble on ProLiont ML370 G3 Rack Models Only. 

c~~ ---------------------------------------
Service ond Support 

Offerings (HP Core Pock 

Services) 

i n v e n t 

Hardware Services On-site Service 

4-Hour On-site Service, 5-0oy x 13-Hour Coveroge, 3 Years {Canodion Pari Number) 

4-Hour On-site Service, 5-Day x 13-Hour, 3 Years (U.S. Part Number) 

4-Hour On-site Service, 7-0ay x 24-Hour Coveroge, 3 Yeors (Canodion Port Number) 

4-Hour On-site Service, 7-Day x 24-Hour Coveroge, 3 Years (U.S. Part Number) 

6-Hour Call to Repoir, On-site Service, 7-0oy x 24-Hour Coveroge, 3 Yeors (Conodion Port Number) 

6-Hour Coll to Repoir, On-site Service 7-Doy x 24-Hour Coveroge, 3 Yeors (U.S. Port Number) 

DA- 11430 North Americo - Version 23 - July 17, 2003 

FP-EL3EC-36 

331045-002 

FP-EL7EC-36 

162675-002 

FP-ELCEC-36 

331046-002 
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~--~---------------------------------------------~ )Opti~ns ( 

~ "!·· J 
:: . ,- \,. '/ · lnstolfotion & Stort-up Services 

. ; .-' _____ _.. 
Hardware lnstollotion (Conodion Pari Number} 

Hardware lnstollotion (U.S . Pari Number) 

lnstollotion & Stort-Up oi o Proliont server ond Microsoft 0/S per the Customer Description ond/or 
Doto Sheet. To be delivered on o scheduled bosis 8om-5pm, 
M-F, excl. HP holidoys. (U .S. Port Number) 

lnstollotion & Stort-Up oi o Proliont server ond Microsoft 0/S per the Customer Description ond/or 
Doto Sheet. To be delivered on o scheduled bosis 8om-5pm, 
M-F, excl. HP holidoys. (Conodion Pari Number) 

.; 

lnstollotion & Stori-Up oi o ProLiont server ond Linux 0/S per lhe Customer Description ond/or Doto 
Sheet. To be delivered on o scheduled bosis 8om-5pm, 

M-F, excl. HP holidoys. (U.S. Port Number) 

lnstollotion & Stort-Up oi o ProLiont server ond Linux 0/S per the Customer Description ond/or Doto 
Sheet. To be delivered on o scheduled bosis 8om-5pm, 
M-F, excl. HP holidoys. (Conodion Port Number) 

Support Plus 

Onsite HW supporl, 8om-9pm, M-F, 4hr response ond Microsoft OIS SW Tech supporl o!fsite, onsite 
oi HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys . (U.S. Port Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Microsoft 0/S SW Tech support offsite, onsite 
oi HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys . (Conodion Port Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Linux 0/S SW Tech support offsile, onsile oi 
HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (U.S. Port Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Linux 0/S SW Tech support offsile, onsite oi 
HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys . (Conodion Port Number) 

Support Plus 24 

Onsite HW supporl 24xl, 4hr response ond Microsoft OIS SW Tech support offsite, onsite ot HP's 
discretion, 24x7 2hr response lime incl . HP holidoys. (U .S. Port Number) 

Onsite HW support 24x7, 4hr response ond Microsoft 0/S SW Tech support offsite, onsite oi HP's 
discretion, 24x7 2hr response lime incl. HP holidoys . (Conodion Port Number 

Onsite HW support 24x7, 4hr response ond Linux 0/S SW Tech support offsile, onsite oi HP's 
discretion , 24x7 2hr response lime incl. HP holidoys. (U.S. Port Number 

Onsite HW support 24x7, 4hr response ond Linux 0/S SW Tech support offsite, onsite ot HP's 
discrelion, 24x7 2hr response time incl. HP holidoys. (Conodion Port Number 

FP-ELINS-EC 

401791-002 

240013-002 

FM-MSTEC-01 

331051-002 

FM-LSTEC-01 

2399 02 

FM-MO 1 E 1-36 

331049-002 

FM-L01 E1-36 

239930-002 

FM-M02E 1-36 

331050-002 

FM-L02E1-36 

o 
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QuickSpecs f I {~Ss 
HP ProLiant ML350 Ge~eratioÂ-:3 ., -

Options 

c 

i n "' c n t 

CarePaq Priority Services for ProLiant Servers - Priority Si/ver 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silve r Software Support, 1-hr response, 

Mondoy- Fridoy, 8AM- 5PM local time, 2-hr response ofter hours for Windows NT, Windows 2000, 
Professionol, Server ar Advonced Server Operoting System, T echnico l Account Monoger, T echnicol 
Newsletter, SW octivity review, prooctive potch notificotion, 1 System Heolthcheck per yeor (2-5-2 Pari 

Number for Conodo) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Subsequent System Suppori for 
Windows NT, Windows 2000, Professionol, Server ar Advonced Server Operoting System (2-5-2 Pari 
Number for Co nado) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Software Support, 1 -hr response, 
Mondoy - Fridoy, 8AM- 5PM local time, 2-hr response ofter hours for Novel! NetWore Operot ing 
System, Technical Account Manager, Technicol Newsletter, SW activity review (2-5-2 Pari Number for 
Co nado) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Suppori for Novel I 
NetWore Operoting System (2-5-2 Pari Number for Conodo) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Suppori, 1-hr response, 
Mondoy - Fridoy, 8AM- 5PM local time, 2-hr response after hours for Windows NT, Windows 2000, 
Professionol, Server ar Advonced Server Operoting System, T echnico l Account Manager, T echnica l 
Newsletter, SW activity review, proactive patch notificotion, 1 System Healthcheck per year (6-3 Pari 

Number for U.S.) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Subsequent System Suppori for 

Windows NT, Windows 2000, Professionol, Server ar Advonced Server Operoting System (6-3 Pari 
Number for U.S.) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Si lver Software Suppori, 1-hr response, 

Monday- Friday, 8AM- 5PM local time, 2 -hr response ofter hours for Novel I NetWare Operoting 
System, Technicol Account Manoger, Technicol Newsletter, SW octivity review (6-3 Pari Number for 
U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Si lver Subsequent System Suppori for Novel I 
NetWore Operoting System (6-3 Pari Number for U.S.) 

NOTE: For more information, customer/ resellers can confad http :// v.rww .hp .com/ services/ carepack 
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HP ProLiant ML350 Generation 3 

HP Proliant ML350 G3 Array Models 
The ML350 G3 supports both interleaved and non-interleaved memory configurations. Array models sh ip standard with one 512MB DIMM, non-interleaved. 
For best performance automatically invoke interleaving by populating memory in identical poirs. lnterleaving memory and installing in pairs is not required. 
Add any combination of memory DIMMs to operate in non-interleoved mode. 

Standard Memory 
512MB (expandable ta 8GB) of 2-way interleaving capable PC21 00 DDR SDRAM running at 200MHz on 400MHz madels ar 266MHz on 533MHz models, 

with Advanced ECC capabilities (1 x 512MB) 

NOTE: Advanced ECC Memary - ECC pratection pravides the ability to detect and correct single bit memory.ierrors while Advanced ECC extends this 
coverage to include protection against multiple simultaneous errors on a DIMM. Advanced ECC detects and corrects 4bit memory errors that occur within a 
single ORAM chip on a DIMM. Advanced ECC olgorithms work in combinotion wi th industry slandard ECC DIMMS. 

Standard Memory Plus Optional Memory 
Up to 6. 7 GB of total memory can be implemented with the installation of three optional PC21 00-MHz Registered ECC DDR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
Up to 8.2 GB of total memory can be implemented with the remova I of the standard 512-MB DIMM and the aptianal installation of PC21 00-MHz o 
Registered ECC DDR SDRAM DIMMs. · 

NOTE: Charts do not represent ali possible memory configurations. 

~ Slot l 
. 

Slot 2 Slot 3 Slot 4 
Standard ! 512MB ! 512MB Empty Empty Empty 

Optional 6656MB 512MB 2048MB 2048MB 2048MB 

Maximum 8192MB 2048MB 2048MB 2048MB 2048MB 

2x1 lnterleaved Memory 
Pair 1 Pair 2 

(Recommended) 

Total Memory Slot 1 Slot 2 Slot 3 Slot 4 

Recommended 1GB 512MB 512MB Empty Empty 

1.5GB 512MB 512MB 256MB 256MB 

'I 
j 

Configurations fo1 
; Array Models 2GB 

' 
512MB 512MB 512MB 512MB 

Following are memory options available from HP: 

• 128MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 128MB) 

• 256MB of Advanced ECC PC2100 DDR SDRAM DIMM Memory Kit (1 x 256MB) 

• 512MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 512 MB) 

NOTE: To invoke interleaving in your array model, arder this kit for a total oi 1-GB of interleaved memory. 

• 1024MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 1 024 MB) 

• 2048MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 2048 MB) 

287494-B21 

287495-B21 

287ü 21 

287497-B21 

301044-B21 

(h~---------------
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QuickSpecs HP 

Memory 

HP Proliant ML350 G3 Non-Array Models 

The ML350 G3 supports both interleoved ond non-interleoved memory configurotions. Base models ship stondord with one 256MB DIMM, non-interleoved. 
for best performance outomoticolly invoke interleoving by populoting memory in identicol poirs . lnterleoving memory ond instolling in poirs is no! required . 
Add ony combinolion of memory DIMMs to operole in non-interleoved mode. 

Standard Memory 
256MB (expo ndoble lo 8GB) of 2-woy inlerleoving copoble PC21 00 DOR SDRAM running oi 200MHz on 400MHz models or 266MHz on 533MHz models 
with Advonced ECC copobilities (1 x 256MB) 

NOTE: Advonced ECC Mernory- ECC protection provides the obility to detecf ond correct single bit memory.ierrors while Advonced ECC extends this 
coveroge to include protection ogoinst rnulfiple simulfoneous errors on o DIMM. Advonced ECC detects ond corrects 4bit memory errors thot occur within o 
single ORAM chip on o DIMM. Advonced ECC olgorithms work in combinotion with industry stondord ECC DIMMS. 

Standard Memory Plus Optional Memory 

Up to 6.4 GB optionol memory is ovoiloble with lhe instollotion of PC21 00-MHz Registered ECC DOR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
Up to 8.2 GB of memory is ovoiloble with the removo I of the stondord 256-MB of memory and the optionol instollotion of PC21 00-MHz Registered ECC c DOR SDRAM DIMM instolled. 

NOTE: Chorls do not represent ali possible memory conligurotions 

Memory 

" 
Slot 1 Slot 2 Slot 3 

i 
. Standard ~ 256MB ! 256MB Empty 

I 
Empty 

Optional ~ 6400MB 256MB 2048MB 
I• 

2048MB ~ i 
1 Maximum ! 8192MB ! 2048MB J 2048MB 2048MB 

~ Total Memory 
l 2 I 3 ' Desired ~ Recommended 

~ Configurations fon 512MB 256MB 256MB I Empty 

Base Models l GB 256MB 
I 

256MB 256MB ~ 
1.5GB ~ 256MB •' 256MB 512MB 

~ 
Total Memory 

2 3 
Recommended ~ Desired 

Configurations fon· 1GB 512MB 512MB Empty 
; 

Array models 1.5GB 512MB 512MB 256MB 
j 2GB 512MB 512MB 512MB 

following ore memory options ovoiloble from HP: 

• 128MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 128MB) 

• 256MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 256MB) 

NOTE: To invoke interleoving in your bose model, arder this kit for o total of 5121v'iB of interleoved memory. 

• 512MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 512 MB) 

• 1024MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1 024 MB) 

• 2048MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048MB) 

DA- 11430 Norlh Americo - Version 23 - July 17, 2003 
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~ ris : 

Slot 4 

Empty 

2048MB 

2048MB 

4 

Empty 

256MB 

512MB 

4 

Empty 

256MB 

512MB 

287494-B21 

287495-B21 

287496-B21 

287497-B21 

301044-B21 

r--- , 
j_

1 1 

369 71 
1 croc: 
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Drive Support 

Removable Media 

Quantity 
Supported 

1.44-MB Diskette Drive Up to 1 

IDE (ATAPI) CD-ROM Drive Up to 2 

DVD-ROM Drive Option Kit Up to 2 

ML3xx Two Boy Hot Plug SCSI Up to 1 
Drive Coge 

i n Y e n t .. ' 

HP ProLiant ML350 Generation 3 

O - 5 6 x 1 in SCSI Hord Drive Boys 

~~-~~Ii11 ______ ,.'"'. ~~-:-~ 

r~ 

A 3.5 in Diskette Drive 

B 48x CD-ROM 

C, D AvQjloble hol f height boy 

Position 
Supported 

A 

B, C, D 

B,C,D 

C,D 

Contrai ler 

lntegroted 

lntegroted IDE (ATAPI) 

lntegroted IDE 

lntegroted SCSI 

DA- 11430 North Ame rico - Version 23 - July 1 7, 2003 
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QuickSpecs 

/~ '-' i 

<~ ~~-
1 ~-0 

HP ProLiant ML350 Ge;,~rdtio4 

Storoge 

Hord Drives 

Ultro320 Hot Pluggoble Drives 

Quantity 

Supported 

1-inch 
146.8-GB l 0,000 rpm 
72.8-GB l 0,000 rpm 
36.4-GB l 0,000 rpm 
72.8-GB 15,000 rpm 

36.4-GB 15,000 rpm 
18.2-GB 15,000 rpm 

Up to 6 

Position 

Supported 

0-5 

Contrai ler 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adapter 
Smort Arroy 532 Controller 
Compoq RAIO LC2 Controller 
Smort Arroy 5302/128 Contrai ler 
Smort Arroy 5304/256 Controller 

.i 
Smort Arroy 531 2 Contrai ler 
Smort Arroy 641 Central ler 
(NOTE: The Smart Arroy 641 Controller ships slondord with 2.8 GHz Arroy 
models.) 
Smort Arroy 642 Controller 
64-Bit/l33Mhz Dual Chonnel Ultro320 SCSI Adopter 

NOTE: Ali U320 Universal Hord Drives ore bockword compotible to U2 or U3 speeds. U320 drives require on optionol U320 Smort Arroy Controller ar 
U320 SCSI HBA to support U320 transfer roles. 

c Wide Ultra320 SCSI - Non-Hot Plug 

c 

1-inch 
36-GB l 0,000 rpm 

Externai Storoge 

StorogeWorks Enclosure 4300 
fomily (supports 
Ultro3/Uitro320 l" drives) 

3U Rockmount Kit 
5U Rockmount Kit 

MSA 1000 

i n Y c n I 

Ouontity 

Supported 

Up to 2 

Quontity 

Supported 

Up to 24 

Up to 3 

Position 

Supported 

C,D 

Position 

Supported 

Externai 

Externai 

Pleose see the MS/•. Externai 
i 000 OuickSpecs 
belov.t io determ1ne 

conf igurotion 

rec~~ i remenis 

Controller 

lntegroted Dual Channel Wide Ultro3 SCSI Adapter 
Smort Arroy 532 Controller 
Compoq RAIO LC2 Controller 
Smort Arroy 5302/128 Controller 
Smort Arroy 5304/256 Controller 

Smort Arroy 531 2 Controller 
Smort Arroy 641 Controller 
(NOTE: The Smort Arroy 64 1 Controller ships standord with 2.8 GHz Arroy 
models.) 
Smort Arroy 642 Cantroller 
64-Bit/l33Mhz Dual Chonnel Ultro320 SCSI Adopter 

Controller 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 
Smort Arroy 532 Controller 
Smort Arroy 5302/128 Controller 
Smort Arroy 5304/256 Controller 
Smart Array 5312 Controller 
Smort Arroy 642 Controller 
64-Bit/l33Mhz Dual Chonnel Ultro320 SCSI Adopter 

64-Bit/l33Mhz Dual Chonnel Ultro320 SCSI Adopter 

Pleose see the MSA i 000 Ou ickSpecs (URL below) for lhe lotest list of supported 

HBAs 
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HP ProLiant ML350 Generation 3 

Maximum Storage Capacity- (StarageWorks Enclasure) 

Internai 1 .17 4 TB (6 x 146.8-GB 1" Ultro320 hat plug hard drives with slandard internai drive cage + 2 x 
72.8-GB 12"Uitro320 Hat plug hard drive using lhe aplianal ML3xx Two Bay Hot Plug SCSI Drive 

Cage) 

Externai 49.324 TB (14 x 146.8 GB) x 24 

Total 50.498 TB 

Tape Drives 

NOTE: For on up-lo-dote listing of the lotes! 0/S Supporl detoils for each of lhe Tape Drives listed below, pl:ose·see lhe following: 
http:/ / www5 .compoq .com/ products/ quickspecs/ Norih _Americo/ 1 0233 . htrnl 

NOTE: For on up-to-dote listing oi lhe lotes! 0/S Supporl detoils for eoch oi the Tope Storoge Systems listed below, pleose see lhe following: 
http:/ / www5 .compoq .com/ products/ quickspecs/ Norlh __ Americo/ 1 0809 .html 

Quantity 
Supported 

Internai AIT 100-GB, Hot Plug Up to 3 
Internai AIT 50-GB, Hot Plug 
Internai AIT 35-GB, LVD Hot 
Plug 
Internai 20/40-GB DAT Drive, 
Hot Plug 
Internai DAT 72, Hot Plug 
•1nstollotion oi AIT/DAT hot 
plug drives in D+ C requires 
lhe optionol Two Boy Hot Plug 
SCSI Drive Coge (PN 244059-
821) 

20/40-GB DAT DDS-4 Tope Up to 2 
Drive 
lnternai12/24-GB DAT Drive 
Internai DAT 72 

AIT 35GB, Autolooder 

Internai 40/80-GB DLT 
Enhanced 

Internai 40/80-GB DLT VS 

AIT 100-GB Internai 
AIT 50-GB Internai 
AIT 35-GB, LVD Internai 

LTO Ultrium 230, Internai 
LTO Ultrium 460, Internai 

SDLT 11 0/220-GB, Internai 
SDLT 160/320-GB, Internai 

Externai DAT 72 

AIT 100-GB Externai 
AIT 50-GB Externai 
AIT 35-GB, LVD Externai 

Externai 40/80-GB DLT 
Enhonced 

Externai 40/80-GB DLT VS 
Externai 20/40-GB DLT 

LTO Ultrium 2 15, Externai 
LTO Ultrium 230, Externai 
LTO Ultrium 460, Externai 

i n v e n I 

Up to 4 

Up lo 1 

Up to 2 

Up to 2 

Up to 1 

Up to 1 

2 

2 

Up to 3 

Up to 2 

Position 
Supported 

0+ 1' 2+ 3, 
D+ c· 

C,D 

Externai 

C+D 

C,D 

C,D 

C+D 

C + D 

Externai 

Externai 

Externai 

Externai 

Controller 

Smorl Arroy 532 Conlroller 
Smart Array 5302/128 Conlroller o 
Smorl Array 5304/256 Controller 
Smort Arroy 5312 Controller 
Smorl Arroy 641 Controller 
(NOTE: The Smorl Arroy 641 ships stondard with 2.8 GHz Arroy models.) 
Smort Arroy 642 Contrai ler 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 
• NOTE: The Smorl Arroy 532 Controller does not supporl lhe AIT 100-GB Hot 
Plug Tope Drive. 

lntegroted Dual Chonnel Wide Ultra3 SCSI Adopler 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopler (requires Internai-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adapter 

lntegroted Dual Chonnel Wide Ultra3 SCSI Adopler 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adapler 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopler 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopler 

64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 

64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopler 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapter 

o 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Internai-to-Externai 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

lntegroted Dual Channel Wide Ultra3 SCSI Adopter (requires Internai-to-Externai 

SCSI coble option) 

64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 

64-Bit/ 133Mhz Dual Chonnel Ultro320 SCSI Adopter 
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QuickSpecs 
Storage 

c 

c 

SDLT 11 0/220-GB, Exlernal 
SDLT 160/320-GB, Exlerna l 

20/40-GB DAT 8 Cassette 
Autoloader Externa i 

Up to 2 

Up to 1 

SSL2020 AIT Librory 2 drives per SCSI 
chonnel 

MSL5026DLX (40/80GB DLT- 2 drives per SCSI 
bosed) cho nnel 
MSL5026SL (SDLT-bosed) 

Librory 
MSL5052SL (SDL T -bosed) 
Library 
MSL5030L (LTO-bosed) Librory 
MSL5060S (LTO-based) Libro ry 

Externai 

Externai 

Externa i 

Externai 

. (, \:. I""' 
·· ' ! b -~49 \: 

HP ProLiant ML350\,e·ner!mõn ::j' 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter (requires Internai-to-Externai 
SCSI coble option) 
64-Bit/ 133Mhz Dual Channel Ultro320 SCSI Adapter 

64-Bit/ 133Mhz Dual Chonnel Ultro320 SCSI Adopter 

SAN Access Module for Smort Arroy 5302 Control ler 

64-Bit/66-MHz Dual Chonnel Wide Ultro3 SCSI Adopter, Alternote OS 

DA - 1 1430 North Ame rica - Version 23 - Ju ly 1 7, 2003 
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-~--------
:~,· · ~'uickSpecs 

. "'\: -· I 

'. \.P )Zy.te/ Specifications 
. . / 

'--~--/ 
Part Number 264166-001 

Spare Kit 292237-001 

Operational lnput Voltage 90 to 264 
Range (V rms) 

Frequency Range (Nominal) 47 to 63 (50/ 60) 
(Hz) 

HP ProLiant ML350 Generation 3 

INominal lnput Voltage (Vrms) ' 
~~~~~~~~~~~~~~----------~~~~~--~-~~~---~~~~--~-~~~----;--~~~--~--~~--­
Max Roted Output Wottage Rating 

100 115 208 220 230 240 

500 • · 

:Nominal lnput Current (A rms) 

;: Max Rated lnput Wattage Rat1ng (Watts) 

~Max Rated VA (Volt-Amp) 

Efficiency (%) 

lPower fod or 

\ eakage Current (mA) 

Maximum lnrush Current (A peak) ~ 
1Maximum lnrush Current duration (miliseconds) i 
a 

' 
jSystem Specifications 
IML350 Generation 3 (G3) Fully Configured 

500 

7.8 

769 

785 

65 

0.98 

0.3 1 

21 

20 

500 500 

6.7 

758 

773 

66 

0.98 0 .98 

0 .36 0 .65 

24 43 

20 20 

d 500 500 

3.4 3.2 3 .0 

735 725 714 

750 739 729 

68 ' 68 70 

0 .98 I 0.98 0.98 

0 .69 0.72 0.75 

46 48 50 

20 ~ 20 ~ v 
" Up to 2 Processors, 4 Memory Slots, 8 Hard Orives, 5 PCI S lots, and 2 Hot Pl ug Power Supp lies 

Nominal lnput Voltage (Vrms) 100 115 

Fully Loaded System lnput Wattage (W) 557 549 

Fully Looded System lnput Current (A rm s) 5.7 4 .9 

fully Looded System Thermal (BTU-Hr) 1900 1872 

Fully Looded System VA (Volt-Amp) 569 560 

System Leakage with ali power supplies loaded (mA) 0.63 0.72 

System lnrush Current with ali power suppl ies loaded (A) 42 48 

Power cord requirements Nema 5- 15P to IEC320-C1 3 

IEC320-C13 to IEC320-C14 

NOTE S 
ActiveAnswers Power Calcula tion 
Power calcu la tor is LI VE on Acti veAnswers Web sile. This is an exte rnai link. 
Follow this li nk : http ://h30099 .www3 .hp.com/conligura tor/ powercolcs.osp 
NOTE: This Web s ite is availoble in English on ly. 

To dril l down lo colculato rs: 
- C lick on : "Proliont Servers" 
- Click on lhe Server of inferes!. Exomple: ML350 G3 
- Click on : "Power Calculotor" link. (You moy need lo scroll down lo see il) 

208 220 230 240 

541 534 526 519 

2.7 2.5 2.3 2.2 

1846 1820 1794 1770 

552 545 537 530 

1.30 1.38 1.44 1.50 

86 92 96 100 

Option no./Spa re no: See Power Cord chart 

Option no./Spare no: 142257-001 / 142258-82 1 

o 

i n v e n t 
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QuickSpecs 
TechSpecs 

System Unit - Tower 

c 

Oimensions (HxWxD) 
(with feet/bezel) 

Dimensions (HxWxD) 
(without feet/bezel) 

Weight(approximate) 

lnput Requirements 

(per power supply) 

Line Frequency 

BTU Rating 

SCSI Connectors 

Power Supply Output 
Power 
(per power supply) 

T emperature Range 

Maximum Wet Bulb 
T emperature 

Relative Humidity 
(non-eondensing) 

Acoustic Noise 

DA- 11430 

HP ProLiant ML350 

18.5 X 1 0.25 X 26 in (46. 99 X 26.04 X 66.04 em) 

17.5 X 8.5 X 24 in (44 .50 X 21.59 X 60.96 em) 

60 lb (27.24 kg) (without hord drives) 

Range Line Voltage 100 to 120 VAC/200 to 240 VAC 

Rated lnput Frequeney 

lnput Power 

Rated lnput Current 

50 to 60Hz 

1, 839 BTU/hr 

Two internai HD68 eonneetors 

50Hz to 60Hz 

538W @ 11 º}!AC 

7.4N3.7A.; 

(Suppor1 for either two interno I, lwo externai , oro mix of internol!externol is ovailable. This 

is aehieved using an internai to externai SCSI eoble option kit (PN 15954 7 -822) ond either 
of lhe two SCSI knoekouts.) 

Rated Steady-State Pawer 

Operating 

Storage (up to one year) 

82.4° F (28° C) 

Operating 

Non-operating 

ldle 

(Fixed Disk Drives Spinning) 

500W 

50° to 95o F (1 oo to 35o C) 
(No direct sustaining sunlight) 

-40° to 158° F (-40° to 70° C) 

10% to 90% 

5% to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operating 

(Rondem Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

Nar1 h America - Version 23 - July 17, 2003 
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1· .. / ~u~c pecs HP ProLiant ML350 Generation 3 

\\~~hSpfcs 
. , ; ' 

. \ ' ... " --...._ / 
--5ystem Unit- Rack 

1.44-MB Diskette Drive 

. i n "' e n t 

Dimensions (HxWxD) 

Weight(appraximate) 

lnput Requirements 
(per pawer supply) 

Line Frequency 

BTU Rating 

SCSI Connectors 

Pawer Supply Output 
Power 

(per pawer supply) 

T emperature Range 

Maximum Wet Bulb 
Temperature 

Relative Humidity 
(nan-candensing) 

Acoustic Noise 

LED lndicotors 
(front ponel) 

8.61 x 19 x 24 in (21.87 x48.26 x 60.96 em) 

60 lb (27.24 kg) (without hard drives) 

Range Une Voltoge 100 to 120 VAC/200 to 240 VAC 

Rated lnput Frequency 

lnput Power 

Rated lnput Current 

50 to 60Hz 

1 , 839 BTU/ hr 

T wo internai HD68 connectors 

50Hz to 60Hz 

538W@ 110 VAC 

7.4N3 .7A 

.i 

(Supparl for either lwo internai, two externai, ar o mix of internai/ externai is ovoiloble. This 
is ochieved using on internai to externai SCSI cable oplion kit (PN 1 5954 7 -822) ond either 

of the two SCSI knockouls .) 

Roted Steady-Stote Power 

Operoting 

Storoge (up to one year) 

82 .4° F (28° C) 

Operoting 

Non-operating 

ldle 
(Fixed Disk Drives Spinning) 

500W 

50° to 95o F (1 oo ta 35o C) 
(No direct sustaining sunlight) 

-40° to 158° F (-40° to 70° C) 

10% to 90% 

5% to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 46 .3 

Operating 
(Random Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

Green 

Reod/Write Copocity per 1.44 MB/720 KB 
Diskette (high/low density) 

Drive Supported One 

Drive Height One-third 

Drive Rototion 

Tronsfer Rote 

(high/low) 

Bytes/Sector 

Sectors/T rack (high/low) 

T racks/Side (high/low) 

Access Times 

Cylinde rs (high/ low) 

Read/VVrite Heads 

300 rpm 

500 K/250 K bits/ s 

512 

18/9 

80/ 80 

Trock-to-Trock (high/ low) 

Averoge (h igh/ low) 

Settling Time 

Lotency Averoge 

80/80 

Two 

3/ 6 ms 

169/ 94 ms 

15 ms 

100 ms 

DA- 11430 Norlh Ameri co - Ve rsion 23 - July 17, 2003 
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QuickSpecs 
TechSpecs 

c 

48X Max IDE (ATAPI) 

CD-ROM Drive 

Disk 

Block Size 

Interface 

Access Times (typical) 

Data T ransfer Rale 

Coche Buffe r 

Start-up Time (typical) 

Stap Time 

Laser Porameters 

Operoting Conditions 

Dimensions 

NC7760 PCI Gigabit Network Inte rface 

Server Adapter (embedded) Compatibility 

c 
Data Tronsfer Method 

Network T ronsfer Rate 

Connector 

Cable Support 

Applicoble Disk 

Copocity 

Mode 1 

Mode2 

CO-DA 

CD-XA 

IDE (ATAPI) 

Rondam 

Fuii-Stroke 

Sustoined 

Burst 

Bus Rale 

128 KB 

< 7seeonds 

< 4seeonds 

Type 

Wove Length 

T emperature 

Humidity 

(HxWxD, moximum) 

Weight 

HP 

---------~-- --\:' ... - --:_- -,:-- --\ --. ,.~ .. 

f ;-, !u.S \ \ 
. ~-G I 

ProLiant ML350 · ~nerotjon // 

CD-ROM, CO-XA, CO-DA (Mode 1 , Mode 2, Fo rm 1 

ond 2) 

Pho to CD (Single and Multi-session) 

Mixed Mode (Audio ond Dato combined) 

CO-R 

540 MB (Mode 1, 12 em) 

650 MB (Mode 2, 12 em) 

2,048 bytes . .:.. 

2,340 bytes~ 2,336 bytes 

2,352 bytes 

2,328 bytes 

< 100 ms 

< 150 ms 

3000 to 7200 KB/s (20X to 48X) 

150 KBps to 7,200 KBps 

16. 7 MBps 

Semicondudor Laser GoA 1 As 

780 ± 25 nm 

41 o to 113° F (5° to 45° C) 

10% to 80% 

1.7 X 5.85 X 8.11 in (4.29 X 14 .86 X 20.60 em) 

2.09 lb (0.95 kg) 

1 OBase-T/1 OOBase-TX/1 OOOBase-TX 

IEEE 802.3 1 OBase-T 

IEEE 802.3ob 1 OOOBose-T 

IEEE 80.3u 1 OOBose-TX 

32-bit bus-moster PCI 

1 O Base-T(Holf-Duplex) 

1 OBose-T(Fuii-Duplex) 

1 OOBase-TX(Half-Duplex) 

1 OOBase-TX(Fuii-Duplex) 

1 OOOBase-TX 

RJ-45 

1 OBase-T 

1 0/1 00/1 OOOBase-TX 

10 Mb/s 

20 Mb/s 

100 Mb/s 

200 Mb/s 

1 OOOMb/s 

Categories 3, 4 ar 5 UTP; up to 328ft (100m) 

Category 5 UTP; up to 328ft (100m) 

DA- 11430 North Ame ri ea Versio n 23 July 17 , 2003 
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>~~'r'ickSpecs HP ProLiant M L350 Generation 3 

'W TechSpecs 
( ~ .. // 

........ __ / 
lntegrated Dual Channel Drives Supparted 

Wide Ultra3 SCSI Adapter Data Transfer Method 

Up to 28 SCSI devices (14 per channel) 

64-bit PCI bus-master 

Smart Array 641 
Contrai ler 

(NOTE: The Smorl Arroy 641 

Conlroller ships slandord wilh 

lhe 2.8 GHz Arroy Models only) 

~ 

SCSI Channel Transfer 

R ate 

Maximum T ransfer Rate 

per PCI Bus (peak) 

SCSI Protocols 

80 MB/s per channel 

133 MB/s per chonnel 

Wide Ultra2 SCSI 

Wide-Uitra SCSI-3 

Fast SCSI-2 

Electrical Protocol Low Voltage Oifferenlial (LVD) 

SCSI Termination Aclive Terminotion 

Externai SCSI Connectors Two 80-Pin VHDCI connectors 

Internai SCSI Connectors Two 68-Pin Wide-Uitra SCSI-3 connectors 

Protocol 

SCSI Electrical Interface 

Drives Supported 

SCSI Port Connectors SA-

641 

Data T ransfer Method 

PCI Bus Speed 

PCI 

Simultaneous Drive 

T ransfer Channels 

Channel T ransfer Rate 

Software upgradeable 

Firmware 

Coche Memory 

Logical Drives Supported 

Maximum Capacity 

Memory Addressing 

RAIO Support 

Ultra320 SCSI 

Low Voltage Differential (LVD) 

Up to 6 Ultra 320, Ultra3 and Ultra2 SCSI hard drives 

one internei SCSI porl 

64-Bit PCI bus-master 

64-bit, 133-MHz PCI-X (1 GB/s maximum bandwidth) 

3.3 volt PCI slot compotibility only 

Two 

320-MB/s total; 320-MB/s per channel 

Yes 

64-MB ORAM used for cede, transler buffers, and non-battery backed read coche 

32 

880.8 GB (6 X 146.8 GB) 

64-bit, supporling servers memory greater than 4 GB 

RAIO 5 (Distributed Data Guarding) 

RAIO 1 + O (Striping & Mirroring) 

RAIO 1 (Mirroring) 

RAIO O (Striping) 

Upgradeable Firmware 2-MB Flashable ROM 

Disk Drive and Enclosure Ultra 320, Ultra2 and Ultra3 

Protocol Support 

o 
Warranty Maximum: The remaining warranty of the HP server product in which it is inslalled (to a 

maximum three-year limited warranty) 

Minimum: One-year, on-site limited warranty 
Pre-Failure Warranly: Drives aliached lo the Smarl Array Controller and monitored under 

lnsight Monager ore supporled by a Pre-Failure (replacement) Worranty. For complete 

details, consult the HP Support Cenler or reler to your HP Server Documentation. 

~~- ---------------------------
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QuickSpecs 
TechSpecs 

Video Controller Cont ro lle r C hi p ATI RAGE XL 

Video ORAM 8 MB Video SDRAM 

Data Transfer Method 32-bit PCI 

Support Reso lution Supported Colar Depths: 

640 X 480 16 .7M, 64K, 256, 16 

800 X 600 16.7M, 64K, 256, 16 

1024x768 16.7M, 64K, 256, 16 

1152 X 864 16.7M; 64K,256, 16 

1280x 1024 16.7M, 64K, 256, 16 

1600 X 1200 64K, 256, 16 

C o nnector VGA 

© Copyright 2003 HewleH-Pockord Development Compony, L. P. 
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A 

Address book 

Agent 

Agent Group 

Ali Agents Group 

Attack 

8 

Back orifice 

Backbone 

Backdoor 

Brute force 

Buffer overflow 
attack 

c 
Camping out 

CERT 

Ol-1439-01 

A record o f people who can receive e-mail or pager notification as part of the enforcement o f a security 
policy. The address book contains the names o f the contacts as well as e-mail and pager addresses. 

The aspect o f the Host Sensor system that is installed on each host in your network. An agent serves as a 
protective layer surrounding a computer's operating system kernel identifying and preventing suspected 
breaches o f security and malicious attacks. · 

A defined set ofagents. Agent groups are created and modified from the Agent Management view ofthe 
Host Sensor system. 

Default group to which ali agents belong. Agents cannot be deleted from this group. 

An attempted breach of system security. Successful attacks range in severity from someone having an 
unauthorized view of data on your system to destroying or stealing data or shutting down your system. 

A remote administration tool that can provi de unwanted access to and control of a compu ter by way of its 
Internet link. BO runs on Widows 95/98 and Windows NT. 

In a LAN, the !ines used to connect building to building, or to connect to a WAN. In a WAN, the set ofpaths 
to which local or regional networks connect. 

A planned security breach in an application that can allow unauthorized access to data. 

A hacking method used to find passwords or encryption keys by trying every possible combination o f 
characters until the code is broken. 

The method o f overfilling a software buffer in order to insert and execute some other code with elevated 
privileges, often a shell from which further commands can be issued. 

A hacking technique ofbreaking into a system and then finding a safe place from which to monitor the 
system, store information, or re-enter the system at some !ater time. 

Computer Emergency Response Team. Established in 1988 by the Defense Advanced Research 
Projects Agency, CERT is chartered to facilitate the Internet community's response to computer 
security events . www.cert.org . 
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Ciphertext 

Console user 

Console 

D 

DARPA 

Data base 

Datagram 

Decryption 

An encrypted form ofplaintext. 

Console users have full access to Host Sensor system functionality, with the exception ofuser management. 

The GUI application that provides monitoring and management o f the Host Sensor system. 

Defense Advanced Research Projects Agency. Department ofDefense agency responsible for the 
development o f military technology. Funded much o f the development of the Internet, including Berkeley 
UNIX and TCP/IP. 

The repository o f ali data necessary to the valid operation ofthe Host Sensor system, as well as ali data 
collected and reported by agents . 

See packet. 

The process o f converting encrypted data back in to its original form. 

Denial of Service An attack method whereby a computer is overwhelmed with bogus requests, causing it to crash or keeping 
it from honoring legitimate requests. 

DNS Domain Name System. A system on the Internet that maps host names to IP Addresses for the purpose of 
making network connections. DNS also makes the reverse map (IP Address to host name) for the purpose 
o f authentication. 

Domain installation The type ofinstallation the Host Sensor system uses ifyou are operating under a Windows NT Domain 
architecture and want the Host Senso r server to retrieve user group information from the Primary Domain 
Controllers in your network. 

E 

Encryption The conversion o f data from plaintext to ciphertext in order to keep the contents secure. 

Event Recognition o f a signature by an agent (security event); any o f a defined set o f Host Senso r system 

o 

Exception 

activities (system event). o 
The mechanism for overriding security policies to minimize false positive alerts. Exceptions are defined for 
specific security events. · 

Cisco lntrusion Detection System Host Sensor User Guide 
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F 

False positive 

Finger 

Firewall 

F ragmentation 

H 

Host 

A security event triggered by a benign process rather than an attack. 

A program that displays information about users logged on to a local or remate system. 

A set ofprograms installed on a gateway server, designed to protect the resources ofthat network from users 
on other networks. A firewall filters and routes incoming traffic, and makes outgoing requests (to the 
Internet, for instance) on behalf o f local workstations. .i - - •· 

The IP process in which a packet is divided into smaller pieces (fragments) to pass over a network. The 
fragments are reassembled by the IP layer at the destination. 

Any computer on the Internet that has full two-way áccess to other computers on the Internet. 

Host-based security A security application that functions by virtue ofbeing installed on and protecting each nade (host) in a 
system network. 

I CMP 

IP address 

L 

LAN 

Local installation 

Ol-1439-01 

An extension to IP that allows for the generation o f erro r messages and test packets. 

A 32-bit number that identifies each computer sending or receiving information via packets across the 
Internet. An IP Address has two parts: one identifying the network, the other identifying the specific 
server or workstation. 

Local Area Network. A network o f servers, workstations and peripheral devices usually confined to a 
single building or other geographically limited area. 

The type of installation the Host Sensor system uses ifyou are operating in a workgroup environment. 
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Mode 

N 

The manner in which an agent has been set to protect its host. There are four possible modes for an 
agent: On-Protecting, On-Warning, Off-Protecting, Off-Warning. 

Network A series ofnodes connected by communication paths. Networks can interconnect with one another and 
contain subnetworks. 

New Agents Group Agent group comprised ofnewly installed agents making their first contact with the server. Agents remain 
part ofthe New Agents group until they are removed manually. 

Notification An alert dispatched by the Host Sensor system as defined in a security policy. There are four methods 
o f notification: e-mail, pager, SNMP trap, spawned process. 

NT registry 

o 
Off-Protecting 

Off -Warning 

On-Protecting 

On-Warning 

p 

Packet 

Packet filter 

Packet sniffer 

Packet switching 

PGP 

A database that stores the configuration data o f a compu ter operating under Windows NT. Stored data 
include attached hardware, system settings and programs to be started along with the operating system. 

Agent is deactivated and performs no security measures; the agent is in protection mode when it is 
reactivated. 

Agent is deactivated and performs no security measures; the agent is in warning mode when it is reactivated. 

Agent detects signatures, logs events and carries out ali security measures. 

Agent detects signatures and logs events, but does not carry out security measures. 

A unit of data routed from an origin to a destination on the Internet. Any file sent from one place to 
another on the Internet is divided into packets by the TCP layer ofTCP/IP at the point of origin. The 
TCP layer at the destination reassembles the packets into the original file. 

A part o f a firewall, a packet filter examines incoming packets in arder to permit or deny entry to the 
network. 

A sniffer on a TCPIIP network that examines the contents o f ali packets on that network. See Sniffer. 

A method o f sending data through a network based on the destination address contained within each packet. 

Pretty Good Privacy. A technique for encrypting messages that uses the public key method. The pubic key 
is distributed to those from whom you wish to receive encrypted messages; the p·rivate key is held by you to 
decrypt messages. Developed by Philip Zimmerman; freely available from the Massachusetts Institute of 
Technology. 

Cisco lntrusion Detection System Host Sensor User Guide 
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Ping 

Ping attack 

Ping of death 

Plaintext 

Port scanning 

Protection mode 

Pro toco I 

PSN 

publickey 

Public key 
encryption 

R 

Reaction 

Remate login 

Router 

OL-1439-01 

Packet InterNet Groper. A program used to test whether a host is operating. Ping sends an ICMP echo 
request and waits for a reply. 

The method o f overwhelming a network with ping commands. 

A hacking technique used to cause a denial o f service by sending a large ICMP packet to a target. As the 
target is attempting to reassemble the packet, the size o f the packet overflows the buffer and can cause the 
target to reboot or hang. 

Ordinary, readable text. Opposite o f ciphertext. 

A hacking technique used to check TCP/IP ports to reveal what services are available in arder to plan 
an exploit involving those services, and to determine the operating system o f a particular compu ter. 

The mode in which an agent monitors activity onits host and carries out security measures. 

A formal description ofthe set ofrules and conventions that govem how devices on a network exchange 
information. 

Packet Switch Nade. A dedicated computer used to accept, route and forward packets in a packet 
switched network. 

A file generated during installation o f the Host Sensor system. This file must be copied to the Cisco 
HIDS Agent installation folder on each host, and is used by the agent to facilitate encrypted 
communication with the server. 

A system of encrypting electronic files using a pai r of keys: a public key used to encrypt a file, anda 
private key used to decrypt a file . 

The response by an agent when intercepting a signature. There are four possible reactions: ignore the 
attack, log the attack in the database, prevent the specific illegal operation from taking place, and end 
the process that is performing the attack. 

A terminal emulation program that allows a user to log on to a remate computer. 

The path that network traffic follows from its origin to its destination. 
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s 
Samba 

Security event 

Security levei 

Security policy 

Server 

Signature 

Smurf attack 

Sniffer 

SNMP 

SNMPTrap 

Snooping •. 

Spawned process 

Spoofing 

State 

Stub network 

SYN flood 

System 

A program that implements the SMB protocol for UNIX systems, allowing UNIX and NT systems to share 
files and directories. 

The recognition o f a signature by an agent. 

Definition o f the danger implied by a signature. Signatures are given one o f four security leveis: lnfo, 
Low, Medium, and High. 

The definition ofreactions taken by agents when recognizing signatures, and the notifications that will 
be made in those cases. 

An NT service that provides communication between agents and the database, and the database and the 
console. 

The description o f a security threat o r attack methodology. 

A Denial of Service attack that floods its target with replies to ICMP echo (PING) requests. A smurf O 
attack sends PING requests to internet broadcast addresses, which forward the PING requests to up to 
255 hosts on a subnet. The return address ofthe PING request is spoofed to be the address ofthe attack 
target. Ali hosts receiving the PING requests reply to the attack target, flooding it with replies . 

An application that monitors and analyzes network traffic. Sniffers are used by network managers to 
detect problems with network traffic. They are also used by hackers to steal information. Sniffers are 
difficult to detect and can be inserted almost anywhere in a network (a primary reason for their 
popularity among hackers). 

A network management protocol widely used in TCP/IP networks that provides the means to monitor and 
control network devices, as well as manage configuration, performance and security. 

A method o f notification included in a security policy. 

Passively observing a network. 

A method of notification included in a security policy. Any process that can be started from the 
Windows Start>Run menu can be used . 

Forging something, such as an IP Address to hide one's location and identity. 

Describes the manner in which an agent is actually functioning (Current State), or will be functioning O 
after its next communication with the server (Requested State). The console recognizes six different 
states for an agent: On-Protecting, On-Warning, Off-Protecting, Off-Warning, Not connected, No 
license. 

A network that carries packets to and from local hosts. 

A hacking technique used to cause a denial o f service. SYN packets are sent from a client with a spoofed IP 
address and are sent at a rate faster than the TCP stack on the host is set to time out. As the client address is 
spoofed, the client sends no SYN-ACK, but continues to flood the host with SYN packets, tying up the 
resources o f the host. 

Ali components o f the Host Sensor. 

Cisco lntrusion Detection System Host Sensor User Guide 
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c 

System 
administrator 

System event 

T 

TCPIIP 

Telnet 

Testing group 

TFN/Trinoo 

Trojan horse 

u 
User group 

v 
Version 

Version, Default 

Version, New 

Version, Old 

Version, Test 

OL-1439-01 

This account has full access to Host Sensor system functionality including user management. 

Any o f a defined set of Host Sensor system activities. 

•· 
Transmission Contrai Pro toco I/ Internet Protocol. The basic comrtlunication language o f the Internet. 
The TCP layer divides outgoing data into packets and assembles incoming packets into the original file. 
The IP layer handles the address in each packet so that it arrives at the appropriate destination. 

The user command and TCP/IP protocol for accessing a remote computer. Telnet allows you to log on 
to the remate computer as a user. 

A specific agent group designated to receive a Test version o f Host Senso r agent software. 

Tribal Flood Network. Distributed Denial o f Service attacks based on TCP/IP architecture that use a 
large number of computers to simultaneously attack a target. The attack originates from a single 
computer controlling severa! mas ter computers, which in tum each control a number o f daemons ( other 
compromised computers) . The masters maintain a list ofresponding daemons, signaling them to initiate 
the attack. Trinoo floods the target with UDP packets. TFN uses SYN flood, UDP flood, ICMP flood 
or smurf attack. 

Harmful or malicious code masked by apparently innocuous code. In addition to corrupting data or 
giving away passwords, a trojan horse can open a back doar to a system, providing further unwanted 
access. 

Any set o f users defined on a Primary Doma in Controller. 

A release o f Cisco IDS Host Senso r agent software. Any number o f versions can be maintained on a 
server. 

A release ofHost Sensor agent software that has been tested in the network environment and designated 
as Default. This version is distributed to ali agents not in the testing group. There can be only one 
version designated as Default. 

A release ofHost Sensor agent software that is newer than the Default version. 

A release o f Host Sensor agent software that is older than the Default version. 

A release o f Host Sensor software designated as Test and distributed to a specific group o f agents in 
order to check its functionality in a specific network environment. There can be only one version 
designated as Test. / 
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w 
WAN 

Warning Mode 

Worm 

Wide Area Network. A data communications network that serves a broad geographic area. 

The mode in which an agent can monitor activity on its host without carrying out security measures. 

A program that seeks to replica te itself from one compu ter to another, often damaging o r stealing data 
in the process. 
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CISCO SVSTEMS -® 
Cisco Content Switching Module Software Version 3.1 {1) 

for the Cisco Catalyst 6500 Switch and the 
Cisco 7600 Internet Router 

New Features 

New features of the Cisco CSM Software 

Version 3.1 (1) Content Switching Module 

for the Cisco Catalyst® 6500 Switch and 

the Cisco 7600 Internet Router include 

the following: 

• Virtual IP (VIP) connection 

watermarks-The VIP connection 

watermark feature allows the 

Web-hosting provider to limit the 

number of connections going through a 

particular virtual serve r o r set o f virtual 

servers. By using this feature, the 

network administrator allows a fair 

distribution of connection resources 

among ali virtual servers. When a 

virtual server reaches the configured 

maximum connection limit, no new 

connections are established to that 

virtual server until it drops below the 

connection watermark again. This 

feature allows Cisco CSM customers to 

have a shared CSM environment, 

whether between multiple customers or 

many departments with an enterprise, 

without fear that one group will 

consume ali the resources. This feature 

also can be configured to protect against 

denial-of-service (DoS) attacks. 

• Backup server farm-The backup server 

farm feature allows the administrator to 

specify one or more backup servers that 

will be used when ali primary servers in 

a server farm are unavailable because o f 

health probes o r connection thresholds. 

lf configured, when the Cisco CSM 

receives a connection that matches a 

policy associated with a server farm in 

which ali the servers are currently 

down, the CSM Joad balances this 

connection to the configured backup 

server farm. The backup server farm 

also can be configured to be a Hypertext 

Transfer Protocol (HTTP) redirect so 

that clients are redirected to a 

remate location. 

• Optional port for hea/th 

probing-Some of the Cisco CSM 

supported health probes require that 

the CSM probe real servers on a 

specific TCP or User Datagram 

Protocol (UDP) port. In earlier 

implementations o f Cisco CSM 

Software, the network administrator 

cannot explicitly specify a server port 

when configuring a health probe. 

Instead, the port is inherited from the 

virtual servers that are using the server 

farm with which the probe is 

associated . This feature allows the 

administrator to override the real and 

virtu~l server port information by 

explicitly specifying a port to probe in 

the health probe configuration. 

Cisco Systems. Inc. r--·~~-.~._., 
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• IP reassembly-In Cisco CSM l.x Software releases, ali IP fragments are dropped by the CSM. In Cisco CSM 2.x 

Software releases, the UDP fragments o f a datagram are reassembled as longas the first fragment of the datagram 

is received by the Cisco CSM before ali other fragments . In 3.1 (1) , the Cisco CSM can handle UDP fragments 

and assemble them, regardless of the arder in which they were received. 

• Toolkít Command Language (TCL) scriptíng-To support more flexible ~~lth-probing functionality, this feature 

gives the administrator the ability to upload and execute TCL scripts ori th~ Cis~o CSM. The administrator can 

create a "script probe" that the Cisco CSM periodically executes for each real server in any server farm associated 

with the probe. Depending upon the exit code o f such a script, the real server is considered healthy, suspect, o r 

failed . A wide variety o f probing functions are possible using the flexibility of the TCL scripting environment. 

The Cisco CSM also supports execution of custam TCL scripts that are not directly associated with a particular 

server health probe. A "standalone script" dynamically executes a task ata specified interval. 

• Extended Markup Language applicatíon programmíng interface (XML API) configuratíon-Users can now 

automate programmatic configuration of the Cisco CSM via a documented XML API. When the networkO 

administrator enables this feature , a network management device may connect to the CSM and "push" new 

configurations to it. The network management device pushes configuration commands to the Cisco CSM using 

the standard HTTP protocol by sending an XML document in the data portion o f an HTTP POST. The full 

Document Type Definition (DTD) can be found documented in the appendix of the Cisco CSM Installation and 

Configuration Cuide. 

• Símple Network Management Protocol/Management Information Base (SNMPIMIB)-The Cisco CSM now has 

full SNMP/MIB support. In this release, the Cisco CSM supports two Read Only MIEs: CISCO-SLB-MIB and 

CISCO-SLB-EXT-MIB, which are available at ftp://ftp .cisco.com/pub/mibs/. Traps can be sent based on real 

server, virtual server, and fault tolerant state changes. 

• Global server load balancing (GSLB)-GSLB has increased in popularity as a method for disaster recovery. In 

this release the Cisco CSM supports GSLB in which the CSM can be configured to act as an authoritative Domain 

Name System (DNS) server. The Cisco CSM then collects load information from other Cisco CSMs in the 

network and load balances incoming traffic across these geographically dispersed CSMs. 

• Resource usage display-A show command has been added to the Cisco CSM that includes multi pie parameters 

for determining how loaded the CSM is ata given moment. The output of this command indicates the CPU usage 

on each of the processing modules within the Cisco CSM hardware, memory usage, and other related 

information. 

• HTTP method parsíng-Every HTTP request contains an HTTP method, a URL, and other information sue 

HTTP headers. This new feature allows the user not only to match HTTP headers, but also to configure policies 

that match particular HTTP "methods," such as GET. HEAD, and POST, and to make a load-balancing decision 

based on this information. 

• Real server names-The real serve r configuration on the Cisco CSM now includes assigning an ASCII string name 

in addition to the current options o f IP address and port. This creates a friendlier way to reference real servers, 

mapping an IP address to a name. It also allows ali instances o f the real server to be removed from service on a 

global leve! with one command, regardless o f how many server farms to which a real server belongs. 

• Non-TCP connection state redundancy-The Cisco CSM currently supports connection state redundancy for 

TCP protocols. This functionality has been extended to include non-TCP protocols. 

Cisco Systems. Inc. 
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• Reverse sticky-In a firewallload-balancing environment, this feature allows multi pie connections between the 

same two devices to be stuck to the same firewall based on the IP addresses of the first incoming connection, 

regardless of the load-balancing algorithm used and regardless o f which o f the two devices originated the 

connection. This feature is especially important for firewallload-balancing scenarios where the load balancers on 

the two sides o f the "sandwich" are not both Cisco CSMs. As an examp~ wh~n using Cisco lOS® SLB on one 

side of the sandwich and the Cisco CSM on the other, the hash algorit~ms ·are not the same; therefore, new 

connections originated by the receiving device might not be load balanced to the same firewall from which the 

first connection was received. With the Cisco CSM reverse sticky feature configured, the receiving Cisco CSM sets 

up a sticky entry for connections opened in the opposite direction. This way, after the first connection between 

two specific devices has been set up on the two Cisco CSMs in the firewall load-balancing sandwich, 

ali subsequent connections are load balanced to the same firewall , regardless o f which o f the two devices 

originates them. 

• Unidirectional idle timeout-This feature allows the user to configure unidirectional timers for specific virtual 

servers; for flows matching those virtual servers, the Cisco CSM monitors only one direction of the flow. This 

feature is particularly useful in UDP streaming environments, where unidirectional flows are common and long 

idle timers are not optimal; unidirectional timers for this kind of flows allow the Cisco CSM to ignore the silent 

direction o f the flow and time out the flow based on only the other direction. 

• SSL service module ID-The Cisco CSM now has a configurable sticky option that allows the CSM to continue 

to provide stickiness based on Secure Sockets Layer (SSL) 10, even during SSL ID renegotiation when the Cisco 

CSM is paired with the SSL Services Module for the Cisco Catalyst 6500. Though the renegotiation process is 

encrypted, usually making it impossible to use SSL ID effectively for stickiness. the Cisco CSM is able to work in 

conjunction with the Cisco SSL Services Module, when this feature is configured. This ensures that the stickiness 

is not broken, even if a SSL ID renegotiation occurs. The result is that the same SSL Service Module is always 

selected for the same client. 
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Orderable Product Numbers 

Table 1 gives part numbers for ordering Cisco CSM Software. 

Table 1 Cisco CSM Part Number s 

CiscoCSM 
Software Hardware Software Hardware Native Cisco lOS 
Version Part Number Part Number Requirements Software Release Added Features 

3.1(1) WS-X6066-SLB-APC SC6k-3.1.1-CSM Supervisor IA with 12.1(1 3)E VIP connection watermarks 
Multilayer Switch Backup serverfarm 
Feature Card (MSFC) Optional port for probing 
and Policy Feature 
Card (PFC) or IP reassembly 

Supervisor 11 with Scriptable health checks 

MSFC 2 XML API for configuration Q 

SNMP/MIB support 

GSLB 

Resource usage display 

HTIP m ethod parsing 

Real server names 

Non-TCP connection 
state redundancy 

Reverse IP sticky 

SSL services module 10 

Unid irectional idle timeout 

2.1(4) WS-X6066-SLB-APC SC6k-2.1.4-CSM Supervisor IA with 12.1 (8)1:0X Firewall load balancing 
MSFC and PFC or Non-TCP load balancing 
Supervisor 11 with URL hashing 
MSFC 2 

HTIP 1.1 persistence 

Full stateful failover 

Generic header parsing 

SNMP server health traps 

Multi pie Cisco CSMs in 
a chassis 

Virtual private network/IP o 
Security (VPN/IPSec) load 
balancing 

2.2(4) WS-X6066-SLB-APC SC6k-2.2.4-CSM Supervisor IA with 12.1 (11)E lncreased VLAN limit 
MSFC and PFC or Return code checking 
Supervisor 11 with lnband health monitoring 
MSFC 2 

Configuration pending 
timeout va lue 

Real-Time Streaming Protocol 
(RTSP) support 

Cisco Systems. Inc. 
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Further lnformatíon 

Download the software release at: 

http://www.cisco.com/cgi-bin/tablebuild.pl/cat6000-intellother 

Cisco CSM Data Sheet: 

http://www.cisco.com/warp/public/cc/pd/si/casi/ca6000/prodlit/ccsm_ds.htm 

Cisco CSM Installation and Configuration Cuide: 

http://www.cisco.com/univercd/cc/td/doc/product/lan/cat6000/cfgnotes/index.htm 

Software Version 3.1 (1) Release Notes: 

ht tp:/ /www.cisco.com/univercd/cc/td/doc/product/lan/cat6000/relnotes/78_ 14 716. h tm 

Mar ketíng Contacts 

Cisco CSM alias, ask-csm-pm@cisco.com 
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Cisco Catalyst 6500 Series Switch 

Figure 1 

Cisco Catalyst 6500 
Series Chassis 

•· 
The Catalyst 6500 Series sets the new standari:t for IP communications and 

application delivery in enterprise campus and service provider networks by 

maximizing user productivity and enhancing operational control while providing 

unprecedented investment protection. As Cisco's premier intelligent multilayer 

modular switch, the Catalyst® 6500 Series delivers secure, converged services, 

end-to-end, from the wiring closet to the core, to the data center, to the WAN edge. 

Ideal for enterprises and service providers 

seeking to reduce their total cost of 

ownership, the Cisco Catalyst 6500 Series 

delivers scalable performance and port 

density across a range of chassis 

configurations and LAN/WANIMAN 

interfaces. Available in 3-, 6-, 9-, and 

13-slot chassis, Cisco Catalyst 6500 Series 

switches feature an unparalleled range of 

integrated services modules, including 

multigigabit network security, content 

switching, telephony, and network 

analysis modules. 

By taking advantage of a forward-thinking 

architecture that uses a common set of 

modules and operating system software 

across ali Cisco Catalyst 6500 Series 

chassis, the Catalyst 6500 Series delivers a 

high levei of operational consistency that 

optimizes IT infrastructure usage and 

enhances return on investment. From 

48-port to 576-port 10/100/1000 Ethernet 

wiring closets to hundreds-of-Mpps 

network cores supporting up to 192 1-Gbps 

or 32 10-Gbps trunks, the Cisco Catalyst 

6500 Series provides an optimal platform 

that maximizes network uptime with 

stateful failover capability between 

redundant routing and forwarding engines. 

With numerous industry-firsts and 

industry-leading features to its credit, the 

Catalyst 6500 Series supports three 

generations of modules that continue to 

demonstrate the Catalyst 6500 value and 

Cisco's commitment to innovation. Cisco's 

new generation o f Catalyst 6500 Series 

modules and Supervisor Engine 720 

incorporate 11 new Cisco-developed 

application specific integrated circuits 

(ASICs)-extending Cisco's leadership in 

networking while providing unparalleled 

investment protection. 
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Cisco Catalyst 6500 Series Benefits 

The Cisco Catalyst 6500 Series provides market-leading services, performance, port densities, and availability with 

investment protection for enterprise and service provi der markets. These include: 

• Maximum network uptime--With platform, power supply, supervisor engine, switch fabric, and integrated 

network services redundancy provides one- to three-second stateful failover and delivers application and services 

continuity in a converged network environment, minimizing disruption of mission-critical data and services 

• Comprehensive network security-Integrates proven, multigigabit Cisco _S.J!.Curi~solutions , including intrusion 

detection, firewall, VPN, and SSL into existing networks 

• Scalable performance--Provides up to 400 Mpps performance with distributed forwarding architecture 

• Forward- Thinking architecture with investment protection-Supports three generations o f interchangeable, 

hot-swappable modules in the same chassis, optimizing IT infrastructure usage, maximizing return on 

investment, and reducing total cost o f ownership 

• Operational consistency-Features 3-, 6-, 9-, and 13-slot chassis configurations sharing a common set of 

modules, Cisco lOS Software, Cisco Catalyst Operating System Software, and network management tools 

can be deployed anywhere in the network 

• Unparalleled services integration and flexibility-Integrates advanced services such as security and content with 

converged networks, provides the widest range of interfaces and densities, from 10/100 and 10/100/1000 

Ethernet to 10 Gigabit and from DSO to OC-48, and performs in any deployment end to end 

Operational Consistency in End-to-End Cisco Catalyst 6500 Series Deployments 

• Features 3-, 6-, 9-, and 13-slot chassis configurations that share a common set of modules, software, and network 

management tools 

• Deploys anywhere in the network-from the wiring closet to the core, to the data center, to the WAN edge 

• Shares WAN port adapters with Cisco 7xxx router Series for reduced sparing and training costs 

• Offers choice o f Cisco lOS Software and Cisco Catalyst Operating System Software supported on ali supervisor 

engines, providing smooth migration from Cisco Catalyst 5000 Series and Cisco 7500 Series deployments 

Maximum Network Uptime and Network Resiliency 

• Provides packet-loss protection and the fastest recovery from network disruption 

• Features fast, one- to three-second stateful failover between redundant supervisor engines 

• Offers optional, redundant high-performance Cisco Catalyst 6500 Series Supervisor Engine 720, passive o 
backplane, multimodule Cisco EtherChannel® technology, IEEE 802.3ad link aggregation, IEEE 802.1s/w, 

Hot Standby Router Protocol!Virtual Router Redundancy Protocol (HSRPNRRP) high-availability features 

lntegrated High-performance Security and Network Management 

Integrated gigabit-per-second services modules, deployed where externai devices would not be feasible , simplifY 

network management and reduce total cost o f ownership. These include: 

• Gigabit firewall-provides access protection 

• High-performance intrusion detection system (IDS)-provides intrusion detection protection 

• Gigabit Network Analysis Module-provides a more manageable infrastructure and full Remote Monitoring 

(RMON) support 

• High-performance SSL-provides high-performance, secure e-commerce traffic termination 

• Gigabit VPN and standards-based IP Security (IPSec)-support lower cost Internet and intracampus connections 

Cisco Syslems. Inc. 
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Content-and Application-Aware Layers 2 Through 7 Switching Services 

• Integrated content switching module (CSM) brings high-performance, feature-rich server and firewallload 

balancing to the Cisco Catalyst 6500 Series, ensuring a safer and more manageable infrastructure with 

unprecedented control 

• lntegrated multigigabit SSL acceleration combined with CSM provides a _I:!igh-p~rformance e-commerce solution 

• Integrated multigigabit firewall and CSM provide a secure, high-perfo~am:e, data-center solution 

• Software features such as Network Based Application Recognition (NBAR) enhance network management and 

control o f bandwidth utilization 

Scalable Performance 

• Delivers the industry's highest LAN switch performance, 400 Mpps, using the distributed Cisco Express 

Forwarding dCEF720 platform 

• Supports a mix ofCisco Express Forwarding (CEF) implementations and switch fabric speeds for optimal wiring 

closet, core, data center, and WAN edge deployments, as well as service provider networks 

Rich Layer 3 Services 

• Multiprotocol Layer 3 routing supports traditional network requirements and provides a smooth transition 

mechanism in the enterprise 

• Provides hardware support for enterprise-class and service-provider-scale routing tables 

• Provides 1Pv6 support in hardware (using Supervisor Engine 720) with an unparalleled high-performance suite 

of services 

• Provides hardware support for large enterprise-class and service-provider-scale routing tables 

• Provides MPLS support in hardware to enable VPN services within the enterprise and facilitate smooth 

integration with new high-speed service provider core infrastructures and Metro Ethernet deployments 

Enhanced Data Voice, and Vídeo Services 

• Provides integrated IP communications throughout ali Cisco Catalyst 6500 Series platforms 

• Provides 10/100 and 10/100/1000 line cards, field upgradable with inline power using a daughter card and 

offering future support for IEEE 802.3af to protect today's investments 

• Provides dense Tl/E1 and foreign Exchange Station (FXS) voice-over-IP (VoiP) gateway interfaces for public 

switched telephone network (PSTN) access and traditional phone, fax, and private branch exchange (PBX) 

connections 

• Supports high-performance IP multicast video and audio applications 

• Provides integrated management necessary to effectively deploy a scalable enterprise-converged network 

Highest Levei of Interface Flexibility, Scalability, and Density 

• Provides the port densities and interface choices that large mission-critical wiring closets, enterprise core, 

and distribution networks require 

• Supports up to 576 voice 10/100/1000 Gigabit-over-copper ports with inline power per system 

• Provides up to 192 Gigabit Ethernet ports 

Cisco System s. Inc. 
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• Features the industry's first 10 Gigabit Ethernet, Channelized OC-48 dense OC-3 Packet over Synchronous 

Optical Network (SONET) (PoS) 

• Provides investment protection by using Cisco 7xxx Series port adapters on the Cisco Catalyst 6500 Series 

FlexWAN Line Card, supporting Tl/E1 through OC-48 WAN interfaces 

• Chassis sizes range from 3-slot (Cisco Catalyst 6503 Switch) to 13-slot (Cisco Catalyst 6513 Switch) 

High-Speed WAN Interfaces 
~ 

• Provides high-speed WAN, ATM, and SONET interfaces compatible with dther core routers 

• Provides single-device management for WAN aggregation and for campus and metro connectivity 

Maximum lnvestment Protection 

• Highly flexible modular architecture supports multi pie generations of modules that are fully interoperable with 

each other in the same chassis 

• Upgradable supervisor engines can add Layer 3 routing or forwarding capabilities over time o 
Cisco lOS Software and Cisco Catalyst Operating System Software are supported across ali supervisor en 

• Field-upgradable inline power for 10/100 Mbps and 10/100/1000 Mbps Ethernet modules for "pay as you go" 

IP telephony and wireless computing 

• A steady stream of new services modules adds to the deployment options 

• Includes Cisco Catalyst 6500 Series network security, content switching, and voice capabilities 

• Future modules will increase performance, port density, and include additional services 

Ideal for Metro Ethernet WAN Services 

• 802.1Q and 802.1Q tunneling (QinQ) providing point-to-point and multipoint Ethernet services 

• EoMPLS in MPLS backbones for superior network scaling providing virtual LAN (VLAN) translation capability 

• Layer 2 and Layer 3 QoS enables tiered Ethernet service offerings through rate limiting and traffic shaping 

• Superior high-availability features include enhanced Spanning Tree Protocol, IEEE 802.1s, IEEE 802.1 w, and 

Cisco EtherChannel IEEE 802.3ad link aggregation 

Table 1 Catalyst 6500 Series ata Giance 

System Feature 

Chassis Configurations 

Backplane Bandwidth 

L3 Forwarding Performance 

Cisco Systems. Inc. 

3-slot 

6-slot 

9-slot 

9 vertical slots 

13-slot 

32Gbps shared bus 

256Gbps switch fabric 

720Gbps switch fabric 

Supervisor 1 MSFC: 15. Mpps 

Supervisor 2 MSFC: up to 210 Mpps 

Supervisor 720: up to 400 Mpps 
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Table 1 Catalyst 6500 Series ata Glance 

Feature Catalyst 6500 Series 

Operating System Catalyst OS (GatOS) 

Cisco lOS ---
CatOS/IOS Hybrid C~:mfig.uration 

Redundant Supervisors Yes, with stateful failover 

Redundam Components Power suppl ies (1+ 1) 

Switch fabric (1+ 1) 

Replaceable clock 

Replaceable fan tray 

High Availability Features Gateway Load Balancing Protocol 

C- Hot Standby Router Protocol 

Multimodule EtherChannel 

Rapid Spanning Tree 

Multi pie Spanning Tree 

Per VLAN Rapid Spanning Tree 

Rapid Convergence L3 Protocols 

Maximum System Port Densities 

10/100/1000 Ethernet 576 ports, ali support lnline Power 

10/100 Fast Ethernet 576 ports, ali support lnline Power 

100-Base-FX 288 ports 

Gigabit Ethernet (GBIC) 194 ports (2 ports provided on supervisor engine) 

10 Gigabit Ethernet (XENPAK) 32 ports 

lntegrated WAN Modules 

FlexWAN (DSO to OC-3) 12 modules with 24 port adapters 

OC-3 POS ports 192 

O
. 

,, OC-12 POS ports 48 

OC-12 ATM ports 24 

OC-48 POS/DPT ports 24 

PSTN Interfaces 

Digital T1/E1 Trunk ports 216 

FXS Interfaces 864 

Advanced Services Modules Gigabit Firewall 

Gigabit VPN 

High Performance lntrCJsion Detection 

Gigabit Content Switching Module 

High Performance SSL Termination 

Gigabit Contem Services Gateway 
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Deployment Scenarios 

The Cisco Catalyst 6500 Series delivers secure converged services for campus, Internet service provider (ISP) . metro 

edge, and research and grid computing networks. 

• Campus networks-Features 10/100 and 10/100/1000 autosensing modules that provide inline power for the 

wiring closet, along with robust high availability. security, and manageab.ü.ity fe~tures ; world-class networking 

software; high-performance Gigabit and 1 O Gigabit interface modules; ""and network management for the 

distribution and core 

Figure 2 

Deployment Scenarios for Catalyst 6500 Series Switches in Campus Networks 

Data o 

Wiring Closet 

o 

Cisco Systems. Inc. 
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• [ISP network-Provides robust high-availability, security, and manageability features; world-class networking 

software; high-performance Gigabit and 10 Gigabit interface modules; and network management for the most 

demanding service provider networking environments requiring Multiprotocol Label Switching (MPLS). 

Multicast, IP Version 6 (1Pv6). an extensive set of WAN interfaces, and hierarchical traffic shaping. 

Figure 3 

Deployment Scenarios for Catalyst 6500 Series Switches in ISP Networks 
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• Metro edge-Features edge-, distribution-, and core-layer interfaces for point-to-point and multipoint Ethernet 

services for metro and inter-metro network deployments with the following features: 

- High-performance 1 0-Gigabit Ethernet uplinks 

- 802.1Q tunneling 

Ethernet over MPLS (EoMPLS) 

Layer 2 and Layer 3 QoS 

- Network Equipment Building Standards (NEBS) compliance 

- Security, high availability, and manageability 

Figure 4 

Deployment Scenarios for Catalyst 6500 Series Switches in Metro Edge 

Cisco Systems. Inc. 
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• Grid computing network-Provides high-speed optical interface modules and world-class software required to 

handle high-volume traffic and build and manage large-scale networks 

Figure 5 

Deployment Scenarios for Catalyst 6500 Series Switches in Grid Computing Network 
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Modular Architecture 

The Cisco Catalyst 6500 Series is a modular system that can grow as customer requirements expand and technology 

evolves, allowing customers to upgrade and reconfigure systems by adding ne~ modules, replacing existing modules, 

and adding and redeploying systems. Throughout the Cisco Catalyst 6500.,Sêries, rtlodules are: 

• Configurable-Separately, simplifying the addition o f new services 

• Interoperable-In the same chassis, providing flexible design options 

• Interchangeable-Among Cisco Catalyst 6500 Series systems, simplifying sparing and network expansion 

• Hot-swappable-Without requiring a chassis to be powered off, providing fast upgrade and repair 

• Upgradable-As newer modules come along, providing investment protection 

Cisco Catalyst 6500 Series Hardware-Forwarding Archi t ectures o 
Cisco Catalyst 6500 Series modules use one of three forwarding technologies, each having a different architecture 

with different characteristics and capabilities: 

• Cisco Express Forwarding (CEF}-Scaling to 30 Mpps, this technology uses a central CEF Cisco Express 

Forwarding engine located on the supervisor engine's policy feature card (PFC) daughter and CEF forwarding 

tables located on the supervisor engine. The supervisor engine makes ali forwarding decisions for ali interface 

modules centrally. For more information see How Cisco Express Forwarding Works. 

• Accelerated Cisco Express Forwarding (aCEF)-Suited for high-perforrnance enterprise environments, this 

technology uses the aCEF engine and aCEF tables located on the interface module, along with the central CEF 

engine located on the supervisor engine's PFC daughter card and central CEF forwarding tables located on the 

supervisor engine. The interface module makes high-volume forwarding decisions locally, and the supervisor 

engine makes the rest of the forwarding decisions centrally. For more inforrnation see How Accelerated Cisco 

Express Forwarding (aCEF) Works. 

• Distributed Cisco Express Forwarding (dCEF) -Suited for the most demanding environments, this technology 

uses the dCEF engine located on the interface module 's distributed forwarding card (DFC) daughter card and the 

dCEF table, a local copy ofthe supervisor engine's central CEF table located on the interface module's DFC. The 

interface module makes ali the forwarding decisions locally, and provides maximum performance and scalabõ'li . 

For more information see How Distributed Cisco Express Forwarding (dCEF) Works 

Cisco Catalyst 6500 Series Switching Architectures 

Cisco developed the following switching architectures for Cisco Catalyst 6500 modules to allow platforms to scale 

in any deployment: 

• 32-Gbps bus-AIIowing access to a central shared bus 

• 256-Gbps switch fabric-Located on the switch fabric module (SFM) 

• 720 Gbps switch fabric-Located on Cisco Catalyst 6500 Series Supervisor Engine 720 

Cisco Systems. Inc. 
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Cisco Catalyst 6500 Series Modules 

Cisco Catalyst 6500 Series interfacecmodules support the following forwarding technology and switch fabric 

combinations: 

• Classic Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

the 32-Gbps switching bus only, and forward packets at up to 15 Mpp~ _.::.. 

• CEF256 Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

both the 256-Gbps fabric located on the supervisor engine with a single 8-Gbps full -duplex fabric connection and 

the 32-Gbps switching bus, and forward packets at up to 30 Mpps 

• dCEF256 Interface Modules-Use the distributed CEF engine on the DFC (located on the interface module) , 

connect to a 256-Gbps fabric located on the supervisor engine ora Switch Fabric Module with 16-Gbps 

full-duplex fabric connections, and forward packets at up to 21 O Mpps 

• aCEF720 Interface Modules-Use the accelerated CEF engine on the DFC3 (Iocated on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with 40-Gbps full-duplex fabric connections, 

and forward packets at up to 400 Mpps, peak performance 

• dCEF720 Interface Modules-Use the distributed CEF engine on the DFC3 (located on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with dual 20-Gbps full-duplex fabric 

connections, and forward packets at up to 400 Mpps, sustained performance 

Note: Ali Performance numbers refer to 1Pv4 forwarding. 

Cisco Catalyst 6500 Series Module Types 

In the Cisco Catalyst 6500 Series architecture, special-purpose modules perform separa te tasks-allowing the feature 

set to evolve quickly and allowing customers to add new features and enhanced performance by adding new modules. 

The Cisco Catalyst 6500 Series features the following types of special-purpose modules: 

• Supervisor engines-Perform the contrai functions and make the forwarding decisions for packets routed to other 

networks 

• Ethernet interface modules-Provide IEEE-standard receive and forwarding interfaces and forward packets 

within the defined network 

• WAN interface modules-Provide the receive and forwarding interface at the WAN edge 

• Services modules-Support multigigabit security, application-aware Layer 4 through 7 content switching, 

network management, and voice gateway services to traditional phones, fax machines, PBXs, and the PSTN 

• Switch Fabric Modules (SFMs}-Pass network traffic from interface module to the supervisor engine or to 

another interface 

Cisco Catalyst 6500 Series Supervisor Engines 

The supervisor engines for the Cisco Catalyst 6500 Series support different forwarding technologies and achieve 

different forwarding rates, depending on the configuration o f the supervisor engine and the capability of a particular 

interface module . 

Supervisor engines can be configured with optional factory-installed daughter cards-a Policy Feature Card (PFC) 

providing hardware-based Layer-2 forwarding, and a Multilayer Switch Feature Card (MSFC) providing Layer 3 

capabilities. 
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A supervisor engine performs contrai operations centrally on processors that run either Cisco lOS Software or Cisco 

Catalyst Operating System Software while special-purpose application-specific integrated circuits (ASICs) perform 

bridging and routing (based on Cisco Express Forwarding), QoS marking and policing, and access control. The same 

ASICs are used on the DFCs, daughter cards that can be installed on certain interface modules to distribute 

forwarding in a decentralized fashion to achieve system forwarding rates of yp to 400 Mpps (Table 2) . 

For additional information about the following Cisco Catalyst 6500 Series' supervisor engines visit: 

http://www.cisco.com/en/US/products/hw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

Table 2 Cisco Catalyst 6500 Supervisor Engines 

Solution and mari<et 

Fabric architectures 
supported 

Fabric connections 

Performance 
maximum (Mpps) 

DFC modules 

Wiring closet 

Centralized forwarding 
only-engine located on 
supervisor engine's PFCx 
daughter card 

32-Gbps shared bus 
connection to modules 

15 Mpps 

Not supported 

Cisco Systems. Inc. 

Enterprise distribution, 
core, and WAN edge; 
service provi der WAN and 
Internet edge 

Centralized CEF-engine 
located on supervisor 
engine's PFCx daughter 
card; 

Distributed CEF-engine 
located on interface 
module's DFC daughter 
card 

16 Gbps per slot; 
Dual-fabric connection to 
modules at 8 Gbps full 
duplex per channel 

210 Mpps 

DFC 

Enterprise core and data 
center; service provider 
metro; wireless; national 
research networks; grid 
co mputing 

Centralized CEF-engine 
located on Supervisor 
Engine 720's PFC3 
daughter card; 

Distributed CEF-engine 
located on interface 
module's DFC3 daughter 
card; 

Accelerated CEF-engine 
located on interface 
module's ASICs 

40 Gbps per slot; 

Dual-fabric connection to 
modules at 20 Gbps full 
duplex per channel 

Sustained 400 Mpps­
dCEF720 

Peak 400 Mpps-aCEF720 

DFC3 

Al i contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 12 or 32 



0 

~o 

Table 2 Cisco Catalyst 6500 Supervisor Engines 

~- -,:=-;........, 
/ \.r ·,J I 

I .... e- • 

. , I ; . ; ~·~S+ 
I ' /) ' 

\c: . ;·~ .· 
·~ 

Feature Supervisor Engine 1 Supervisor Engine 2 Supervisor Engine 720 

Route processar 

PFC modules 

On MSFC2 daughter card 
(optional) 

PFC daughter card 
(optional) 

On MSFC2 daughter card 
(optional) 

PFC2 integrated~ 

MSFC3 integrated 

PFC3 integrated 

Ethernet Interface Modules 

Cisco Catalyst 6500 Series Ethemet interface modules, designed for wiring closet, distribution and core, and data 

center applications, as well as service provi der and Metro Ethemet environments. use one of the following types o f 

Ethernet interfaces: 

• 10/100 Mbps over copper and 10/100/1000 Mbps Ethernet over copper-For wiring closets providing 10/100-

and 10/100/1000-Mbps performance with auto-negotiation and inline power for voice; up to 48 ports/module; 

includes Classic and CEF256 interface modules. 

• 100 Mbps over fiber-For secure wiring closets and long-haul router and switch interconnects; up to 24 ports per 

module; includes Classic and CEF256 interface modules. 

• 1 Gbps-For distribution and core Iayers and for data centers providing 1-Gbps performance in a 48-port 

module; includes Classic CEF256, and dCEF256 interface modules. 

• 10 Gbps-For distribution and core layers providing 10-Gbps performance in 1-port or 2-port module; includes 

CEF256, aCEF720, and dCEF720 interface modules. 

For more information. visit: 

http://www.cisco.com/en!US/products/hw/switches/ps708/products_data_sheets_Iist.html 

WAN Interface Modules 

The Cisco Catalyst 6500 Series and Cisco 7600 Series support severa! WAN interfaces using two technologies: 

• FlexWAN module--Accepts up to two plug-in port adapters that provide numerous WANIMAN protocols and 

features 

• Optical Services Module (OSM)-A dedicated line card that provides severa! interfaces, including OC-3/STM-1. 

OC-12/STM-4, OC-48/STM-16. Channelized T3. Channelized OC-12/STM-4 PoS, Gigabit Ethemet. OC-12/ 

STM-4 ATM, and OC-48/STM-16 Dynamic Packet Transport (DPT) 

FlexWAN Module 

The FlexWAN module fits inside Cisco Catalyst 6500 Series and Cisco 7600 Series systems and uses Cisco 7200 and 

7500 Series port adapters for a wide range of WAN/MAN protocols, including Frame Relay, ATM, PoS, 

Point-to-Point Protocol (PPP). and High-Level Data Link Contrai (HDLC). Additionally, the FlexWAN module 

provides media options such as clear channel and Channelized T1/E1 , T3/E3, High-Speed Service Interface (HSSI). 

OC-3 PoS, and ATM. 

• For information about the Cisco Catalyst 6500 Series and Cisco 7600 Series FlexWAN Module , visit: 

h li p :1 /wwv;. c isca . com/en/U S/ produ c 1s/hw/rou 1 ers/ps368/products_ data_sheet09186a0080092 3 bf. h I m I 
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OSMs are line cards that provide high-speed WAN connectivity with onboard network processors for 

distributed-line-rate IP service applications. For more information about OSMs, see the following data sheets: 

• Cisco 7600 Series 4-. 8-. and 16-Port OC-3c/STM-1 PoS/SDH OSM: 

http :/ /www.cisco.com/en/US/products/hw/routers/ps368/products_ data_~~et09 }. 86a008009224 9. html 

• Cisco 7600 Series 4-Port Gigabit Ethernet OSM: 
.i 

http:/ /www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008009223d.html 

• Cisco 7600 Series 1-Port Channelized OC-12/STM-4 to DS3/E3 OSM: 

http:/ /www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092250. html 

• Cisco 7600 Series 1-Port OC-48c/STM-16 PoS/SDHIOSM: 

http :/ /www.cisco.com/en/US/products/hw/routerslps368/products_data_sheet09186a0080092241 . html 

• Cisco 7600 Series 2- and 4-Port OC-12c/STM-4 PoS/SDH OSM: 

http:/ /www.cisco.com/en!US/products/hwlrouters/ps368/products_ data_sheet09186a008009223e. html 

• Cisco 7600 Series 2-Port ATM OSM: 

http:/ /www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008008876f. html 

• Cisco 7600 Series 2-Port OC-48c/l-Port OC-48c DPT OSM: 

http:/ /www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008008877 4. html 

Layer 4 Through 7 Services Modules 

o 

The Cisco Catalyst 6500 Series offers an extensive set of services modules for Layer 4 through 7 applications, 

including content services, network monitoring, security, and telephony. 

Content Services Modules 

• Content Services Gateway (CSG)-Enables differentiated billing, user balance enforcement, and activity tracking 

for customer billing systems. For more information, visit: http://mobiletraining.cisco.com/csg/CSGe_ds_0211.pdf 

• Content Switching Module (CSM)-Integrates advanced content switching in to the Cisco Catalyst 6500 Series to 

provide high-performance, high-availability load balancing of caches, firewalls, Web servers, and other network 

devices. For more information, visit: 

http:/ /www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet09186a00800887f3.html 

Network Monitoring Q 
• Network Analysis Module (NAM 1 and 2)-Provides application-level visibility in to the network infrastruc ure 

for real-time traffic analysis, performance monitoring. and troubleshooting; performs traffic monitoring with 

embedded Web-based traffic analyzer. For more information, visit: 

http ://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet09186a00800a2c89.html 

Security Services Modules 

• Firewall Servíces Module (FWSM)-The FWSM allows any port in the chassis to opera te as a firewall port and 

integrates stateful firewall security inside the network infrastructure. For more information, visit: 

http:/ /www.cisco.com/en/US/products/hw/modu les/ps2706/products_data_sheet09 186a00800c4 f e 7. html 

Intrusíon Detectíon System Module (IDSM and IDSM-2)-Takes traffic from the switch backplane at wire speed, 

integrating IDS functions directly into the switch. For more information, visit: 

http ://www.cisco.com/en/US/prod uctsnnv/modu les/ps2706/prod ucts_da t a_shet-t 09186a0080092341.html 
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• IPSec VPN Module (IVSM)-Provides infrastructure-integrated IPSec VPN services capable of 1.9-Gbps Triple 

Data Encryption Standard (3DES) performance, 8000 active tunnels, and up to 60 tunnels per second. For more 

information. visit: 

http://www.cisco.com/en/US/productslhw/modules/ps2 706/products_data_sheet09 186a00800c4 fe2. html 

• SSL Services Module (SSM}-Offloads processor-intensive tasks related !~secu~j_ng traffic with SSL accelerating 

the performance and increasing the security of Web-enabled applicatiofls. For more information, visit: 

http://www.cisco.com/en/US/productslhw/modules/ps2 706/products_da ta_sheet09I86a00800c4 fe9. html 

Telephony Services Modules 

• Communications Media Module (CMM}-Provides flexible, high-density T1 and E1 gateways. allowing 

organizations to connect their existing time-division multiplexing (TOM) networks to their IP communications 

networks, and providing connectivity to the PSTN. For more information, visit: 

hnp://www.cisco.com/en/US/products!hw/modules/ps3115/products_da ta_sheet09 186a00800e9c 1 f.html 

Switch Fabric Modules 

Designed to support distributed forwarding for interface modules that have distributed forwarding capability, the 

Cisco Catalyst 6500 Series SFM or SFM2, in combination with the Cisco Catalyst 6500 Series Supervisor Engine 

2-MSFC2 and DFCs on interface modules, increases available system bandwidth from 32 to 256 Gbps. The SFMI 

SFM2 supports the Cisco Catalyst 6500 CEF256 and dCEF256 interface modules. 

Designed to support new interface modules with 720 Gbps forwarding capabilities, the Supervisor Engine 720's 

onboard switch fabric increases avaHable bandwidth to 720 Gbps and enables packet forwarding rates up to 400 

Mpps. By using auto-sensing and auto-negotiation, the Supervisor 720 switch fabric is fully interoperable with the 

8- and 16-Gbps switch fabric interconnections used by the CEF256 and dCEF256 interface modules. When a 

CEF256 or dCEF256 interface module is detected, the switch fabric will automatically connect those modules by 

offering 8-16 Gbps of bandwidth to each module, as applicable. 

How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwarding scalability and 

performance to handle many short-duration traffic flows common in today's enterprise and service provider 

networks. To meet the needs of environments handling large amounts of short-flow, Web-based, or highly interactive 

types of traffic, CEF forwards ali packets in hardware, and maintains its forwarding rate completely independent of 

the number of flows going though the switch. 

On the Cisco Catalyst 6500 Series. the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

policing and marking, and NetFlow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols, the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions-relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rate, independent of the 

number of flows transiting the switch. 
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CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Accelerated Cisco Express Forwarding (aCEF) Works 

Accelerated Cisco Express Forwarding (aCEF) technology uses two forwardi~g engines working together in a 

master-slave relationship to accelerate high-rate traffic flows through the swít~-ééentral CEF engine located on 

the Supervisor Engine 720's PFC3 and a scaled-down distributed aCEF engine located on the interface module. 

The central PFC3 makes the initial forwarding decision, with the aCEF engine storing the result and making 

subsequent packet-forwarding decisions locally. aCEF forwarding works like this: 

• As in standard CEF forwarding , the central PFC3 is loaded with the necessary CEF information before any user 

traffic arrives at the switch. 

• As traffic arrives on an aCEF720 interface module, the aCEF engine inspects the packet, and finding that no 

specific packet forwarding information exists, consults the central PFC3. O 
• The PFC3 makes a hardware-based forwarding decision for this packet (including Layer 2, Layer 3, ACLs, 

and QoS) . 

• The aCEF engine stores the forwarding decision results and makes forwarding decisions locally for subsequent 

packets based on packet-flow history. 

• The aCEF engine handles hardware-based Layer 2 and Layer 3 forwarding, ACLs, QoS marking. and NetFlow. 

• The central PFC3 processes any forwarding decisions that the interface module's aCEF engine cannot handle. 

aCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 and aCEF720 (WS-X67xx) 

class modules. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF) , forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together. 

o 
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Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric , without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

• As in standard CEF forwarding, the central PFC3 located on the supervi~Qf engi!le and the DFC engines located 

on the interface modules are loaded with the same CEF information defived from the forwarding table before 

any user traffic arrives at the switch. 

• As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

• The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFlow. 

• Because the DFCs make ali the switching decisions locally, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and network 

services. 

Figure 6 

Distributed Cisco Express Forwarding Packet Flow 

2. Packet Enters Switch/Line Card 
·Ali Local Ports and DFC See Frame 
• DFC Uses Lookup Table for Local 
or Other Une Card Destination 

'-----. 
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Exit SFM Port 
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Local Bus Makes Switching Decision 
The DFC Provides Destination Port and Exit Port Determines Outgoing Port on Line Card and 
Packet is Queued, QoS Applied and Packet Exits Line Card Switches Packet to Specified Une Card 

dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 for the dCEF720 interface 

module; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervisor Engine 2-MSFC2 and a SFM for 

the dCEF256 interface module. 
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Cisco lOS Software and Catalyst Operating System Software 

Cisco Catalyst 6500 Series switches offer two operating modes of software. the Cisco Catalyst Operating System 

Software with optional Cisco lOS Software on the MSFC, and Cisco lOS Software for the supervisor engines. Each 

operating mode can be deployed at different hierarchies of the network, depending on the network's requirements. 

These software solutions for the Cisco Catalyst 6500 Series switches provide full Layer 2 through 4 switching and 

routing functions at high performances. 

Today. either of these operating modes can be deployed in an entire netwoPk e~virÓnment. o r the operating modes 

can vary within an environment to meet different requirements. One operating mode is not a replacement for another. 

but is recommended for varying feature requirements. 

• Cisco lOS Software for the Cisco Catalyst 6500 Series 

• Cisco Catalyst Operating System Software with optional Cisco lOS Software on the MSFC 

Cisco lOS Software for the Cisco Catalyst 6500 Series 

Cisco lOS Software for the Cisco Catalyst 6500 Series supervisor engines requires the MSFC on the supervisO 

engine. It provides integrated multilayer functions in a single image and is optimized for core, distribution, Internet 

access. and data center deployments. Cisco lOS Software combined with the performance of the Cisco Catalyst 6500 

Series offers the necessary features for a high-performance Layer 3-enabled deployment, including support for a 

distributed architecture with the ability to scale the switch to 400 Mpps throughput. Additionally, Cisco lOS 

Software provides operational ease of use by offering a single image and configuration file to be deployed across the 

Cisco Catalyst 6500 Series switches. 

Cisco Catalyst Operating System Software with Optiona l Cisco lOS Softw are on the MSFC 

Cisco Catalyst Operating System Software is the premier software for the wiring closet on Cisco Catalyst 6500 Series 

switches offering high-performance Layer 2 forwarding. It is optimized to deliver the high availability, enhanced 

security, and integrated inline power support necessary for mission-critical wiring closet deployments. Cisco Catalyst 

Operating System Software can also be extended to the distribution and core Iayers of the network when coupled 

with Cisco lOS Software on the MSFC, providing robust and advanced Layer 3 and Layer 4 functions. This operating 

mode is often referred to as "hybrid mode." See Table 3 for software and hardware deployment options. 

o 
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Table 3 Software and Hardware Deployment Options 

Network Distributionl 
Performance Wiring Closet Data Center Core WAN Edge 

Highest-perfonnance Cisco lOS Software; Cisco lOS Software; Cisco lãs Software; Cisco lOS Software; 
Cisco lOS Software Supervisor Engine Supervisor Engine Supervis'or Engine Supervisor Engine 
end-to-end 2-MSFC2; CEF256 720; dCEF720 and 720; dCEF720 2-MSFC2; dCEF720 

interface modules aCEF720 interface interface modules and aCEF720 

modules interface modules 

Higher-perfonnance Cisco Catalyst Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 

mixed operating Operating System Supervisor Engine Supervisor Engine Supervisor Engine 

system Software; 2-MSFC2; dCEF256 720; dCEF720 and 2-MSFC2; dCEF256 

Supervisor Engine and CEF256 interface aCEF720 interface and, CEF256 
2-PFC2; CEF256 and modules modules interface modules 

Classic interface 
modules 

High-perfonnance Cisco Catalyst Hybrid mode; Hybrid mode; Hybrid mode; 

Cisco Catalyst Operating System Supervisor Engine Supervisor Engine Supervisor Engine 

Operating System Software; 2-MSFC2; CEF256 2-MSFC2; dCEF720 2-MSFC2; CEF256 

Software end-to-end Supervisor Engine and Classic interface Series and aCEF720 and Classic interface 

1-2GE; CEF256 and modules interface modules modules 

Classic interface 
modules 

Cisco lOS Software and Cisco Catalyst Operating System Software Shared Features 

Ali Cisco Catalyst 6500 Series supervisor engines, including the new Supervisor Engine 720, take advantage of the 

industry-leading software and management capabilities of the Cisco Catalyst 6500 Series. Customers can apply their 

knowledge o f Cisco Catalyst Operating System Software. Cisco lOS Software, CiscoWorks. and other graphical and 

Web-based network management tools without the need to Iearn a new command-line interface (CLI) or 

management system. 
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Cisco Catalyst 6500 Series Chassis 

Cisco Catalyst 6500 Series chassis can be deployed in the wiring closet, the distribution and core layers, the data 

center, and the WAN edge, providing the power and features required for end-to-end deployment for the enterprise 

campus, the ISP network, metro, and research computing networks. 

Chassis Applications 

The Cisco Catalyst 6500 Series provides a selection of chassis, including 3-, 6-, 9-, and 13-slot models with slots 

arranged horizontaliy anda 9-~;lot model with slots arranged verticaliy, with front-to-back airflow. Typical 

applications for Cisco Catalyst 6500 Series chassis include: 

• 3-slot chassis-Low-density, wiring-closet chassis sharing interface modules and supervisor engines with larger 

chassis for common sparing; low-density, high-performance specialized services modules chassis for network 

security and management; low-density, high-end chassis providing connectivity to the WAN edge 

• 6- and 9-slot chassis-Traditional chassis for the wiring closet, distribution and core, data center, and W 

• 13-slot chassís-Highest-capacity chassis for Ethemet connectivity, with slots to spare for services modules 

providing network security and management 

Chassis Configuration 

Ali Cisco Catalyst 6500 Series chassis are NEBS Level-3 compliant and use common power supplies. The 6- and 

9-slot chassis require a lOOOW or 1300W power supply and the 13-slot chassis requires a 2500W or 4000W power 

supply. The 3-slot chassis requires a 950W power supply. When ordering a Cisco Catalyst 6500 Series switch, use 

the online Cisco Dynamic Configuration Tool to assist you in selecting the chassis, power supplies, power cables, and 

fan trays that will meet your requirements. The tool is available at: 

http://www.cisco.com/appcontentlapollo/configureHomeGuest.html 

Power 

Ali Cisco Catalyst 6500 chassis hold up to two load-sharing, fault-tolerant, hot-swappable AC or DC power supplies. 

Only one supply is required to opera te a fully loaded chassis. If a second supply is installed, it operates in a 

load-sharing capacity. The power supplies are hot-swappable-a failed power supply can be removed without 

powering off the system. 

Cisco Catalyst 6500 Series switch power supplies are available in five power ratings: 

• 950W AC input (Cisco Catalyst 6503 chassis) 

• lOOOW AC input 

• 1300W AC and DC input 

• 2500W AC and DC input 

• 4000W AC input 

Table 4 outlines the power requirements and heat dissipation for the three different models o f power supplies 

available for the Cisco Catalyst 6500 Series switch. 
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Table 4 Power Supply VAC and VDC requirements 

Power Supply AC lnput Voltage/Current DC lnput Voltage/Current 

950W 100 to 240 VAe ( tl% for full range); 15 A -48-We tq;.-60 VOe eontinuous; 
38' A @ -48 voe. 30 A ® -60 voe 

1000W 100 to 240 VAe ( tl% for fui I range); Not supported 
12 A@ 100 VAe, 6 A@ 240 VAe 

1300W 100 to 240 VAe ( tl% for full range); -48 voe to -60 voe eontinuous; 
17.25 A@ 100 VAe, 8 A @ 200 VAe 38 A @ -48 voe. 30 A @ -60 voe 

2500W 100 to 120 VAe. 200 to 240 VAe ( tl% for fui I range); --48 voe to -130 voe eontinuous; 
16 A maximum at 200 VAe at 2500 W output; 80 A@ -40.5 voe. 10 A ® -48 voe. 
16 A maximum at 100 VAe at 1300 W output ss A@ -60 voe 

4000W 100 to 240 VAe ( tl% for full range); 23 A Notsupported 

Fan Trays 

Chassis that have a Supervisor Engine 720 installed require a high-speed fan tray. See Table 5 for part number 

information. 

Table 5 Catalyst 6500 Chassis Fan Tray Part Numbers 

Normal Speed Fan- High Speed Fan-
Catalyst 6500 Chassis Fan Tray Part Number Fan Tray Part Number 

6503 FAN-M00-3 FAN-M00-3-HS(=) 

6506 WS-e6K-6SLOT-FAN WS-e6K-6SLOT-FAN2 

6509 WS-e6K-6SLOT-FAN WS-e6K-9SLOT-FAN2 

6509-NEB WS-C6509-NEB-FAN WS-e6509-NEB-FAN2 

6509-NEB-A N/ A FAN-M00-09(=) 

6513 WS-C6K-13SLOT-FAN WS-e6K-13SLOT-FAN2 

Dimensions 

Table 6 provides Catalyst 6500 Series chassis dimensions. 

Table 6 Catalyst 6500 Series Chassis Dimensions 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst 
Dimension 6503 6506 6509 6509-NEB 6513 

HxWx D (in.) 

H x W x O (em) 

7 X 17.37 X 

21 .75 in . 

17.8x 44 .1 x 
55 .2 em 

20.1 X 17.2 X 

18.1 in . 

51.1 X 43. 7 X 

46.0 em 

25.2 X 17.2 X 

18.1 in. 

64.0 X 43.7 X 

46.0 em 

33.3 X 17.2 X 

18.1 in . 

84 .6 X 43 .7 X 

46.0em 

33.3 X 17.3 X 

18.1 in . 

84 .6 X 43 .7 X 

46.0em 
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Table 6 Catalyst 6500 Series Chassis Oimensions 

1.75 in., 4.4 em _; 

Weight 

Table 7 provides the weight information for empty and fully configured Catalyst 6500 Series chassis. 

Table 7 Catalyst 6500 Series Chassis Weights 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Cata. 
Weight 6503 6506 6509 6509-NEB 6513 

Chassis only (lb) 27 45 55 55 98 

Fully configured (lb) 83 115 135 135 240 

Chassis only (kg) 12 20 25 25 45 

Fully configured (kg) 38 52 61 61 109 

o 
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Ordering lnformation 

Table 8 provides part number information for Catalyst 6500 Series chassis 

Table 8 Catalyst 6500 Series Chassis Part Numbers 

Part Number Chassis 

WS-C6503 Cisco Catalyst 6503 chassis (three slots) 

WS-C6506 Cisco Catalyst 6506 chassis (six slots) 

WS-C6509 Cisco Catalyst 6509 chassis (nine slots) 

WS-C6509-NEB Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots) 

o . . . 
WS-C6509-NEB-A Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots)-enhanced 

WS-C6513 Cisco Catalyst 6513 chassis (13 slots) 

Environmental Conditions 

Table 9 provides environmental information for Catalyst 6500 Series Chassis. 

Table 9 Catalyst 6500 Series Chassis Environmental Conditions 

Para meter Performance Range 

Operating temperature 32 to 104 F (O to 40 C) 

Storage temperature -4 to 149 F (-20 to 65 C) 

Relative humidity 10 to 90%, noncondensing 

Operating altitude 3000 meters 

Mean time between failure (MTBF) 7 y ears for system configuration 

o 
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Regulatory Compliance 

Safety 

• UL 1950 

• EN 60950 

• CSA-C22.2 no. 950 

• IEC 60950 

• AS/NZA 3260 

• 21 CFR 1040 

• EN 60825-1 

• IEC 60825-1 

• TS 001 

EMC 

• FCC (CFR 47, Part 15) Class A 

• VCCI 

• CE Marking 

• EN 55022 

• EN 55024 

• CISPR 22 

• AS/NZS 3548 

• NEBS Level3 (GR-1089-CORE, GR-63-CORE) 

• ETSI ETS-300386-2 

o 
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Specifications 

Table 10 provides an overview of Catalyst 6500 Series switches specifications, additional information can be found 

in software release notes. 

Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

IEEE Compliance 

802.1 802.1d Bridging 

802.1p, q VLAN tagging 

802.1s Per-VLAN Group Spanning Tree Protocol 

802.1w Rapid Spanning Tree Protocol 

802.1 X 

802.1 802.3 10BASE-T. 10BASE-FL 

802.3ad Link aggregation 

802.3ab 1000BASE-T 

802.3ae 10 Gigabit Ethernet 

802 .3u 100BASE-TX, 100BASE-FX 

802.3x Flow contrai 

802 .3z 1000BASE-SX, 1000BASE-LX 

RFC Compliance 

ATM 1483, 2584 Protocol encapsulation over ATM AAL:5 

ATM permanent virtual circuit (PVC) to 802.1q tagging 

BGP4 1269 Definitions of Managed Objects for the Border Gateway Protocol 
(Version 3) 

1745 Border Gateway Protocoi/Open Shortest Path First (BGP/OSPF) 
interactions 

1771 BGPv4 

1965 BGP4 autonomous system confederations 

1966 BGP4 route reflection 

1997 Communities attribute 

2385 Transmission Control Protoco l (TCP) MOS authentication for BGP 

2439 Route flap dampening 

2796 Route reflection 

2842 Capabilities advertisement 

General routing protocols 768 User Datagram Protocol (UDP) · 

783 Trivial File Transfer Protocol (TFTP) 

791 IP 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

792 Internet Control Message Protocol (ICMP) 

793 TCP --- •· 
826 Address Resolution Protocoi '(ARP) 

854 Telnet 

894 IP over Ethernet 

903 Reverse Address Resolution Protocol (RARP) 

906 TFTP Bootstrap 

951, 1542 BootP. BootP extensions 

1027 Proxy ARP 

1122 Host requirements 

1256 ICMP Router Discovery Protocol (IRDP) 1Pv4 router discovery 

1519 Ciassless interdomain routing (CIDR) 

1541 Dynamic Host Control Protocol (DHCP) 

1591 Domain Name System (DNS) cl ient 

1619 PPP over SONET 

1662 PPP HDLC-Iike framing 

1812 1Pv4 

2131 BootP/DHCP 

2338 VRRP 

lnternetwork Packet Exchange Routing lnformation Protocol/ 
Service Advertising Protocol (IPX RIP/SA P) 

Software-controlled redundant ports 

IP multicast 1112 Internet Group Management Protocol (IGMP) 

1122 Host extensions, Di stance Vector Multicast Routing Protocol 
(DVMRP) 

2236 IGMP v1 , v2, v3 

IGMP v1, v2, v3 Snooping 

2283 Multicast Border Gateway Protocol (MBGP) 

2362 Protocol -lndependent Multicast (PIM)-SM 

DVMRP v3-07 

Multicast Source Discovery Protocol (MSDP) 

PIM-Oense Mede (PIM-OM) v1 

Cisco Systems. Inc. 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Desçription 

PIM-DMv2 

Bidirectional PIM (Superv~~r Engine 720 only) 
•· 

j 

lntermediate system to 1195 TCP 
lntermediate system (IS-IS) 

1377 ppp 

2763 Dynamic host na me exchange 

2966 Domain-wide prefixes 

LSP tunnels 2211 Controlled load network element service 

2702 Traffic engineering over MPLS 

MPLS 2547 MPLS VPN 

2961 Resource Reservation Protocol (RSVP) refresh 

3031 MPLS architecture 

3032 MPLS la bel stack encoding 

3036 label Distribution Protocol (LDP) 

OSPF 1583 OSPF v2 

1587 OSPF NSSA 

1745 OSPF interactions 

1765 OSPF database overflow 

1850 OSPF v2 Management lnformation Base (MIB), traps 

1997 Communities and attributes 

2154 OSPF digital signatures, MD5 

2178 OSPF v2 (superceded by RFC 2328) 

2328 OSPF v2 

2370 OSPF opaque link-state advertisement (LSA) option 

2385 TCPM5 

2439 Route flap damping 

2842 Capabilities advertisement 

2918 Route refresh capability 

RIP 1058 RIP v1 

1723 RIP v2 

2453 RIP v2 
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Table 10 Catalyst 6500 Series Specifications 

Specifieation Number Description 

Miscellaneous protocols 1866 HTML 

2030 Simple Network Time Protdt:.ol (S~TP) Version 4 

for 1Pv4, 1Pv6 and OSI 
d 

2068 HTIP 

Denia l of service (DoS) protection 2267 Network lngress Fi ltering 

ACLs: wire-speed 

ICMP and IP-option contrai 

IP broadcast forwarding contra i (' 
Rate lim iting using ACLs 

'-.._._,~ 

Unicast Reverse Path Forwarding (RPF) 

Server load balancing with Layer 3 and Layer 4 protection 

SYN attack protection 

Session contrai 

Network management 782 VLAN Trunking Protocol (VTP) 

783 TFTP 

854 Telnet 

951 BOOTP 

1155 Structure of Management lnformation (SMiv1) 

11 56 TCPIIP MIB 

1157 Simple Network Management Protocol (SNMP)v1 

1212 MIB definitions 

1213 SNMP MIB 11 ( 
1215 SNMP traps 

1256 ICMP router discovery 

1285 Station management (SMn 7.3 

1354 IP forwarding table MIB 

1493 Bridge MIB 

1516 Ethernet repeater MIB 

1573 Interface table MIB 

1643 Ethernet MIB 

1650 Ether- like MIB 

~-
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

1657 BGPv4 MIB 

1724 RIPv2 MIB --- ·-_; 

1757 RMON MIB 

1850 OSPFv2 MIB 

1901, 1907 SNMPv2c 

1908 SNMPv1/v2 coex istence 

2021 RMON2 probes 

0 - 2037 ENTITY-MIB 

2096 IP forwarding 

2233 Interface MIB 

2613 RMON analysis for switched networks (SMON) MIB 

2668 802.3 media attachment unit (MAU) MIB 

2787 VRRP MIB 

2925 Ping/Traceroute/NS Lookup MIB 

Sampled Netflow 

9991ocal messages 

BSD Syslog with multi pie servers 

Configuration logging 

CISCO-CDP-MIB 

CISCO-COPS-CLIENT-MIB 

o Cisco Discovery Protocol 

CISCO-ENTITY-FRU-CONTROL-MIB 

CISCO-PAGP-MIB 

CISCO-STACK-MIB 

CISCO-STP-Extensions-MIB 

Cisco Traffic Director Software 

CISCO-UDLDP-MIB 

CiscoView 

CISCO-VLAN-Bridge-MIB 

Cisco VLAN Di rector Software 

CISCO-VLAN -M embershi p-MIB r 
~;---.... ~ .. ---------.. ... _ . .., 

Cisco Systems. Inc . . . i"\ÜS tl 0 UJ!2UU5- '"' '.' 
Ali contents are Copyright © 1992-2003 Cisco Sys tems. Inc. Ali rights reserved. lmportan t Nouces and Pnvacy StaefPillll -- : 

Page29of32 "'-j I t 'li'l f • CORREIO~ i 

"' t's o~ 
! I I 1 3 6 9 7 
iooc 
----------=---=------- ----·- ····----



l 
I .. ) 

_./ 

- --·------- -. -- ------~ ---·--...:-------·-·· 

Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

CISCO-VTP-MIB 

Cisco Workgroup MIB --- •· 
SPAN and Remote SPAN (RSPAN) 

Hot Standby Routing Protocol (HSRP) 

HC-RMON 

HTMUHTTP management 

NetFiow v1 export 

RMON HP Open View ( l 
SMON-MIB 

Standard Cisco lOS Software security capabilities: passwords and 
TACACS+ 

Telnet client 

Telnet management 

Text-based CLI 

Web-based GUI Management Tools (CiscoWorks) 

Security 1492 Terminal Access Controller Access Control System Plus 
(TACACS+) 

2138 Remote Authentication Dia l-ln User Service (RADIUS) 
authentication 

ACLs for Layers 2, 3, 4, and 7 

Access profiles on ali routing protocols 

Access profiles on ali management methods 

Media Access Control (MAC) address secur ity/lockdown ( ' 
Network Address Translation (NAT) 

Network login (including DHCP/RADIUS integration) 

RADIUS accounting 

RADIUS per-command authentication 

Secure Copy Protocol (secure fil e transfer) 

Cisco Systems. Inc. 
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Technical Support Services 

Whether your company is a large organization, a commercial business, o r a service provider, Cisco is committed to 

maximizing the return on your network investment. Cisco offers a portfolio o f technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following feature"s, providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations, not merely a remedy when a failure o r problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources of your technical staff to increase productivity 

• Complements remote technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnet.,.. support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information, visit: 

http://www.cisco.com/en/US/products/svcs/ps3034/serv_category_home.html 

Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the following data sheets that describe Cisco Catalyst 6500 Series, supervisor 

engines, interface modules, SFM, and services modules, visit: 

http://www.cisco.com/en/US/productslhw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethernet Jnterface Modules Data Sheet 

• Cisco Catalyst 6500 Series lO Gigabit Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module (NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module Data Sheet 

• Cisco Catalyst 6500 Series IPSec VPN Services Module Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 

rR-:-:::-----os o • L. 
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Corporate Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

CISCO SYSTEMS -® 
European Headquarters 
Cisco Systems lnternational BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe .cisco .com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systerns, Inc. 
I 70 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel : 408 526-7660 
Fax: 408 527-0883 

_; 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web site at www.cisco . com/go/offices 

o 

o 

Argentina • Austra1 ia • Austria • Be1gium • Brazil • Bulgaria • Canada • Chile • C hina PRC • Colombia • Costa Rica • Croatia 
Czech Repub li c • Denmark • Dubai. UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hu.ngary • lndia • lndonesia • lreland 
Israe l • ltaly • Japan • Korea • Luxembourg • Malaysia • M exico • The Nether lands • New Zea land • Norway • Peru • Philippines • Po land 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia Scotland • Singapore • Slovakia • Slovenia • Sou th Africa • Spain • Sweden 
Switzerland • Taiwan • Tha il and • Turkey • Ukraine • United Kingdom • United State s • Venezuela • Vietnam • Z imb a bw e 
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Cisco Catalyst 6500 Series 

Gigabit Ethernet Modules 

The Cisco Catalyst® 6500 Series Switch-the premier modular multilayer 

switch-delivers secure converged services from the wiring closet to the core, to the 

data center, to the WAN edge. 

Designed to complement the many roles 

that the Cisco Catalyst 6500 Series plays in 

a network. Cisco Catalyst 6500 Series 

Gigabit Ethernet modules offer the broadest 

selection of media. densities, performance, 

interoperability, and chassis deployments 

for enterprises and service providers. These 

modules are ideal for gigabit to the 

desktop, gigabit uplinks, aggregation of 

high-density 10/100 interfaces, Metro 

Ethernet links; and backbone and 

high-speed server farm or data center 

connections. The Cisco Catalyst 6500 

Series Gigabit Ethernet modules offer the 

following features: 

• Flexible configurations for any 

deployment-Provide flexible port 

densities, media choices, and 

performance speeds for any deployment 

requirement 

• Choice of media and connector 

type-Available in multimode fiber or 

single-mode fiber using MT-RJ and 

modular GBIC and SFP optics 

supporting station-to-station distances 

up to 100 km 

Note: For information about 10/100/ 

1000 copper interface modules with 

auto-negotiation, see the Cisco Catalyst 

6500 Series 10/100 and 10/100/1000 

Ethernet Data Sheet 

• High port densities-From 8 up to 16 

ports per module, up to 256 ports per 

system 

• Scalable and predictable performance­

Provide a selection of switch fabric 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Classic interface 

modules), 256 Gbps bandwidth/30 

Mpps (CEF256 interface modules) , and 

256 Gbps bandwidth/210 Mpps 

(dCEF256 interface modules) 

• Operational consistency-Supported in 

ali Catalyst 6500 3-, 6-, 9-, and 13-slot 

chassis running Cisco lOS® Software 

and Cisco Catalyst Operating System 

Software; interoperable with ali other 

interfaces and services modules; and 

forward-compatible with ali Catalyst 

6500 supervisor engines 

• Maximum network uptime and 

resiliency-Support Cisco enhanced 

Per-Virtual LAN (VLAN) Spanning 

Tree Plus (PVST+) protocol, IEEE 

802.1w Rapid Spanning Tree Protocol 

(RSTP) and IEEE 802.1s Multiple 

Spanning Tree (MST) protocol, 

Per-VLAN Rapid Spanning Tree 

(PVRST) protocol, Hot Standby Router 

Protocol (HSRP), Virtual Router 

Redundancy Protocol (VRRP), Cisco 

EtherChannel®, and IEEE 802.3ad link 

aggregation for fault-tolerant 

connectivity 
.............. ~-::om··~~.~ .. -----. 
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Gigabit Ethernet Applications 

Gigabit Ethernet interface modules are used in distribution and core layers, and in data-center applications (Table 1). 

Table 1 Cisco Catalyst 6500 Series Gigabit Interface Module Applications 

Interface Portsf Queue.» per Port 
Primary Module Connector/ (Tx = Transmit, 
Applications Product Number Class Interface Rx = Receive) 1 Buffer Size 

Data center and WS-X6816-GBIC dCEF256 16, GBIC Tx-1p2q2t 512 KB per port 
server farm Rx-1p1q4t 

Data center and WS-X6516A-GBIC CEF256 16, GBIC Tx-1p2q2t 1MB per port 
server farm Rx-1 p1q4t 

Base server farm WS-X6408A-GBIC Classic 8, GBIC Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Base server farm WS-X6316-GE-TX Classic 16, RJ -45, 1000 Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Base server farm WS-X6516-GBIC1 CEF256 16, GBIC Tx-1p2q2t 512 KB per port 
Rx-1 p1q4t 

Base server farm WS-X6416-GBIC Classic 16, GBIC Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Base server farm WS-X6416-GE-MT Classic 16, MT-RJ, MM Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

1. Queues l.egend: 1p2q2t = 1 priority queue, 2 round robin queues, 2 thresho)ds 
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Gigabit Ethernet Interface Modules 

The Cisco Catalyst 6500 Classic, CEF256, and dCEF26 interface modules provide Glgablt Ethernet with a choice of 

speeds and forwarding rates. 

Classic Interface Modules 

Sulted for wirlng closet applications, Classic interface modules use the supervjsÕi- engthe for centralized Layer 2 and 

Layer 3 forwardlng, and forward packets up to 15 Mpps over a 32-Gbps shared. bus. 

Capable of operating in the same chassis with the Cisco Catalyst 6500 Serles Supervisor Engine lA, Supervisor 

Engine 2, and Supervisor Engine 720, Catalyst Classic interface modules do not support distributed forwarding and 

cannot be upgraded with a Distributed Forwarding Card (DFC). 

Table 2 provides more information about Catalyst Classic interface modules. 

CEF256 Interface Modules o 
Suited for distribution and core Iayers and for data-center and Web-hosting applications, CEF256 interface modules 

use the centralized CEF engine Iocated on the supervisor engine's policy feature card (PFC) and forward packets up 

to 30 Mpps over a dedicated 8-Gbps full-duplex switch fabric connection. 

Capable of operatlng In the same chassis wlth the Cisco Catalyst 6500 Serles Supervisor Engine lA, Supervisor 

Engine 2, and Supervisor Engine 720, CEF256 interface modules support distrlbuted forwarding when upgraded 

wlth a DFC (Table 2). 

Table 2 CEF256 Interface Module Distributed Forwarding Upgrade Requirements 

Supervisor Engine Switch Fabric Distributed Forwarding Card 

Supervisor Engine 2 
MSFC2/PFC2 

Separate switch fabric module (SFM) Requires WS-F6K-DFC upgrade 

Supervisor Engine 720 Supervisor Engine 720 integrates a 720 Gbps 
switch fabric 

Requires WS-F6K-DFC3 upgrade; will 
not interoperate with WS-F6K-DFC 

Note: A Supervisor Engine 720 and an SFM 
cannot occupy the same chassis 

dCEF256 Interface Modules o 
Suited for distrlbution and core Iayers, for data-center and Web-hosting applications, and for severa! 

hlgh-performance service provider applications, the dCEF256 interface modules use the dCEF engine and tables 

located on the interface module to perform ali forwarding. 

dCEF256 interface modules require a Cisco Catalyst 6500 Series Supervisor Engine 720 or a Supervisor Engine 2 

with a Multilayer Switch Feature Card 2 (MFSC2) and SFM. Supervisor Engine 720 requires a WS-F6K-DFC3 

upgrade; and Supervisor Engine 2-MFSC2 operates with the WS-F6K-DFC supplied with the dCEF256 interface 

module. 

Cisco Systems, Inc. 
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Table 3 Interface Module Class Comparison: Classic, CEF256, and dCEF256 

Feature Classic CEF256 dCEF256 

Perfonnance maximum -- •· 15 30 .i 210 
(Mpps) 

Forwarding engine/ Centralized CEF Engine; Centralized CEF Engine; Distributed CEF Engine; 
location located on supervisor located on supervisor located on interface 

engine's PFCx engine's PFCx module's DFCx 

Supervisor engine Supervisor Engine 1A; Supervisor Engine 1A Supervisor Engine 2; 
supported Supervisor Engine 2; (15 Mpps maximum); Supervisor Engine 720 

Supervisor Engine 720 Supervisor Engine 2; 

c 
';. r l -

Supervisor Engine 720 

DFC modules integrated/ Not supported Nane integrated; upgrade DFC integrated; DFC3 
upgrade requirements with WS-F6K-DFC3 for field upgrade (requires 

Supervisor Engine 720 or Supervisor Engine 720) 
upgrade with WS-F6K-DFC 
for Supervisor Engine 
2-MSFC2 

Fabric connections 32 Gbps shared Single 8-Gbps channel Dual 8-Gbps full-duplex 

bus connection connection to switch fabric serial channel connections 
(on Supervisor Engine 1A, (on Supervisor Engine 720 to switch fabric 

Supervisor Engine 2, and or Supervisor Engine (on Supervisor Engine 720 
Supervisor Engine 720) 2-MSFC2 with SFM) or Supervisor Engine 

and 32-Gbps shared bus 2-MSFC2 with SFM) 
connection 

Slot requirements Can occupy any slot Can occupy any slot Can occupy any slot in 
in any chassis in any chassis any Cisco Catalyst 6503, 

6506, 6509, 6509-NEB, or 
6509-NEB-A chassis, or any 
Cisco 7603, 7606, 7609, or 
OSR-7609 chassis; can only 
occupy slots 9 through 13 
in a 6513, or 7613 chassis 

o Receive queue structure 1 p1 q4t 1p1q4t 1 p1 q4t 

Transmit queue structure 1 p2q2t 1 p2q2t 1 p2q2t 

Scheduler Weighted Round Robin WRR WRR 
(WRR) 

Buffer size 512 KB 512KBor1MB 512 KB 
(WS-X6516a) 

Legend: 1 p2q2t = one strict priority queue, two round-robin queues, and two different thresholds 

' ...... . .. .....,"'~-au~-..,..----........ 
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Cisco Catalyst Classic Gigabit Ethernet Copper Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst Classic 

copper interface modules provide line-rate Gigablt Ethernet forwarding with the following operational advantages: 

Forwarding architecture--Use centralized CEF forwarding 

Forwarding performance--Forward packets up to 15 Mpps per system 

Fabric connection-Provide a 32-Gbps shared bus connection 

Supervisor engine--Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements--None; can occupy any slot in any Cisco Catalyst 6500 Series chassis 

o 
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Cisco Catalyst Classic Gigabit Ethernet Optical Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst Classic 

optical interface modules provide line-rate Gigabit Ethernet forwarding with the following operational advantages: 

Forwarding architecture-Use centralized CEF forwarding 

Forwarding performance-Forward packets up to 15 Mpps per system 

Optics-Supports hot-pluggable gigabit interface converters (GBICs) 

Fabric_ connection-Provide a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements--Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Table 5 Classic Gigabit Ethernet Optical Interface Modules 

Transceiver Ports/lnterface/ Port Density/ Maximum Distance/ 
Product Type Connectors Chassis Model Cable Type 

WS-X6408A-GBIC GBIC 8 ports; 
1000BASE-SX, 
-LX/LH, ·ZX; SC 

WS-X6416-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6416-GE-MT MT-RJ 16 ports; 
1000BASE-SX; 
MT-RJ 

Figure 2 

Classic Gigabit Ethernet Optical Interface Modules 
WS-X6416·GE-MT 

96 ports (Cisco Catalyst 6513); 550 m : 1000BASE-SX 
64 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m : 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 

i"'"'....,_.......,T.......__AC.I..'&I•-~--
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Cisco Catalyst CEF256 Gigabit Ethernet Optical Interface Modules 

Designed for data center and server fann applications, Cisco Catalyst CEF256 optical interface modules provide 

line-rate Gigabit Ethemet forwarding with the following operational advantages: 

Forwarding architecture--Uses the central CEF engine located on the supervisor engine 
- ' 

Forwarding performance--Forwards packets up to 30 Mpps per system and,Üp_to 15' Mpps per slot if upgraded to 

support distributed forwarding 

Optics-Supports hot-pluggable GBICs 

Fabric connection-Connects to the switch fabric using one 8-Gbps full-duplex connection and the 32-Gbps 

shared bus 

Supervisor engine--Works with Supervisor Engine lA. Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--Optional; upgrade is required only to perform distributed forwarding: requir:o 

WS-F6K-DFC3 upgrade to operate with Supervisor Engine 720; requires a WS-F6K-DFC upgrade and an SFM 

operate with Supervisor Engine 2-MFSC2 

Slot requirements-Can occupy any slot in any Catalyst 6500 Series chassis 

Port densities-192 ports: Catalyst 6513 chassis; 128 ports: Catalyst 6509 chassis 

Note: Supervisor Engine 720 communicates with a CEF256 interface module in 256-Gbps mode. Supervisor 

Engine 720 and SFM cannot operate in the same chassis. 

Table 6 CEF256 Gigabit Ethernet Optical Interface Modules 

Transceiver Portsllnterfacel Port Densityl Maximum Distancel 
Product Type · Connectors Chassis Model Cable Type 

WS-X6516-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6516A-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

Figure 3 

CEF256 Gigabit Ethernet Optical Interface Modules 
WS-X6516A-GBIC 

Cisco Systems. Inc. 

192 ports (Cisco Catalyst 6513); 550 m : 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Cisco C•t•lyst dCEF256 Gig•bit Ethernet Optic•l lnterf•ce Modules 

Designed for distribution and core Iayers and for data-center and Web-hosting applications, Cisco Catalyst dCEF256 

optical interface modules provide line-rate Gigabit Ethernet forwarding with the following operational advantages: 

Forwarding architecture-Use the dCEF engine and dCEF tables located on the interface module -- •·· 
Forwarding performance-Forward packets up to 24 Mpps per slot when Ínterface modules have dual-fabric 

connections 

Optícs-Support hot-pluggable GBICs over single-mode fiber 

Fabric connection-Connect using dual 8-Gbps full-duplex serial channel connections to fabric on a Supervisor 

Engine 720 or a SFM 

Supervisor engine-Work with Supervisor Engine 2 with a SFM or Supervisor Engine 720 

Distributed forwarding-Include a DFC when operating with Supervisor Engine 2 or a DFC3 when operating with 

Supervisor Engine 720 

Slot requirements--Can occupy any slot in any Cisco Catalyst 6500 Series chassis except the 6513 chassis where they 

must be installed in slots 9 through 13 (the only slots on the chassis with dual fabric connections) 

Table 7 dCEF256 Gigabit Ethernet Optical Interface Modules 

Transceiver Ports/lnterfacel Port Densityl Maximum Distancel 
Product Type Connectors Chassis Model Cable Type 

WS-X6816-GBIC 

Figure 4 

GBIC 16 ports; 
1000BASE-SX,­
LX/LH, -ZX; SC 

dCEF256 Gigabit Ethernet Optical Interface Modules 
WS-X6816-GBIC 

90 ports (Cisco Catalyst 6513); 
128 ports (Cisco Catalyst 6509) 

550 m: 1000BASE-SX 
10 km: LX/LH 
100 km: ZX 

.--.. -....,~-.:--~ 
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Interface Distances 

Table 8 summarizes the Interfaces and distances supported by ali the Gigabit Ethernet modules in the Cisco Catalyst 

6500 Series. 

Table 8 Interfaces and Distances Supported by Gigabit Ethernet M odules in_the Cisco Catalyst 6500 Series 

62.5um 
umMM MM 50umMM 50umMM 9/10um 

lnterface/Fiber 160/500 200/500 400/400 500/500 Singre Dispersion Category 
Module Core 62.5 MHzookm MH&·km MHz·km MHz·km Moda Shifted SUTP 

WS-X6416-GE-MT MT-RJ 220m 275m 500m 550m 

WS-X6408-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6408A-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6416-GBIC 1000BASE-SX 220m 275m 500m 550m r-, 
WS-X6516-GBIC 1000BASE-SX 220m 275m 500m 550m \._ 

WS-X6816-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6408A-GBIC 1000BASE-LX/LH 550m 550m 550 m 550m 10km 

WS-X6416-GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10km 

WS-X6516-GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10km 

WS-X6816-GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10km 

WS-X6408-GBIC 1000BASE-ZX 70km 100km 

WS-X6408A-GBIC 1000BASE-ZX 70km 100km 

WS-X6416-GBIC 1000BASE-ZX 70 km 100km 

WS-X6516-GBIC 1000BASE-ZX 70km 100km 

WS-X6816-GBIC 1000BASE-ZX 70 km 100km 

WS-X6316-GE-TX RJ-45 100m 

o 

Cisco Systems. Inc. 
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Ordering lnformation 

Table 9 provides part number information for Catalyst 6500 Series chassis. 

Table 9 Catalyst 6500 Series Chassis Part Numbers 

Product Number Description 

WS-X6316-GE-TX 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
RJ-45 

WS-X6408-GBIC 8-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
requires GBICs 

WS-X6408A-GBIC 8-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches 
with enhanced QoS; requires GBICs 

WS-X6416-GBIC 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
requires GBICs 

WS-X6416-GE-MT 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
MT-RJ 

WS-X6516-GBIC 16-port CEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with single fabric channel interface; requires GBICs; upgradable to support distributed 
forwarding through the addition of the distributed forwarding daughter card (WS-F6K-DFC) 

WS-F6K-DFC Distributed forwarding daughter card for CEF26 interface modules 

WS-X6816-GBIC 16-port dCEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with dual fabric channel interfaces and distributed forwarding; requires GBICs 

WS-X6816A-GBIC 16-port dCEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with dual fabric channel interfaces and distributed forwarding; requires GBICs 

GLC-SX-MM 1000BASE-SX SFP (multimode only) Dual LC connector 

GLC-SX-MM= 1000BASE-SX SFP (multimode only) spare Dual LC connector 

GLC-LH-SM 1000BASE-LX SFP (single mode only) Dual LC connector 

GLC-ZX-SM 1000BASE-ZX SFP (single mode only) Dual LC connector 

WS-G5484 1000BASE-SX SX GBIC (multimode only) 

WS-G5485 1000BASE-LX/LH LH GBIC (single mode or multimode) 

WS-G5487 1000BASE-ZX ZX GBIC (single mode only) 

Specifications 

Standard Protocols 

• IEEE 802. ld, IEEE 802.lp, IEEE 802.lq, IEEE 802.ls, IEEE 802.1 w, IEEE 802.3x, IEEE 802.3z. IEEE 802.3ab, 

and IEEE 802.3ad, 

• lOOOBASE-X (GBIC), lOOOBASE-SX, lOOOBASE-LX/LH, lOOOBASE-ZX, CWDM 

Physical Specification 

• Occupies one slot in the Cisco Catalyst 6500 Series chassis 

• Dimensions (H x W x D) : 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) __ 
~ ~-----...- -
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Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 10 to 90% , noncondensing 

Operating altitude: -60 to 4000 m 
d 

Mean time between failure (MTBF) : seven years for system configuration 

Safety Compliance 

Cisco Catalyst 6500 Series Gigabit Ethernet interface modules, when installed in a system, comply with the following 

compliance and safety standards: 

• UL 1950 

• CSA C22.2 No.950 

• EN 60950 

• EN 60825-1 

• lEC 60950 

• lEC 60825-1 

• TS 001 

• CE marking 

• AS/NZS 3260 

• 21CFR1040 

EMC Compliance 

Cisco Catalyst 6500 Series Gigabit Ethernet modules, when installed in a system, comply with the following 

EMI standards: 

• FCC Part 15 (CFR 47) Class A 

• VCCI 

• EN55022 

• EN55024 

• CISPR 22 

• CE marking 

• AS/NZS 3548 

Network Management 

• ETHERLIKE-MIB (RFC 1643) 

• IF-MIB (RFC 1573) 

· ·.; Bridge MIB (RFC 1493) 

• CISCO-STACK-MIB 

• CISCO-VTP-MIB 

• CISCO-CDP-MIB 

Cisco Systems. Inc. 
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• RMON MIB (RFC 1757) 

• CISCO-PAGP-MIB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-VLAN-BRIDGE-MIB 

• CISCO-VLAN-MEMBERSHIP-MIB 

• ENTITY-MIB (RFC 2037) 

• HC-RMON 

• RFC 1213-MIB (MIB-11) 

• SMON-MIB 

Maximum Station-to-Station Cabling Distance 

• 1000BASE-SX: 62.5 um multimode fiber: up to 275m 

• 1000BASE-SX: 50 um multimode fiber: up to 550 m 

• 1000BASE-LX: 62.5 um multimode fiber: up to 550 m 

• 1000BASE-LX: 50 um multimode fiber: up to 550 m 

• 1000BASE-LX: 9/10 um single-mode fiber: up to 5 km 1 

• 1000BASE-LH: 62.5 um multimode fiber: up to 550 m 

• lOOOBASE-LH: 50 um multimode fiber: up to 550 m 

• 1000BASE-LH: 9/10 um single-mode fiber: up to 10 km 

• 1000BASE-ZX: 9/10 um single-mode fiber: up to 70 km 

• 1000BASE-ZX: disposition shifted fiber: up to 100 km 

• 1000BASE-T: Category 5 cable: up to 100m 

• 10/100/1000BASE-T: Category 5 cable: up to 100m 

lndicators and Interfaces 

• Status: green (operational); red (faulty) ; orange (module booting or running diagnostics) 

• Link good: green (port active); orange (disabled); off (not active or not connected); blinking orange 

(failed diagnostic and disabled) 

• 1000BASE-SX: GBIC (female, multimode) 

• lOOOBASE-LX!LH: GBIC (female, multimode) 

• lOOOBASE-LXILH: GBIC (female, single mode) 

• 1000BASE-ZX: GBIC (female, single mode) 

• lOOOBASE-ZX: GBIC (female, dispersion shifted) 

• 1000BASE-SX: MT-Rj (female, multimode) 

• lOOOBASE-T: Rj-45 

10/100/100BASE-T: Rj-45 

I. Cisco IOOOBASE-LX/LH interfaces fully comply with the IEEE 802.3z IOOOBASE-LX standard. However, their higher quality a llows them to reach 
I O km over single-mode fiber versus the 5 km specified in the standard . 

-~0---- ~-o 
Cisco Systems. lnc. 1 i\ S n° 03/ ' l ·5 _ '" ,'/ -

Ali contents are Copyright © 1992- 2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy S ta 'fe~~tw1J • OR _ • · 
Page 13of14 ; 1,11 O ~E.O ~ t 

~ _

1

i_Fis: 5 4 5 1~ I I 1 3 6 9 7 
} Ôo;: I 
'------=------------- r 

-.. -~- --·--



' ' ' ·' 9} \' \ 
\DO Te~hnical Support Services 

' , ~ethet your company is a large organization, a commercial 
, I 

' business, or a servlce provlder, Cisco is committed to maximizing 
,/ 

·-- The return on your network investment. Cisco offers a portfolio o f 

technical support services to help ensure that your Cisco products 

operate efficiently, remain highly avallable, and benefit from the 

most up-to-date system software. 

The Cisco Technical Support Servlces organization offers the 

following features, providing network investment protection and 

minimal downtime for systems running mission-critical 

applications: 

• Provldes Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software 

updates and upgrades as an ongoing integral part of your 

network operations, not merely a remedy when a failure or 

problem occurs 

• Makes Cisco technical knowledge and resources available to you 

on demand 

• Augments the resources of your technical staff to increase 

productivity 

• Complements remote technical support with onsite hardware 

replacement 

Cisco Technical Support Servlces include: 

• Cisco SMARTnet™ support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software 

Application Support and Software Application Support plus 

Upgrades 

For more information, vlsit: 

1111 p:l/www.ciscu . cuJIIien/U S/pruducts/svcs/ps~0~4 / 

serv _ca legury _ llunle .llllld 

Additional Cisco Catalyst 6500 Series lnformation 

Visit this link for to view the following data sheets: 

llllp ://www.ciscu.cuJIVCJl/ US/pruduclsillwiswitclles/ps70H/ 

pruduCls_dala_sllccls_ l isr .illllll 

• Cisco Catalyst 6500 Series Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA/Supervisor 

Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet 

Data Sheet 

• Cisco Catalyst 6500 Series 1 0-Gigabit Ethernet Interface 

Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module (CSM) 

Data Sheet 

Cisco Catalyst 6500 Series Firewall Services Module Data O 
• Cisco Catalyst 6500 Series Network Application Module 

(NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module 

Data Sheet 

• Cisco Catalyst 6500 Series IPsec!VPN Services Module 

Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 
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Cisco Catalyst 6500 Series 
10/100 and 10/100/1000 Ethernet Interface Modules 

.i 

As Cisco's premier modular multilayer switch, the 'catalyst® 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center, to 
the WAN edge. 

The Cisco Catalyst® 6500 Series provides 

the broadest selection of 10/100 and 10/ 

100/1000 Ethernet media, inline power 

options, densities, performance, 

interoperability, and chassis deployments. 

Equally suited for basic wiring closets, 

small campus distribution/core layers, and 

high performance data centers, Catalyst 

6500 10/100 and 10/100/1000Mbps 

modules scale from 16-ports up to 

576-ports in a single Catalyst 6500 chassis. 

Catalyst 6500 10/100 and 10/100/ 

lOOOMbps modules feature include: 

• Proven and widely deployed Cisco 

AVVID wiring closet 

solution-Establish the Cisco Catalyst 

6500 Series as the most widely deployed 

IP telephony port -enabled campus 

switch platform 

• Choice of media and connector 

types-Available in copper unshielded 

twisted-pair (UTP), shielded 

twisted-palr (STP) using RJ-45 or 

RJ-21, multimode fiber (62.5/125 

micron), and single-mode fiber using 

MT-RJ lOOFX and 10FL 

• IP phone and wireless access point 

support-Support inline power field 

upgrade (copper only), NIC/Phone 

auto-detection (phone discovery), and 

voice VLANs 

• Simplified network operation with cable 

fault detection-Test cabling using Time 

Domain Reflectometer (TDR) that 

sends signals down the cable to identify 

faults in each twisted pair (available for 

10/100/1000 copper 

• Range o f port densities-Available with 

16 up to 48 ports per module; with up 

to 576 10/100/lOOOBase-TX ports, 288 

ports of 100-Base-FX, or lOBASE-FL 

(per 13-slot chassis configured with 12 

interface modules) 

• Scalable and predictable performance­

Provide a selection of switch fabric 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Ciassic interface 

modules), 256 Gbps bandwidth/30 

Mpps (CEF256 interface modules) and 

256 Gbps bandwidth/210 

Mpps(dCEF256 interface modules) 

• IEEE 802.3 triple-speed 

autonegotiation-AIIow switches to 

negotiate speed (10, 100, and now 1000 

Mbps) and duplex mode (half or full) 

with attached devices 

• Superior traffi.c management­

Available with large 1-MB-per-interface 

buffers and up to 8 transmit queues for 

traffi.c prloritization and policing 
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• Operational consistency-Supported in ali Catalyst 6500 3-, 6-, 9-, and 13-slot chassis running Cisco lOS® 

Software and Cisco Catalyst Operating System Software; interoperable with ali other interfaces and services 

modules: and forward-compatible with ali Catalyst 6500 supervisor engines 

• Maximum network uptime and resiliency-Support Cisco enhanced Per-Virtual LAN (VLAN) Spanning Tree 

Plus (PVST +) protocol, IEEE 802.1 w Rapid Spanning Tree Protocol (RSTP) and IEEE 802.1s Multi pie Spanning 

Tree (MST) pro toco!, Per-VLAN Rapid Spanning Tree (PVRST) protocol, lfõTStantlby Router Protocol (HSRP), 

Virtual Router Redundancy Protocol (VRRP), Cisco EtherChannel®, and IEEE 802.3ad link aggregation for 

fault- tolerant connectivity 

• Extensive management tools-Support CiscoWorks network management platform; Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3; and four Remote Monitoring (RMON) groups (statistics, 

history, alarms, and events) 

The newest members o f the Cisco Catalyst 6500 Series 10/100/1000 product family-the Classic interface module 

WS-X6148-GE-TX and the CEF256 interface module WS-X6548-GE-TX-provide 10/100/1000 Gigabit netwQ 

access using standard RJ-45 connectors (Figure 1). 

Figure 1 

Cisco Catalyst 6500 Series 48·Port RJ·45 10/100/1000 Ethernet Interface Modules 
WS-X6148-GE-TX 

WS-X6548-GE-TX 
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Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Applications 

Ethemet and Fast Ethemet 10/100 and 10/100/1000 interface modules are used In both wiring closet and data center 

applications (Figure 2; Table 1). 

Table 1 Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Copper lnterfaca.Moc:t~,Jie Applications 
~ 

Interface Ports/ lnline 
Primary Product Module Connectorl Power 
Applications Number Class Interface Support1 

Data Center and WS·X6516·GE·TX CEF256 16, RJ·-15, No 
Server Farm 10"100/1000 

Server Farm WS·X6548·RJ·45 CEF256 48, RJ-45, 10/100 No 

Server Farm WS-X6548-RJ·21 CEF256 48, RJ-21, 10/100 No 

Premier Wiring WS·X6548V-GE-TX CEF256, Not 48, RJ-45, Both 
Closet Upgradable to dCEF 10/100/1000 

Premier Wiring WS-X6548·GE·TX CEF256, Not 48, RJ-45, Both, Upgr 
Closet Upgradable to dCEF 10/10011000 

Wiring Closet WS·X6148V·GE·TX Classic 48, RJ -45, Both 
10/100/1000 

Wiring Closet WS·X6148-GE·TX Classic 48, RJ-45, Both, Upgr 
10/100/1000 

Base Wiring Closet WS-X61 48·RJ45V Classic 48, RJ-45, Both 
10/100/1000 

Base Wiring Closet WS-X6148·RJ21V Classic 48, RJ-21, 10/100 Both 

Base Wiring Closet WS-X6148·RJ·45 Classic 48, RJ-45, 10/100 Both, Upgr 

Base Wiring Closet WS·X6148·RJ·21 Classic 48, RJ -21, 10/100 Both, Upgr 

Base Wiring Closet WS·X6348·RJ45V Classic 48, RJ-45, 10/100 Cisco 

Base Wiring Closet WS-X6348·RJ21V Classic 48, RJ -21, 10/100 Cisco 

1. lnline Power Legend: 
Both =Cisco inline power (available now) and IEEE 802.3af (via future field upgradable daughter card) 
Cisco = Cisco inline power only 
Upgr = shipped as data only but upgradable to the inline power type specified 
No= inline power not supported 

2. Queues Legend: lp7q8t = 1 priority queue, 7 round robin queues, 8 thresholds 

Queues per Port 
(Tx = Transmit, Buffer 
Rx = Receive)2 Size 

Tx-1 p2q2T. 512 KB per port 
R>:-1p1qH 

Tx-1p3q1t, 1MB perport 
Rx-1p1q0t 

Tx-1p3q1t, 1 MBperport 
Rx-1p1q0t 

Tx-1p2q2t (per 8 ports), 1 MB per 8 ports 
Rx-1 p2t (per port) 

Tx·' lp3q1t, 1 MB per 8 ports 
R>: .. 1p1q4t 

Tx-1p2q2t, 1 MB per 8 ports 
Rx-1q2t 

Tx-1p2q2t, 1 MB per 8 ports 
Rx-1q2t 

Tx-2q2t, 1 28 KB per port 
Rx-1q4t 

Tx-2q2t, 1 28 KB per port 
Rx-1q4t 

Tx-2q2t, 1 28 KB per port 
Rx-1q4t 

Tx-2q2t, 128 KB per port 
Rx-1q4t 

Tx 2q2t, 1 28 KB per port 
Rx 1q4t 

Tx 2q2t, 1 28 KB per port 
Rx 1q4t 
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Table 2 Cisco Catalyst 6500 Series 100FX and 10FL Fiber Interface Module Applications 

Ports/ Queues per Port 
Primary Product Interface Connectors/ (Tx = Transmit, 
Applications Number Module Class Interface Media Rx = Receive)1 Buffers 

Access, WS-X6524-100FX-MM CEF256, 24, MM MT-RJ, _.=,. Tx~1. p3q1t, 1MB per 
Server Fann Upgradable to 100FX .. Rx1p1q0t port 

dCEF 

Access, WS-X6324-100FX-MM Classic 24, MM. MT-RJ, Tx 2q2t, 128 KB 
Server Fann 100FX Rx 1q4t per port 

Access, WS-X6324-100FX-SM Classic 24, SM MT-RJ, Tx 2q2t, 128 KB 
Server Fann 100FX Rx 1q4t per port 

Access WS-X6024-10FL:MT Classic 24, MM MT-RJ, Tx 2q2t, 64 KBper 
10FL Rx 1q4t port 

1. Queues legend: 1 p3q1t = 1 pnonty queue, 3 round robin queues, 1 threshold 

o 

Cisco Systems, Inc. 
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Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Interface Modules with 

Cisco lnline Power 

The Cisco Catalyst 6500 Series delivered the first 10/100BASE-T Ethemet switchlng modules that provided inline 

power for converged data and voice traffic. Cisco Catalyst Classic interface modules support voice functionality on 

each interface port, allowing customers to build campus multiservice data aiJfr.Voicenetworks for wiring closets with 

the following features: 

• Inline power-Provides 48-volt DC power (for Cisco Inline Power and IEEE 802.3af standard inline power when 

it becomes available} over standard Category 5 unshielded twisted-pair (UTP) cable up to 100 meters for IP 

phones and wireless access points 

• Phone discovery-Detects the presence of an IP phone and supplies _inline power automatically 

• Auxiliary VLAN using 802.1Q-Segments IP phones and data endpoints into separate logical networks 

automatically 

• AutoQoS 

Cisco Catalyst lnline Power and IEEE 802.3af lnline Power 

The Inline Power feature gives network administrators centralized power control. It works over existing Category 5 

UTP installations and helps to ensure that building power outages will not affect network telephony connections, 

providing greater network availability-when Cisco Catalyst 6500 Series switches are configured with 

uninterruptible power supply (UPS) systems. 

10/100 and 10/100/1000 Ethemet interface modules shipping today support the Cisco Inline Power feature or 

support the IEEE 802.3af standard, or both, allowing 802.3af capability to be added !ater through an upgrade. The 

Cisco Catalyst Inline Power feature implementation passes the required domestic and lnternational safety regulations 

and compliance measures. 

Phone Discovery 

The Cisco phone discovery feature eases network management burdens by automating the Inline Power feature. With 

phone discovery, the Cisco Catalyst switch detects the presence of an IP phone and supplies inline power 

automatically, eliminating the need to manually enable ports for inline power. The phone discovery mechanism is 

intelligent enough to differentiate between an IP phone anda network Interface card (NIC), and will not supply inline 

power to NICs or other devices not designed to use inline power. With this feature, network administrators can 

depend on automatic and centralized contrai of inline power that is safe to deploy and maintain. 

Auxiliary VLAN 

The unique Auxiliary VLAN feature offered by Cisco provides automatic VLAN configuration for IP phones. lt 

places phones into their own VLANs automatically, simplifying the task of overlaying a voice topology onto a data 

network. It allows network administrators to easily segment phones in to separate logical networks, even though the 

data and voice infrastructure is physically the same-greatly simplifying the task of managing a multiservice network 

and identifying and troubleshooting network problems. 

The Auxiliary VLAN feature maintains VLAN assignments, even when phones are moved to new locations. When a 

user plugs a phone into the switch, the switch provides the phone with the necessary VLAN information. 

-· .. ·---2-~----..J' 
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AutoQoS 

Network administrators can assign IP phones to separate IP subnets and VLANs to allow separate quality of service 

(QoS) or security policies for IP phones. By deploying AutoQoS that configures QoS on voice ports automatically, 

the administrative task of configuring QoS to establish end-to-end traffic prioritization is greatly simplified. 

-
Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Modujes 

Two classes ofCisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet interface modules-Ciassic and CEF256 

-provide a choice o f speeds and forwarding rates (Table 4). 

Classic 10/100 and 10/100/1000 Interface Modules 

Suited for wiring closet applications, Classic 10/100 and 10/100/1000 modules use the supervisor's centralized 

forwarding engine for Layer 3 forwarding, and forward packets up to 15 Mpps. 

Capable of operating in the same chassis with Supervisor Engine lA, Supervisor Engine 2, and Supervisor Engio 

720, Classic Series modules do not support distributed forwarding and cannot be upgraded with a Distributed 

Forwarding Card (DFC) . 

CEF256 10/100 and 10/100/1000 Interface Modules 

Suited for premier wlring closet, distribution and core layers, data-center, and Web-hosting applications, CEF256 10/ 

100 and 10/100/1000 interface modules use the centralized CEF engine located on the supervisor engine's policy 

feature card (PFC) and forward packets up to 30 Mpps. 

Capable of operating in the same chassis with Supervisor Engine lA, Supervisor Engine 2, and Supervisor Engine 

720, CEF256 interface modules can also support distributed forwarding (Table 2). 

Table 3 CEF256 10/100 and 10/100/1000 Switch Fabric DFC Upgrade Requirements 

Supervisor Engine Switch Fabric DFC 

Supervisor Engine 2 
MSFC2/PFC2 

Supervisor Engine 
720 

Separate switch fabric module (SFM) 

Supervisor Engine 720 contains a switch 
fabric 

Cisco Systems, Inc. 

Requires WS-F6K-DFC upgrade 

Requires WS-F6K-DFC3 upgrade; will not work 
with WS-F6K-DFC3, or WS-F6K-DFC 

Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Sta tement. 
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Table 4 provides a comparison of the interface module classes available for 10/100 and 10/100/1000 Ethernet 

interface modules. 

Table 4 Classic and CEF256 10/100 and 10/100/1000 Interface Module Comparison 

Feature Classic Interface Modules CEF256 Interface ModLi:es 

Performance/ 32 Gbps; 15 Mpps per system 256 Gbps; Up to 30 Mpps per system (15 Mpps per slot for slots 
Forwarding upgraded with DFC to support distributed forwarding) 
Rate {Mpps) 

Forwarding Supervisor engine CPU makes Centralized CEF engine located on supervisor's PFCx daughter 
Engine forwarding decision card makes forwarding decision upgradeable to dCEF switching 
Architecture with optional WS-F6K-DFC or WS-F6K-DFC3 

Supervisor Supervisor Engine 1 A, Supervisor Engine 1A, 
Engine Supervisor Engine 2, Supervisor Engine 2, 
Supported Supervisor Engine 720 Supervisor Engine 720 

DFC Upgrade Not supported None integrated; Supervisor Engine 2-WS-F6K-DFC upgrade; 
Requirements SupervisorEngine 720---WS-F6K-DFC3 upgrade 

Fabric 32 Gbps shared bus connection Single 8-Gbps channel connection to switch fabric 
Connections (on Supervisor Engine1A, [on Supervisor Engine 720 or Supervisor Engine 2-MSFC2 

Supervisor Engine 2, and with Switch Fabric Module (SFM)) and 32-Gbps shared bus 
Supervisor Engine 720) connection 

Slot Can occupy any slot in any Can occupy any slot in any chassis 
Requirements chassis 

Scheduler Weighted Round Robin (WRR) WRR 

Cisco Systems. Inc. ) -~~·ÕS rf o3;2üu5 --~ 
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Cisco Catalyst Classic 10/100/1000 Voice Interface Modules 

Suited for wiring closet applications, Cisco Catalyst Classic 10/100/1000 voice interface modules {Table 5) provide 

access to the desktop through standard RJ-45 connectors with the following operational advantages: 

Forwarding architecture-Centra!ized CEF forwarding 

Forwarding performance-Forward packets up to 15 Mpps per system 

Fabric connection-Provide a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Time Domain Reflectometer (TDR)-Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmit queue structure-lp2q2t = 1 strict priority queue, 2 round robin queues, 2 thresholds 

Receive queue structure-lq2t = 1 round robin queue, 2 thresholds 

o 
Table 5 Classic 10/100/1000 Voice Interface Modules 

Maximum lnline Power for 
Ports/lnterface/ Port Density/ Distance/ Voice Availability/ 

Product Connectors Chassis Model Cable Type Upgrade Capability 

WS-X6148-GE-TX 48-port;10/100/ 
1000BASE-TX; RJ-45 

WS-X6148V-GE-TX 48-port; 10/100/ 
1000BASE-TX; RJ-45 

Figure 2 

Classic 10/100/1000 Voice Interface Modules 
WS·X6148V·GE·TX 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

Cisco Systems. Inc. 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

Cisco lnline Power; 
upgradable to 802.3af 

Cisco lnline Power; 
upgradable to 802 .3af 

o 
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Suited for wiring closet applications, Cisco Catalyst CEF256 10/100/1000 voice interface modules provide access to 

the desktop through standard RJ-45 connectors and line-rate 10/100/1000 Ethernet forwarding (Table 6) with the 

following operational advantages: 

Forwarding architecture--Use the central CEF engine located on the supervf~~ en@ne 

Forwarding performance--Forward packets up to 30 Mpps per system and up to 15 Mpps per slot if upgraded to 

support distributed forwarding 

F abri c connection-Connect to the switch fabric through one 8-Gbps connection and the 32-Gbps shared bus 

Supervisor engine--Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine720 

Distributed forwarding upgrade--Optional; upgrade is required only to perform distributed forwarding; requires a 

WS-F6K-DFC3 upgrade to operate with a Supervisor Engine 720; requires a WS-F6K-DFC upgrade to operate with 

a Supervisor Engine2/MFSC2 and a Switch Fabric Module 

Slot requirements--Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Time Domain Reflectometer (TDR}-Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmit queue structure--1p2q2t = 1 priority queue, 2 round robin queues, 1 threshold 

Receive queue structure--1q2t = 1 round robin queue, 2 thresholds 

Table 6 CEF256 10/100/1000 Voice Interface Modules 

Maximum lnline Power for 
Portsflnterfacef Port Densityf Distancef Cable Voice Availabilityf 

Product Connectors Chassis Model Type Upgrade Capability 

WS-X6548-GE-TX 

Figure 3 

48-port; 
10/100/1000BASE-TX; 
RJ-45 

CEF256 10/100/1000 Voice Interface Modules 
WS-X6548-GE-TX 

576 ports 
(Cisco Catalyst 6513) ; 
384 ports 
(Cisco Catalyst 6509) 

100 meters; 
Category 5 cable 

Cisco lnline Power; 
upgradable to 802 .3af 
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I r-<QS no U3 r>(· 
C1 sco Systems Inc. · ' L JUS - ~~·~ 

Ali contents are Copynght © 1992- 2003 Ctsco Systems. Inc. Ali n~hts reserved. lmportant No~1ce and Privacy Statel1}&tP M/ • ) R R E IJJ ~ '-
Page 9 or 21 l . f's I 

'o ~ - 3 6 9 7 ,. r o~..o . 
'"---... ----.. ::::. -



Cisco Catalyst Classic 10/100 Copper Voice Modules 

Designed for deployment in wiring closets, high-density Cisco Catalyst Classic 10/100 interface modules come with 

a selection of inline power capabilities and provide line-rate 10/100 Ethemet forwarding with the following 

operational advantages: 

• Voice-ready modules with Cisco Inline Power and upgradabie to 802.3af-~ilable in 48-port R]-45 and R]-21 

configurations (WS-X6148-R]45V and WS-X6148-R]21V) 
_; 

• Voice-ready modules with Cisco Inline Power and not upgradable to 802.3af-Available in 48-port R]-45 and 

R]-21 configurations (WS-X6348-R]45V and WS-X6348-R]21 V) 

• Voice-capable modules upgradable to Cisco lnline Power ar 802.3af-Available in 48-port R]-45 and 

R]-21configurations (WS-X6148-R]-45 and WS-X6148-R]-21) 

Note: These modules are designed to fully support future upgrades to the IEEE 802.3af inline power standard 

currently underway, providing maximum investment protection. Q 
Forwarding architecture-Use centralized CEF forwarding 

Forwarding perfonnance-Forwards packets up to 15 Mpps per system 

Fabric connection-Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Transmit queue structure-2q2t = two round robin queues and two thresholds 

Receive queue structure-1q4t = one round robin queue and four thresholds 

o 

Cisco Systems. Inc. 
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Table 7 Classic 10/100 Copper Voice Interface Modules 

Portsllnterfacel 
Product Connectors 

WS-X6148-RJ45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6148-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6348-RJ45V 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6348-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6148-RJ-45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6148-RJ-21 48-port; 
10/100BASE-TX; 
RJ-21 

Figure 4 

Classic 10/100 Copper Voice Interface Modules 
WS-X6148-RJ45 

VWS-X6148-RJ21V 

Maximum 
Port Densityl DistanceiCable 
Chassis Modell Type 

-
576 ports 100 meJers; •· 
(Cisco Catalyst 6513); Category 5'cable 
384 ports 
(Cisco Catalyst 6509) 

576 ports 100 meters; 
(Cisco Catalyst 6513); Category 5 cable 
384 ports 
(Cisco Catalyst 6509) 

576 ports 100 meters; 
(Cisco Catalyst 6513); Category 5 cable 
384 ports 
(Cisco Catalyst 6509) 

576 ports 100 meters; 
(Cisco Catalyst 6513); Category 5 cable 
384 ports 
(Cisco Catalyst 6509) 

576 ports 100 meters; 
(Cisco Catalyst 6513); Category 5 cable 
384 ports 
(Cisco Catalyst 6509) 

576 ports 100 meters; 
(Cisco Catalyst 6513); Category 5 cable 
384 ports 
(Cisco Catalyst 6509) 

· . ~: ~;;:~· :: ' 
\.-•• :::~~- • • . >:-:;:·.:: ~: .':' 
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lnline Power for Voice 
Availabilityl 
Capability 

Cisco lnline Power; 
upgradable to 802.3af 

Cisco lnline Power; 
upgradable to 802.3af 

Cisco lnline Power; 
cannot upgrade to 
802.3af 

Cisco lnline Power; 
cannot upgrade to 
802.3af 

None provided; can 
upgrade to Cisco lnline 
Power ar 802.3af 

Nane provided; can 
upgrade to Cisco lnline 
Power ar 802.3af 
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Cisco Catalyst CEF256 10/100 Copper Modules 

Designed for small campus distribution and core layers and for data-center and Web-hosting applications where 

voice capability is not required, Cisco Catalyst CEF256 twisted-pair interface modules provide line-rate 10/100 

Ethernet forwarding with the following operational advantages: 
- . 

Forwarding architecture-Use the central CEF engine located on the supervl~.r engine 

Forwarding performance-Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distributed forwarding 

Fabric connection-Connect to the switch fabric using a single 8-Gbps switch fabric channel and a 32-Gbps 

shared bus 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Engine 

2/ MFSC2 and an SFM 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Transmit queue structure-1p3qlt = 1 priority queue, 3 round robin queues, 1 threshold 

Receive queue structure-lplq4t = 1 priority queue, 1 round robin queue, 4 thresholds 

Table 8 CEF256 Copper 10/100 Interface Modules 

Portsllnterfacef Maximum Distancef 
Product Connectors Port DensityfChassis Model Cable Type 

WS-X6548-RJ-45 

WS-X6548-RJ-21 

48-port; 10/100BASE-TX; 
RJ-45 

48-port; 10/100BASE-TX; 
RJ-21 

576 ports (Cisco Catalyst 6513); 384 
ports (Cisco Catalyst 6509) 

576 ports (Cisco Catalyst 6513); 384 
ports (Cisco Catalyst 6509) 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

r--- L 
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Figure 5 shows high-density Cisco Catalyst CEF256 copper Interface modules deslgned for distribution and core 

Iayers. 

Figure 5 

CEF256 Copper 10/100 Interface Modules 
WS-X6548-RJ-45 

WS-X6548-RJ-21 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 14 of 21 

o 

o 



c 

Catalyst Classic 100FX and 10FL Fiber Interface Modules 

Designed for deployment in wiring closets where optical interfaces are required, the Cisco Catalyst Classic fiber 

interface modules provide 10/100 Ethemet forwarding with the following operational advantages: 

Forwarding architecture-Use centralized CEF forwarding 

Forwarding performance-Forward packets up to 15 Mpps per system 

Fabric connection-Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements---Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Transmit queue structure-2q2t = 2 round robin queues, 2 thresholds 

Receive queue structure-lq4t = 1 round robin queue, 4 thresholds 

Note: No inline power support for voice is available for lOOFX/lOFL fiber modules. 

Table 9 Classic 100FX/10FL Fiber Interface Modules 

Portsl Interface[ 
Product Connectors Port DensityiChassis Model Maximum DistanceiCable Type 

WS-X6324-100FX-MM 

WS-X6324-100FX-SM 

WS-X6024-10FL-MT 

Figure 6 

24-port; 
100BASE-FX; 
MT-RJ 

24-port; 
100BASE-FX; 
MT-RJ 

24-port; 10FL; 
MT-RJ 

Classic 100FX/10FLFiber Interface Modules 
WS-X6024-10FI:MT 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

,_,.. ., ,..r .. ,,... _. ,...._._..,.. __ ,.,,.,..,. _,...__ 
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Cisco Catalyst CEF256 100FX Fiber Modules 

Designed for small campus distribution and core layers and for data-center and Web-hosting applications, Cisco 

Catalyst dCEF256 fiber interface modules provide line-rate lOOFX Ethemet fmwarding with the following 

operational advantages: 

Forwarding architecture-Use the central CEF engine located on the supervi~onmgine 

Forwarding performance-Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distributed forwarding 

Fabric connection-Connect to the switch fabric using one 8-Gbps connection and the 32-Gbps shared bus 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Eno 

2/MFSC2 and a Switch Fabric Module 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Transmit queue structure-1 p3q 1 t = 1 priority queue, 3 round robin queues, 1 threshold 

Receive queue structure-lplq2t = 1 priority queue, 1 round robin queue, 2 thresholds 

Note: No inline power support for voice ls available for lOOFX fiber modules. 

Table 10 CEF256 100FX Fiber Interface Modules 

Portsllnterface/ 
Product Connectors Port Density/Chassis Model Maximum Distance/Cable Type 

WS-X6524-100FX-MM 

Figure 7 

24-port; 
100BASE-FX; 
MT-RJ 

CEF256 100FX Fiber Interface Modules 
WS-X6524-100FX-MM 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

Cisco Systems. Inc. 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

o 
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Ordering lnformation 

Table 11 provides part number information for Catalyst 6500 Series 10/100 and 100/1000 Ethernet interface 

modules. 

Table 11 Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface Modtlles •· 

Product Number Description 

WS-X6024-10FL-MT Catalyst 6500 24-port 10FL Classic interface module, multimode fiber, MT-RJ 

WS-X6148-GE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; field-upgradable to 
support Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-VGE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; with Cisco lnline Power 
through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ-21 Catalyst 6500 48-port 10/100 RJ-21 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6148-RJ-45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-X6348-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6348-RJ45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to provi de 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6348-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-F6K-VPWR= lnline power daughter card to support Cisco lnline Power for Cisco Catalyst 6500 Series 
switches 

WS-X6324-100FX-MM Catalyst 6500 24-port 100FX Classic interface module, multimode fiber, MT-RJ 

WS-X6324-100FX-SM Catalyst 6500 24-port, 100FX Classic interface module, single-mode fiber, MT-RJ, with 
enhanced QoS 

WS-X6548-RJ-45 Catalyst 6500 48-port, CEF256 10/100 RJ-45 interface module; field-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
(WS-F6K-DFC= or DFC3) 

WS-X6548-RJ-21 Catalyst 6500 48~port, CEF256 10/100 RJ-21 interface module; field-upgradable to support 
distributed forwarding with the addition o f the Distributed Forwarding daughter card 
(WS-F6K-DFC= or DFC3) 

WS-X6524-100FX-MM Catalyst 6500 24-port, CEF256 100FX interface module; field-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
(WS-F6K-DFC= or DFC3) 

WS-F6K-DFC= Distributed forwarding daughter card for interface modules running with Supervisor 
Engine 2 and a Switch Fabric Module 

WS-F6K-DFC3= Distributed forwarding daughter card for CEF256, dCEF256, and dCEF720 interface 
modules running with Supervisor Engine 720 

C1sco Systems. Inc. : i~QS~~7l)'j~~·~;-:-~ 
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Ordering lnformation-DFC Daughter Cards 

Table 12 provides part number information for Catalyst 6500 Series 10/100 and 100/1000 Ethernet interface 

modules. 

Table 12 Catalyst 6500 Series 10/100 and 100/1000 Distributed Forwarding C~rds 

Part Number Description 

WS-FGK-OFC Oistributed forwarding card 

WS-F6K-OFC= Oistributed forwarding card, spare 

MEM-OFC-256MB 256-MB ORAM option for OFC 

MEM-OFC-256MB= 256-MB ORAM spare option for OFC 

MEM-DFC-512MB 512-MB ORAM option for OFC 

MEM-DFC-512MB= 512-MB ORAM spare option for OFC 

Specifications 

Standard Network Protocols 

• Ethernet: IEEE 802.3, lO BASE-T 

• Fast Ethernet: IEEE 802.3, 100BASE-TX, and 100BASE-FX 

• Gigablt Ethernet: 1000BASE-TX 

q 

• IEEE 802.1d, IEEE 802.1p, IEEE 802.1q, IEEE 802.1s, IEEE 802.1w, IEEE 802.3x, IEEE 802.3z, IEEE 802.3ab, 

IEEE 802.3ad 

Physical Specification 

• Occupies one slot in a Cisco Catalyst 6500 Series chassis 

• Dimensions (H x W x D): 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) 

Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F {-40 to 75 C) 
o 

• Relative humidity: 10 to 90%, noncondensing 

• Operating altitude: -60 to 4000 m 

Safety Compliance 

• UL 1950 

• CSA-C22.2 No. 950 

• EN 60950 

• IEC 950 

• AS/NZS 3260 

• IEC 825 

Cisco Systems, Inc. 
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• EN 60825 

• 21CFR1040 

EMC Compliance 

• FCC Part 15 (CFR 47) Class A 

• VCCI Class A with UTP, Class B with STP 

• EN55022 Class A with UTP, Class B with STP 

• CISPR 22 Class A with UTP, Class B with STP 

• CE marking 

• AS/NZS 3548 Class A with UTP, Class B with STP 

Network Management 

• ETHERLIKE-MIB (RFC 1643) 

• IF-MIB (RFC 1573) 

• Bridge MIB (RFC 1493) 

• CISCO-STACK-MIB 

• CISCO-VTP-MIB 

• CISCO-CDP-MIB 

• RMON MIB (RFC 1757) 

• CISCO-PAGP-MIB 

• CISCO-STP-Extensions-MIB 

• CISCO-VLAN-Bridge-MIB 

• CISCO-VLAN-Membership-MIB 

• CISCO-UDLDP-MIB 

• CISCO-ENTITY-FRU-CONTROL-MIB 

• CISCO-COPS-CLIENT-MIB 

• ENTITY-MIB (RFC 2037) 

• HC-RMON 

• RFC1213-MIB (MIB-11) 

• SMON-MIB 

lnline Power Specifications 

• Output power per port: 48V DC power 

• Pin assignment: 1, 2, 3, 6 

Maximum Station-to-Station Cabling Distance 

• 10/100BASE-TX, 100BASE-TX Fast Ethemet, and 10/100/1000: Category 5, Se, and 6 UTP: 328ft. (100m), 

100-ohm STP: 328ft. (100m) ; half or full duplex 

• 100BASE-FX Fast Ethernet: 62.5/125-micron multimode fiber: 400-m half duplex, 2-~~~~~~~ / 

I RQS no 03!2UU5 _ :::~:--· · 
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• 100BASE-FX Fast Ethemet: 8/125-micron single-mode fiber: 10-krn half or full duplex 

• 10BASE-FL Ethemet: 62.5/125-micron multimode fiber: 2-km half or full duplex 

• Maximum power: off (maximum power condition not reached); on (maximum power condition reached; no 

more phones will receive inline power from this module) 

lndicators and Interfaces 

• Status: green (operational); red (faulty) ; orange (module booting or running diagnostics) 

• Link good: green (port active); orange (disabled); off (not active or not connected); blinking orange (failed 

diagnostic and disabled) 

• 10/100/1000: Rj-45 (female) 

• 10/100BASE-TX and 100BASE-TX: RJ-45 (female) 

• 100BASE-FX: MT-RJ (female, multimode) 

• 100BASE-FX: MT-RJ (female, single mode) o 
• 10BASE-FL: MT-RJ (female, multimode) 

Cisco Technical Support Services 

Whether your company is a large organization, a commercial business, or a service provider, Cisco is committed to 

maximizing the retum on your network investment. Cisco offers a portfolio of technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following features , providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• C reates a proactive support environment with software updates and upgrades as an ongoing integral parto f your 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources of your technical staff to increase productivity 

• Complements remote technical support with onsite hardware replacement 

Cisco Technical Support Services include: o 
• Cisco SMARTnet™ support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information, visit: 

h trp ://www.cisco. co 1 n/en/US/prod ucts/svcs/ps30 34/se rv _c a tegory _ ho me. h t ml 

Additional Cisco Catalyst 6500 Series lnformation 

Visit this link for to view the following data sheets: 

Cisco Systems. Inc. 
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http://www.cisco.com/en/US/products/hw/switches/ps708/ 

products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor 

Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethemet Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series 10 Gigabit Ethemet Interface 

Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modu~ oW 
Data Sheet ._ t_.,. , 

• Cisco Catalyst 6500 Series Content Services Modui~·.(CSM) 
' · 

Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module 

(NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module 

Data Sheet 

• Cisco Catalyst 6500 Series IPSec/VPN Services Module 

Data Sheet 

• Cisco Catalyst 6500 Serles ·SSL Services Module Data Sheet 

CISCO SYSTEMS 
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Note 
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Configuring EtherChannel 

This chapter describes how to use the command-line interface (CLI) to configure EtherChannel on the 
Catalyst 6500 series switches. The configuration tasks in this chapter apply to Ethernet, Fast Ethernet, 
and Gigabit Ethernet switching modules and the uplink ports on the supervisor engine. 

For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Command Reference publication. 

This chapter consists o f these sections: 

Undcrstand ing How EthcrChannc l Work s, pagc ó-1 

Undcrstanding Eth crChannc l Framc Di stri huti on. pagc ó-2 

Port Aggrcgation Co ntrol Protocol and Link A ggrcgat ion Co ntrol Protoco l , pagc ó-2 

EthcrChanncl Conti gurati on Cluidclin cs. pi!gc ó- :1 

Unctcrstancting thc Port Aggrcga ti on Prot oco l, pagc ó-5 

• Configuring EthcrChann cl Us ing PAg P. pagc 6- 7 

U nd crstanding thc Link Aggrcga ti on Contrn l Prot ocn l. pagc (1-1 2 

• Cn nligurin g EthcrCh;11m c l (J, ing l. ACP. pagc (1 -1 4 

Note You can use the commands in the following sections on ali Ethernet ports in the Catalyst 6500 series 
switches. 

Understanding How EtherChannel Works 

78-14924-01 

~ .. 

EtherChannel aggregates the bandwidth ofup to eight compatibly configured ports into a single logical 
link. A Catalyst 6500 series switch supports a maximum of 128 EtherChannels. Ali Ethernet ports on ali 
modules, including those on a standby supervisor engine, support EtherChannel with no requirement that 
ports be contiguous or on the same module. Ali ports in each EtherChannel must be the same speed. 

Note With software releases 6.3( I) and I ater, due to the port ID handling by the spanning tree feature, the 
maximum supported number o f EtherChannels is 126 for a 6- o r 9-slot chassis and 63 for a 13-slot 
chassis. 

6500 Series Software 
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~- Note The network device to which a Catalyst 6500 series switch is connected may impose its own limits on 

the number o f ports in an EtherChannel. 

I f a link within an EtherChannel fails, traffic previously carried over the failed link switches to the 
remaining links within the EtherChannel. Inbound broadcast and multicast packets on one link in an 
EtherChannel are blocked from retuming on any other link o f the EtherChannel. 

You can configure EtherChannels as trunks. After a channel is formed, configuring any port in the 
channel as a trunk applies the configuration to ali ports in the channel. Identically configured trunk ports 
can be configured as an EtherChannel. d -

Understanding EtherChannel Frame Distribution 

~ ... 

EtherChannel distributes frames across the links in a channel by reducing part o f the binary pattern 
formed from the addresses in the frame to a numerical value that selects one ofthe links in the channel. 

EtherChannel frame distribution is based on a Cisco-proprietary hashing algorithm. The algorithm is o 
deterministic; given the same addresses and session information, you always hash to the same port in th 
channel, preventing out-of-order packet delivery. 

The address may be a source, a destination, ora combination oftwo IP addresses, two MAC addresses, 
or two TCP/UDP port numbers depending on the policy adopted through the ip, ma c, or session options 
ofthe set port channel ali distribution command. See the ··c onliguring [thcrChann c l Load 13al ancin g" 
secti on on pagc 6-1 I for detailed information. 

Note The set port channel ali distribution session command is supported on Supervisor Engine 2 oniy. 

EtherChannei frame distribution is not configurable on ali supervisor engines. Enter the show module 
command on a supervisor engine to determine ifEtherChannei frame distribution is configurable on your 
switch. Ifthe dispiay shows the "Sub-Type" to be "L2 Switching Engine I WS-F6020," then 
EtherChannei frame distribution is not configurable on your Catalyst 6500 series switch; the switch uses 
source and destination Media Access Contrai (MAC) addresses . 

EtherChannei frame distribution is configurable with ali other switching engines. The default is to use 
source and destination IP addresses . 

Port Aggregation Control Protocol and Link Aggregation ControlO 
Protocol 

Port Aggregation Contrai Protocol (PAgP) and Link Aggregation Contrai Protocoi (LACP) are two 
different protocols that allow ports with similar characteristics to form a channei through dynamic 
negotiation with adjoining switches. PAgP is a Cisco-proprietary protocoi that can be run oniy on Cisco 
switches and those switches reie'ased by licensed vendors . LACP, which is defined in IEEE 802.3ad, 
allows Cisco switches to manage Ethemet channeling with devices that conform to the 802.3ad 
specification. 

Note MAC address notification settings are ignored on PAgP and LACP EtherChannel ports . 

Catalyst 6500 S&ies Software Configuration Guide-Release 7.4 
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To use PAgP, see the "U ndcrstanding thc Port Aggrcgation rrotocol .. scction on pagc 6-5. To use LACP, 
see the " Unclcrstanding thc Link Aggrcgation Co ntrol Protocol .. scction on pagc 6-12. 

EtherChannel Configuration Guidelines 

~A 
Note 

I f improperly configured, some EtherChannel ports are disabled automatically to avoid network loops 
and other problems. Follow these guidelines to avoid configuration problems. 

Except where specifically differentiated, these guidelines apply to both PAgP and LACP. 

These sections provide EtherChannel configuration guidelines: 

• Ci llidcl in cs fo r Por1 Conlig11ralinn. pagc f,-_1 

• G llidclin cs for VU\N :1 nd Tr11nk Confi gma lion. pagc (,-4 

[ lhcrChannc l lnl cra clin n \\'i lh Olhcr Fcatmcs. pagc (,-4 

Guidelines for Port Configuration 

78-14924-01 

Follow these port configuration guidelines: 

• You can have a maximum of eight compatibly configured ports per EtherChannel; the ports do not 
have to be contiguous or on the same module. 

~A 
Note To configure the EtherChannel across different modules, you must put the ports in the 

same administrative group using the set port channel port_list admin_group command. 

• Ali ports in an EtherChannel must use the same protocol; you cannot run two protocols on one 
module. 

• PAgP and LACP are not compatible; both ends of a channel must use the same protocol. 

~A 
Note Switches can be configured manually with PAgP on one side and LACP on the other side in 

the on mode. 

• You can change the protocol at any time, but this change causes ali existing EtherChannels to reset to the 
default channel mode for the new protocol. 

• Configure ali ports in an EtherChannel to operate at the same speed and duplex mode (full duplex 
only for LACP mode). 

• Enable ali ports in an EtherChannel. I f you disable a port in an EtherChannel, it is treated as a link 
failure and its traffic is transferred to one o f the remaining ports in the EtherChannel. 

• A port cannot belong to more than one channel group at the same time. 

• Ports with different port path costs, set by the set spantree portcost command, can form an 
EtherChannel as longas they are otherwise compatibly configured. Setting different port path costs 
does not, by itself, make ports incompatible for the formation of ari EtherChannel. 
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Chapter& Configuring EtherChannel 

• PAgP and LACP manage channels differently. When ali the ports in a channel get disabled, PAgP 
removes them from its internai channels list; show commands do not display the channel. With 
LACP, when ali the ports in a channel get disabled, LACP does not remove the channel; show 
commands continue to display the channel even though ali its ports are down. To determine i f a 
channel is actively sending and receiving traffic with LACP, use the show port command to see if 
the link is up or down. 

• LACP does not support half-duplex links. I f a port is in active/passive mode and becomes half 
duplex, the port is suspended (anda syslog message is generated). The port is shown as "connected" 
using the show port command and as "not connected" using the show spantree command. This 
discrepancy is because the port is physically connected but never joLned spanning tree . To get the 
port to join spanning tree, either set the duplex to full or set the chãnnel riiode to off for that port. 

With software releases 7.3(1) and !ater, LACP behavior for half-duplex links has changed and 
affected ports are no longer suspended. Instead o f suspending a port, LACP PDU transmission (i f 
any) is suppressed. I f the port is part of a channel, the port is detached from the channel but still 
functions as a nonchannel port. A syslog message is generated when this condition occurs. Normal 
LACP behavior is reenabled automatically when the link is set back to full duplex. 

Guidelines for VLAN and Trunk Configuration o 
Follow these VLAN and trunk-related guidelines: 

• Assign ali ports in an EtherChannel to the same VLAN, or configure them as trunk ports. 

• Ifyou configure the EtherChannel as a trunk, configure the same trunk mode on ali the ports in the 
EtherChannel. Configuring ports in an EtherChannel in different trunk modes can have unexpected 
results. 

• An EtherChannel supports the same allowed range ofVLANs on ali the ports in a trunking 
EtherChannel. I f the allowed range o f VLANs is not the same for a port list, the ports do not form 
an EtherChannel even when set to the auto or desirable mode with the set port channel command. 

• Do not configure the ports in an EtherChannel as dynamic VLAN ports. Doing so can adversely 
affect switch performance. 

• Ports with different VLAN cost configurations cannot form a channel. 

EtherChannellnteraction with Other Features 

Follow these guidelines associated with EtherChannel's interaction with other features: 

• An EtherChannel will not form with ports that have different GARP VLAN Registration Protocol o 
(GVRP), GARP Multicast Registration Protocol (GMRP), and QoS configurations. 

• An EtherChannel will not fórm with ports where the port security feature is enabled. You cannot 
enable the port security feature for ports in an EtherChannel. 

• An EtherChannel will not form i fone o f the ports is a SPAN destination port. 

• An EtherChannel will not form i f protocol filtering is set differently on the ports. 

• Cisco Discovery Protocol (CDP) runs on the physical port even after the port is added to a channel. 

• VLAN Trunking Protocol (VTP) and Dual Ring Protocol (DRiP) run on the channel. 

• During fast switchover to the standby supervisor engine, ali channeling.ports are cleared on its 
channeling configuration and state, and the links are pulled down temporarily to cause partner ports 
to reset. Ali ports are reset tp the nonchanneling state. 

78-14924-01 
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• Ports with different dotl q port types cannot forma channel. 

• Ports with different jumbo frame configuni:tions cannot form a channel. 

• Ports with different dynamic configurations cannot form a channel. 

• During high-availability switchover to the standby supervisor engine, ali channeling ports remain 
operational. Ports are reset only i f there are events missing during the switchover. 

Note With software releases 6.3( I) and !ater, a PAgP-configured EtherChannel is preserved even i f it contains 
only one port (this does not apply to LACP-configured EtherChanpêls). 11\ software releases prior to 
6.3(1 ), traffic was disrupted when you removed a 1-port channel from ·spanning tree and then added it to 
spanning tree as an individual port. 

~ .. 
Note With software releases 6.3( I) and !ater, due to the port ID handling by the spanning tree feature , the 

maximum number o f EtherChannels is 126 for a 6- o r 9-slot chassis and 63 for a 13-slot chassis. 

Understanding the Port Aggregation Protocol 

~ .. 
Note Use the information in these sections ifyou are configuring EtherChannel using PAgP. Ifyou are using 

LACP, see the ' ' Und c rs ta ndin g th c l.in~ /\ gg rcga ti on Co nt ro l Pro toco l" sccti o n o n pagc 6 -1 2. 

PAgP Modes 

These sections describe PAgP: 

PAgP Modcs. pagc 6-5 

PAg P Admini s tra ti vc G ro ups. pagc 6-(, 

P/\g P [ th c rC hil nn c i! Ds . pagc 6 - 7 

PAgP facilitates the automatic creation ofEtherChannels by exchanging packets between Ethemet ports. 
PAgP packets are exchanged only between ports in auto and desirable modes. Ports configured in on or 
offmode do not exchange PAgP packets. The protocolleams the capabilities ofport groups dynamically 
and informs the other ports. After PAgP identifies correctly matched EtherChannel links, it groups the 
ports into an EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

EtherChannel includes four user-configurable modes: on, off, auto, and desirable. Only auto and 
desirable are PAgP modes. You can modify the auto and desirable modes with the silent and non-silent 
keywords. By default, ports are in auto silent mode. 

·is-: 
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Tablc 6-1 describes the EtherCh~nnel modes available in PAgP. 

Tãble 6-1 EtherChannel Modes Available in PAgP 

Mode Description 

on Mode that forces the port to channel without PAgP. With the on mode, a usable 
EtherChannel exists only when a port group in on mode is connected to another port group 
in on mode. 

off Mode that prevents the port from channeling. 

auto PAgP mode that places a port into a passive negotiating stpre, in ~hich the port responds 
to PAgP packets it receives but does not initiate PAgP packef negotiation. (Default) 

desirable PAgP mode that places a port into an active negotiating state, in which the port initiates 
negotiations with other ports by sending PAgP packets. 

silent Keyword that is used with the auto or desirable mode when no traffic is expected from 
the other device to prevent the link from being reported to the Spanning Tree Protocol as 
down. (Default) 

non-silent Keyword that is used with the auto or desirable mode when traffic is expected from the 
other device. 

Both the auto and desirable modes allow ports to negotiate with connected ports to determine i f they 
can form an EtherChannel, based on criteria such as port speed, trunking state, and VLAN numbers. 

Ports can form an EtherChannel when they are in different PAgP modes as long as the modes are 
compatible. For example: 

A port in desirable mode can form an EtherChannel successfully with another port that is in 
desirable or auto mode. 

A port in auto mode can form an EtherChannel with another port in desirable mode. 

A port in auto mode cannot form an EtherChannel with another port that is also in auto mode, 
because neither port will initiate negotiation. 

o 

When configurable, EtherChannel frame distribution can use MAC addresses, IP addresses, and Layer 4 
port numbers . You can specify either the source or the destination address or both the source and 
destination addresses and Layer 4 port numbers . The mode you select applies to ali EtherChannels 
configured on the switch. Use the option that provides the greatest variety in your configuration. For 
example, i f the traffic on a channel is going to a single MAC address only, using source addresses, IP 
addresses, or Layer 4 port numbers as the basis for frame distribution may provide better frame 
distribution than selecting MAC 'addresses as the basis. o 

PAgP Administrative Groups 

Configuring an EtherChannel creates an administrative group, designated by an integer between I and 
I 024, to which the EtherChannel belongs. When an administrative group is created, you can assign an 
administrative group number or let the next available administrative group number be assigned 
automatically. Forming a channel without specifying an administrative group number creates a new 
automatically numbered administrative group. An administra tive group may contain a maximum o f eight 
ports. 

6500 Series Software Guide-Release 7.4 
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PAgP EtherChanneiiDs 

Each EtherChannel is automatically assigned a unique EtherChannel ID. Use the show channel group 
admin_group command to display the EtherChannel ID . 

Configuring EtherChannel Using PAgP 

~. 

These sections describe how to configure EtherChannel using PAgP7-

Spcc ifyi ng lhe E1hcrChann c l Prolocn l. p;tgc 6- 7 

• Conli gurin g an [ lh crC h;nlll c l. pa gc h-R 

Sc ttin g th c Fth c rChann c l Porl Mndc. pagc 6 -R 

Sc tling lh e Et hc rChann c l Po rl Palh Cost. pagc (,- R 

Sc tl ing th c Fth c rCh;tnn c l Vl. AN Cns t. pagc (, .<) 

• Conli g urin g EthcrC hann c l Lnad B;tl anc in g. pagc (,-JJ 

Di splayi ng r: th crChann c l Tra lli c Ulili 7.at ion. pagc (, - JJ 

Di spl ay in g O u1 gn ing Po rl s fo r a Spcc i li cd Addrcss o r Layc r 4 Po rt Numbcr. pagc (, . J2 

Di s;thlin g an EthcrC hann c l. pagc 6- 12 

Note Before you configure the EtherChannel, see the "' Eih crC hann c l Co nfi gurati on G uid c lincs·· scction o n 
p<tgc 6-.\. 

Specifying the EtherChannel Protocol 

~. 
Note The default protocol is PAgP. 

~. 
Note You can specify only one protocol , PAgP or LACP, per module. 

O To specify the EtherChannel protocol, perform this task in privileged mode: 

78-14924-01 

Task Command 

Specify the EtherChannel protocol. set channelprotocol [pagp IIacp] mod 

This example shows how to specify the PAgP protocol for module 3: 

Cons ole > (en able) set channelprotocol pagp 3 
Channeling pro t ocol s et t o PAGP for mod u le ( s ) 3 . 
Console > (enable ) 

=~~;.-,--UI-----·~~ 
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To configure EtherChannel on a group of Ethemet ports, perforrn this task in privileged mode: 

Task Command 

Configure the EtherChannel on the desired ports. set port channel mod/ports .. . [admin_group] 
set port channel mod/ports ... mode 
{ on I off I desirable I auto} [silent I non-silent] 

This example shows how to configure a seven-port EtherChannel in a new· administrative group: 

Console > (enable) set port channel 2/2-8 mode desirable 
Ports 2/2-8 left admin_group 1 . 
Ports 2/2-8 joined admin_group 2. 
Console> (enable) 

Setting the EtherChannel Port Mode 

To set a port's EtherChannel mode, perforrn this task in privileged mode: 

Task 

Set a port's EtherChannel mode. 

Command 

set port channel modlports ... [admin_group] 
set port channel mod/port mode 
{ on I off I desirable I auto} [silent I non-silent] 

This example shows how to set port 211 to auto mode: 

Console> (enable) set port channel 2/1 mode auto 
Ports 2/1 channel mode set to auto. 
Console > (enable) 

Setting the EtherChannel Port Path Cost 

o 

~ ... 
Note 
---~------

You accomplish this task using a global command that configures both LACP and PAgP. o 
The channel path cost is achieved by adjusting the port costs of each port belonging to the channel. If 
you do not specify the cost, it is updated based on the current port costs o f the channeling ports. You 
may address one channel or ali channels. 
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To set the EtherChannel port path cost, perform this task in privileged mode: 

Task Command 

Step 1 Use the administrative group number to display show channel group admin_group 
the EtherChannel ID. o r 

show Iacp-channel group admin_key 

Step Z Use the EtherChannel ID to set the EtherChannel set spantree ch~nnelcost { channel_id I ali} cost 

~ ... 
Note 

port path cost. 

When you enter the set spantree channelcost command, it does not appear in the configuration file. The 
command causes a "set spantree portcost" entry to be created for each port in the channel. See the 
··c nnfiguring thc PVST + Pnrt Cnst" ' section in Chaptcr R . .. Cnnfiguring Sp<!nn in g Trcc:· for information 
on using the set spantree portcost command. 

This example shows how to set the EtherChannel port path cost for channel ID 768: 

Console> (enable) show channe1 group 20 
Admin Port Status Channel Channel 
group Mede id 

20 
20 

Admin 
group 

20 
20 

----------
1/1 notconnect on 768 
1/2 connected on 768 

Port Device-ID 

1/1 
1/2 066510644(cat26-lnf(NET25)) 

Console> (enable) 

Port-ID 

2/1 

Console> (enable) set spantree channe1cost 768 12 
Port(s) 1/1,1/2 port path cost are updated to 31. 
Channel 768 cost is set to 12. 
Warning:channel cost may not be applicable if channel is broken. 
Console> (enable) 

Platform 

WS-C6009 

Setting the EtherChannel VLAN Cost 

78-14924-01 

~ ... 
Note You accomplish this task using a global command that configures both LACP and PAgP. 

The EtherChannel VLAN cost feature provides load balancing ofVLAN traffic across multiple channels 
configured with trunking. 

You enter the set spantree channelvlancost command to set the initial spanning tree costs for ali 
VLANs in the channel. The set spantree channelvlancost command provides an alternate cost for some 
ofthe VLANs in the channel (assuming you are trunking across the channel). This command allows you 
to have up to two different spanning tree costs assigned per channel; some VLANs in the channel can 
have the "vlancost" while the remaining VLANs in the channel have the "cost." 
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Step 1 

Step 2 

Step 3 

The set spantree channelvlancost command creates a "set spantree portvlancost" entry to the 
configuration file for each port in the channel. Once you have entered the set spantree channelvlancost 
command, you must enter the set spantree portvlancost command for at least one port in the channel, 
specifying the VLAN or VLANs that you want associated with each port. The following examples show 
what occurs when each command is entered: 

Console> (enable) set spantree channelvlancost 856 10 
Port(s) 3/47-48 vlan cost are updated to 16. 
Channel 856 vlancost is set to 10. 

The following commands are added to the configuration file : 

set spantree portvlancost 3/47 cost 16 

set spantree portvlancost 3/48 cost 16 

Now you have to add the desired VLANs to the above created commands by entering the following: 

Console> (enable) set spantree portvlancost 3/47 cost 16 1 - 1005 
Port 3/47 VLANs 1025-4094 have path cost 19. 
Port 3/47 VLANs 1-1005 have path cost 16 . 
Port 3/48 VLANs 1-1005 have path cost 16 . 

To set the EtherChannel VLAN cost, perform this task in privileged mode: 

Task Command 

Use the administrative group number to display 
the EtherChannel ID. 

show channel group admin_group 

o r 

show lacp-channel group admin_key 

Use the EtherChannel ID to set the EtherChannel set spantree channelvlancost channel_id cost 
VLAN cost. 

Configure the port cost for the desired VLANs on set spantree por tvlancost { mod/port} [ cost cost] 
each port. [vlan_list] 

This example shows how to set the EtherChannel VLAN cost for channel ID 856: 

Console> (enable) show channel group 22 
Admin Port Status Channel Channel 
group Mode id 

22 1/1 notconnect on 
22 1/2 connected on 

Admin Port Device-ID 
group 

1/1 

856 
856 

22 
2 2 1/2 066510644(cat26-lnf(NET25)) 

Console > (enable) 

Port-ID 

2/1 

Console > (enable) set spantree channe1v1ancost 856 10 
Port(s) 3/47-48 vlan cost are updated to 16. 
Channel 856 vlancost is set to 10 . 
Console > (enable) set spantree portvlancost 3/47 cost 16 1-1005 
Port 3/47 VLANs 1025-4094 have path cost 19. 
Port 3/47 VLANs 1-1005 have path cost 16 . 
Port 3/48 VLANs 1-1005 have path cost 16 . 
Console> (enable) 

Plat form 

WS - C6009 

o 

o 
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Configuring EtherChannel Load Balancing 

~ .. 

The load-balancing policy (frame distribution) can be based on a MAC address (Layer 2), an IP address 
(Layer 3), ora port number (Layer 4). These policies can be activated, respectively, by the mac, ip and 
session keywords. The load balancing can be based solely on the source address (source keyword), 
destination address (destination keyword), or both source and destination addresses (both keyword). 

I f a packet does not belong to a selected category, the next lower levei category is considered. I f the 
hardware cannot support the frame distribution method selected, a "Feature not supported" error 
message is displayed. -' -

To configure EtherChannel load balancing, perform this task in privileged mode: 

Task Command 

Configure EtherChannel load balancing. set port channel ali distribution { ip I ma c I session} 
[source I destination I both] 

Note The set port channel ali distribution session command option is supported on Supervisor Engine 2 
only. 

This example shows how to configure EtherChannel to use MAC source addresses: 

Console> (enable) set port channel all distribution mac source 
Channel distribution is set to mac source. 
Console> (enable) 

Displaying EtherChannel Traffic Utilization 

To display the traffic utilization on the EtherChannel ports, perform this task: 

Task Command 

Display traffic utilization. show channel traffic 

This example shows how to display traffic utilization on EtherChannel ports: 

Console> (enable) show channel traffic 
Chanid Port Rx-Ucst Tx-Ucst Rx-Mcst Tx-Mcst Rx-Bcst Tx-Bcst 

BOB 2/16 0.00% 0.00% 50.00% 75.75% 0.00% 0 . 00% 
808 2/17 0.00% 0.00% 50.00% 25.25% 0.00% 0 . 00% 
816 2/31 0.00% 0.00% 25.25% 50.50% 0.00% 0 . 00% 
816 2/32 0.00% 0.00% 75.75% 50.50% 0 . 00% 0.00% 

Console> (enable) 
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To display the outgoing port used in an EtherChannel for a specific address or Layer 4 port number, 
perform this task: 

Task 

Display the outgoing port for a specified 
address or Layer 4 port number. 

Command 

show channel hash channel_id src_ip_addr 
[dest_ip_addr] I dest_ip_address I src_mac_addr 
[dest_mac_addr] I dest_mac=-:zuldr ~src_port 
dest_port / dest_port ' 

This example shows how to display the outgoing port for the specified source and destination IP 
addresses: 

Console > (enable) show channe1 hash 808 172.20.32.10 172.20.32.66 
Selected channel por t : 2 / 17 
Console > (enable) 

Disabling an EtherChannel 

To disable an EtherChannel, perform this task in privileged mode: 

Task Command 

Disable an EtherChannel. set port channel modlport mode off 

This example shows how to disable an EtherChannel: 

Console > (enable) set port channe1 2/2-8 mede off 
Ports 2 /2-B channel mode set to off . 
Console > (enable ) 

Understanding the Link Aggregation Control Protocol 

tl .t'' I i. ,' 

~~ 
Note Use the information in these sections ifyou are configuring EtherChannel using LACP. Ifyou are usin 

PAgP, see the .. U illkrsta nd ing th .: Pu rt Agg rcga ti o n Pru toco l" scct io n o n pagc (J-5. 

This section contains the following descriptions : 

LI\ C I' Mu d es . pagc ll - 1 J 

L /\( ' I' l\ trall1 c tc rs. p~ t gc· h-1 :1 
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LACP Modes 
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You may manually turn on channeling by setting the port channel mode to on, and you may turn off 
channeling by setting the port channel mode to off. 

I f you want LACP to handle channeling, use the active and passive channel modes. To start automatic 
EtherChannel configuration with LACP, you need to configure at least one end ofthe link to active mode 
to initiate channeling, because ports in passive mode passively respond to initiation and never initiate 
the sending o f LACP packets. 

-
T<1 hl c h- 2 describes the EtherChannel modes available in LACP. , 

Tãble 6-2 EtherChannel Modes Available in LACP 

Mode Description 

on Mode that forces the port to channel without LACP. With the on mode, a usable 
EtherChannel exists only when a port group in on mode is connected to another port group 
in on mode. 

off 

passive 

active 

Mode that prevents the port from channeling. 

LACP mode that places a port in to a passive negotiating state, in which the port responds 
to LACP packets it receives but does not initiate LACP packet negotiation. (Default) 

LACP mode that places a port into an active negotiating state, in which the port initiates 
negotiations with other ports by sending LACP packets . 

LACP Parameters 

78-14924-01 

The parameters used in configuring LACP are as follows: 

• System priority 

Each switch running LACP must be assigned a system priority that can be specified automatically 
or through the CLI (see the "S pcc ify ing th c Systcm Priorit y" sccti on on pagc ó-1 5). The system 
priority is used with the switch MAC address to form the system ID and is also used during 
negotiation with other systems. 

• Port priority 

Each port in the switch must be assigned a port priority that can be specified automatically or 
through the CLI (see the "Spcc ify in g thc Port Pri nrit y" scc ti on on pa gc 6-1 5). The port priority is 
used with the port number to form the port identifier. The port priority is used to decide which ports 
should be put in standby mode when there is a hardware limitation that prevents ali compatible ports 
from aggregating. 

• Administrative key 

Each port in the switch must be assigned an administrative key value that can be specified 
automatically or through the CLI (see the "S pcc i í y in g :111 A dmi11i strati vc Kcy V:1 1u c " scc1 io 11 0 11 

p :11;!c h- 1 (> ). The ability of a port to aggregate with other ports is defined with the administra tive key. 
A port's ability to aggregate with other ports is determined by these factors : 

- Port physical characteristics, such as data rate, duplex capability, and point-to-point or shared 
medi um 

- Configuration constraints that you establish 
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When enabled, LACP always tries to configure the maximum number o f compatible ports in a channel, 
up to the maximum allowed by the hardware (eight ports). IfLACP is not able to aggregate ali the ports 
that are compatible (for example, the remote system might have more restrictive hardware limitations), 
then ali the ports that cannot be actively included in the channel are put in hot standby state and are used 
only i fone o f the channeled ports fails . 

You can configure different channels with ports that have been assigned the same administrative key. For 
example, if eight ports are assigned the same administra tive key, you may configure four ports in a 
channel using LACP active mode and the remaining four ports in a manually configured channel using 
the on mode. An administra tive key is meaningful only in the context ofthe switch that allocates it; there 
is no global significance to administrative key values. -

Configuring EtherChannel Using LACP 

~ .. 

These sections describe how to configure EtherChannel using LACP: 

Sp..:c il"y ing til..: [ til crC ilanncl Prut ucu l, pa g..: h-1 4 

Sp..:c ily in g til ..: Syst..: n1 l'ri c·r ty, pag..: h-15 

Spcc ily ing tilc Po rt Pri o rit :1. pag..: ú-1 5 

Sp..:cilyi ng an Admini str;.lli v..: Kcy Valu..: , pag ..: ô- 1 ô 

Chan gi ng til..: C hann..:l Mud..: , pa g..: 6-1 7 

Spcciry in g tile C ilan111.: l Path Cust, pag..: 6- 17 

Sp..:cily ing til..: C ilann..:l VL AN (\Jst, pag..: 6- 17 

Co nti gurin g C il ann..:l Load Balancin g, pag..: 6-1 7 

C kar ing LAC P Stati s ti cs , pag..: 6- l l\ 

Di splay ing Eth..:rChann..:l Traflic Ut il izati on, pag..: 6-1 8 

Di splay in g Out go ing Purt s ror a Sp..:c ilicd Addr..: ss or La y..:r 4 Port Num bc r, pag..: 6-1 8 

Disa bling an Eth..:rChanncl , pagc (J-1 <J 

Di spl ay in g Spannin g Tt·..: ..:-R ..: Iatcd lnrormati\ lll ror [ til..:rC ilann..:l s , pag..: Cl-1 <J 

Note Before you configure the EtherChannel, see the ··J.: thc rCilann..:l Cunli g urati un () uid ..: lincs" s..:L·t iu n un 
pa g..: ô-3. 

Specifying the EtherChannel Protocol 

~ .. 
Note The default protocol is PAgP. 

Note You can specify only one protocol, PAgP or LACP, per module. 
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To specify the EtherChannel protocol, perfonn this task in privileged mode: 

Task Command 

Specify the EtherChannel protocol. set channelprotocol [pagp llacp] mod 

This example shows how to specify the LACP protocol for modules 2 and 3: 

Console> (enable) set channelprotocol lacp 2,3 
Mod 2 is set to LACP protocol. 
Mod 3 is set to LACP protocol . 
Console> (enable) 

Use the show channelprotocol command to display the protocols for ali modules . 

Specifying the System Priority 

~ .. 
Note Although this command is a global option, the command applies only to modules on which LACP is enabled; 

it is ignored on modules running PAgP. 

The system priority value must be a number in the range of 1 through 65535, where higher numbers 
represent lower priority. The default priority is 32768. 

To specify the system priority, perfonn this task in privileged mode: 

Task Command 

Specify the system priority. set lacp-channel system-priority value 

This example shows how to specify the system priority as 20000: 

Console> (enable) set lacp-channel system-priority 20000 
LACP system priority is set to 20000 
Console> (enable) 

Use the show 1acp-channel sys-id command to display the LACP system ID and system priority. 

Specifying the Port Priority 

78-14924-01 

The port priority value must be a number in the range of 1 through 255, where higher numbers represent 
lower priority. The default priority is 128. 

To specify the port priority, perform this task in privileged mode: 

Task Command 

Specify the port priority. set port lacp-channel mod/ports port-priority 
value . 

I I ' 
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This example shows how to specify the port priority as I O for ports l/1 to l/4 and 2/6 to 2/8: 

Console> (enable) set port lacp-channel 1/1-4,2/6-8 port-priority 10 
Port(s) 1/1-4,2/6-8 port-priority set to 10 . 
Console> (enable) 

Use the show lacp-channel group admin_key info command to display the port priority. 

Specifying an Administrative Key V alue 

Note When the system or module configuration information stored in NVRAM is cleared, the administrative 
keys are assigned new values automatically. For modules, each group of four consecutive ports, 
beginning at the 1st, 5th, 9th and so on, are assigned a unique administrative key. Across the module, 
ports must have unique administrative keys. After NVRAM is cleared, the channel mode ofthe ports is 
set to "passive." 

You can specify an administra tive key value to a set o f ports or the system automatically selects a value 
i f you do not specify the parameter admin_key. In both cases, the admin_key value can range from o 
I through 1024. 

Ifyou choose a value for the administra tive key, and this value has already been used in the system, then 
ali the ports originally associated with the previously assigned admin_key value are moved to another 
automatically assigned value, and the modules and ports that you specified in the command are assigned 
the admin_key value that you specified. 

The maximum number o f ports to which an administrative key can be assigned is eight. 

The default mode for ali ports being assigned the administrative key is passive. However, ifthe channel 
was previously assigned a particular mo de (see the ··chang ing tht.: Channt.:l Modt.:" st.:ct iun on pagt.: 6-1 7), 
assigning the administrative key will not affect it,and the channel mode that you specified previously is 
maintained. 

To specify the administrative key value, perform this task in privileged mode: 

Task Command 

Specify the administrative key value. set port lacp-channel modlports [admin_key] 

This example shows how to assign ports 411 to 4/4 the same administra tive key, with the system picking 
its value automatically: O 
Console > (enable) set port lacp-channel 4/1-4 
Port(s) 4/1-4 are assigned to admin key 96. 
Console> (enable) 

This example shows how to assign ports 4/4 to 4/6 the administrative key 96 (you specify the 96). In this 
example, the administrative key was previously assigned to another group o f ports by the system (see 
the previous example): 

Console> (enable) set port 1acp-channe1 4/4-6 96 
Port(s) 4/1-3 are moved to admin key 97. 
Port(s) 4/4-6 are assigned to admin key 96. 
Console> (enable) 
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Configuring EtherCha~el Using LACP 

b~s 

This example shows the system response when more than eight ports are assigned the ~àrne . ~ , /
1 

administrative key value (the request is denied, and no ports are assigned administrative key,~_0 
Console > (enable) set port 1acp-port channe1 2/1-2,4/1-8 123 
No more than 8 ports can be assigned to an admin key. 
Console > (enable) 

Use the show lacp-channel group command to display administrative key values for ports. 

Changing the Channel Mode 
.i 

You can change the channel mode for a set ofports that were previously assigned the same administrative 
key (see the "S pcc il'y in g an 1\ dmini str:tti vc K cy Va luc" scc ti o n on pagc (, - I (, )_ 

To change the channel mode, perform this task in privileged mode: 

Task 

Change the channel mode. 

Command 

set port Iacp-channel mod/ports mode [ on I off I 
active I passive] 

This example shows how to change the channel mode for ports 4/1 and 4/6, setting it to on . The 
administrative key for ports 411 and 4/6 is unchanged. 

Console > (enable) set port 1acp-channe1 4/1,4/6 mode on 
Port(s ) 4 / 1 , 4 / 6 channel mode set to on . 
Console > (enable) 

Use the show Iacp-channel group admin_key command to display the channel mode for ports. 

Specifying the Channel Path Cost 

You can accomplish this task using a global command that configures both LACP and PAgP. For more 
information, see the "Sct tin g th c r'.th crC h:tnn c l l'n rt P:tth Cost'' scc ti o n on p ~gc 6-R. 

Specifying the Channel VLAN Cost 

You can accomplish this task using a global command that configures both LACP and PAgP. For more 
information, see the "Sc ttin g th c l ·:th crC h:tnn c l V I, /\N Cns t" scc ti on on pagc 6-9. 

Configuring Channel Load Balancing 

78-14924-01 

You can accomplish this task using a global command that configures both LACP and PAgP. For more 
information, see the --c ·nnli g 11 r i ng I 1 hn ( 'h;l lln c·l l .n:1d n :il :tn c 111g .. scc11nn n n p:tgc h- I I . 
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·,, ___ ___ _cléaring lACP Statistics 

To clear LACP statistics, perform this task in privileged mode: 

Task Command 

Clear LACP statistics. clear lacp-channel statistics 

This example shows how to clear LACP statistics: 

Console > (enable) c1ear 1acp-channe1 statistics 
LACP channel counters are cleared. 
Console> (enable) 

Displaying EtherChannel Traffic Utilization 

.i 

To display the traffic utilization on the EtherChannel ports, perform this task: 

Task Command 

Display traffic utilization. show lacp-channel traffic 

This example shows how to display traffic utilization on EtherChannel ports: 

Console> (enable) show 1acp-channe1 traffic 
Chanld Port Rx-Ucst Tx -Ucst Rx - Mcst Tx-Mcst Rx - Bcst Tx-Bcst 

808 2/16 0.00% 0.00% 50 . 00% 75.75% 0 . 00% 0 . 00% 
808 2/17 0 . 00% 0 . 00% 50 . 00% 25.25% 0 . 00% 0.00% 
816 2/31 0.00% 0 . 00% 25 . 25% 50 . 50% 0 . 00% 0 . 00% 
816 2/32 0 . 00% 0 . 00% 75 . 75% 50.50% 0.00% 0.00% 

Console> (enable) 

Displaying Outgoing Ports for a Specified Address or Layer 4 Port Number 

To display the outgoing port used in an EtherChannel for a specific address or Layer 4 port number, 
perform this task: 

Task 

Display the outgoing port for a specified 
address or Layer 4 port number. 

Command 

show lacp-channel hash channel_id src_ip_addr 
[dest_ip_addr] I dest_ip_address I src_mac_addr 
[dest_mac_addr] I des t_mac_addr I src_port 
dest_port / dest_port 

This example shows how to display the outgoing port for the specified source and destination IP 
addresses: 

Conso le > (enable ) show lacp-channe1 hash 808 172 . 20 . 32.10 172.20.32.66 
Selected channel port:2/17 
Console > (enable) 
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Disabling an EtherChannel 

To disable an EtherChannel, perform this task in privileged mode: 

Task Command 

Disable an EtherChanneL set port Iacp-channel modlport mode off 

This example shows how to disable an EtherChannel: 

Console> (enable) set port lacp-channel 2/2-8 mede off 
Port(s) 2/2-8 channel mede set to off. 
Console> (enable) 

Displaying Spanning T ree-Related lnformation for EtherChannels 

78-14924-01 

You can display the channel ID and the truncated port list for ali ports that are channeling. Ports that are 
not channeling are identified by their port number. 

To display spanning tree-related information for EtherChannels, perform this task: 

Task 

Display spanning-tree related 
information for EtherChannels . 

Command 

show spantree modlport 

These examples show how to display spanning tree-related information for EtherChannels: 

Console> show spantree 4/6 
Port Vlan Port-State 

4/6 
Console> 

1 

Console> show spantree 4/7 

not-connected 

Port Vlan Port-State 

4 / 7-8 
Console> 

1 blocking 

Cost Priority Portfast Channel_ id 

4 32 disabled O 

Cost Priority Portfast Channe l_id 

3 32 disabled 770 
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Configuring Content Switching 

This chapter describes how to configure content switching and contains these sections: 

• Configuring th e Single Subnet (Bridge) Mode, page 4-2 

• Contiguring the Secure (Router) Mode, page 4-4 

• Configuring Fault Tolerance, page 4-5 

• Confi guring HSRP, page 4-9 

Ali examples assume that the ip slb mode csm command has been entered as described in Chapter 3, 
"Configuring the Content Switching Module ." 
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• Configuring lhe Single Subnet (Bridge) Mode 
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Configuring the Single Subnet (Bridge) Mode 

o 

Note 

Note 

o 
Step 1 

Step2 

Step 3 

Step4 

Step5 

ln the single subnet (bridge) mode configuration, the client-side and server-side VLANs are on the same 
subnets . Figure 4-1 shows how the single subnet (bridge) mode configuration is set up. 

Figure 4-1 Single Subnet (Bridge) Mode Configuration 

Client 
workstation 

Gateway 
192.158.38.20 

Router A 

NAS / 
router 

Gateway 
192.158.38.21 

C1ient Services Gateway 

Client-side : Server-side 

192.158.38.10:192.158.39.10 . 

Vserver 1 CJ ~ 
192.158.38.30 i ~~ 

. 1 

! ----------------------
Content provider 

I 
Server A Server B "' "' ;i; 

--------------------- ~ 
Server Farm 1 

The addresses in Figure 4-1 refer to the steps in the following task table. 

You configure single subnet (bridge) mode by assigning the same lP address to the CSM client and server 
VLANs. 

To configure content switching for the single subnet (bridge) mode, perform this task: 

Command 

Router(config-module-csm)# 
database 

Router(vlan)# vlan 2 

Router(vlan)# vlan 3 

Router(vlan)# exit 

Router(config-module-csm)# 
client 

6500 Series Content 

vlan 

vlan 2 

Purpose 

Enters the VLAN mode 1
• 

Configures a client-side VLAN2. 

Configures a server-side VLAN. 

Exits to have the configuration take_ effect. 

Creates the client-side VLAN 2 and enters the SLB 
VLAN mode 1

• 
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Step 6 

Step 7 

StepS 

Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Command Purpose 

Router(config-slb-vlan-client)# ip Assigns the CSM IP address on VLAN 2. 
addr 192.158.38.10 255.255.255.0 

Router(config-slb-vlan-client)# Defines the client-side VLAN gateway to Router A. 
gateway 192.158.38.20 

Router(config-slb-vlan-client)# Defines the client-side VLAN gateway to Router B. 
gateway 192.158.38.21 

Router(config-slb-vserver)# vlan 3 Creates the server-side VLAN 3 and enters the SLB 
server VLAN mode. -
Router(config-slb-vlan-client)# ip Assigns the CSM IP addreSs on VLAN 3. 
addr 192.158 . 38.10 255.255.255.0 

Router(config-slb-vlan-client)# exit Exits the submode. 

Router(config-module-csm)# vserver C reates a virtual serve r and enters the SLB vserver mode. 
VIPl 

Router(config-slb-vserver)# virtual Creates a virtual IP address . 
192 . 158.38.30 tcp www 

Router(config-slb-vserver)# serverfarm Associates the virtual server with the server farm3
. 

farml 

Router(config-module-csm)# inservice Enables the server. 

I. Enter the exit command to leave a mode or submode. Enter the end command to retum to the menu's top levei. 

2. The no formo f this command restores the defaults. 

3. This step assumes that the server farm has already been configured. (See the "Configuring Server Farms" section on 
pagc 3-12.) 

Note Set the server's default routes to Router A's gateway (192.158.38.20) o r Router B 's gateway 
(192.158.38.21 ). 
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Configuring the Secure (Router) Mode 

o 

o 

In secure (router) mode, the client-side and server-side VLANs are on different subnets. Figure 4-2 
shows how the secure (router) mode configuration is set up. 

Figure 4-2 Secure (Router) Mode Confíguration 
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Note The addresses in Figure 4-2 refer to the steps in the following task table. 

To configure content switching in secure (router) mode, perform this task: 

Command Purpose 

Step 1 Router(config-module - csm)# vlan database Enters the VLAN mode 1
• 

Step2 Router(vlan)# vlan 2 Configures a client-side VLAN2
. 

Step 3 Router( v lan)# vlan 3 Configures a server-side VLAN. 

Step4 Router(vlan)# exit Exits to have the configuration take effect. 

Step 5 Rou ter( con fig - modu le - csm ) # vlan 2 client Creates the client-side VLAN 2 and enters the SLB 
VLAN mode. 

Step 6 Router(config - slb -vlan-cli e nt)# ip addr Assigns the CSM IP address on VLAN 2. 
192.158.38.10 255.255.255 . 0 

Step 7 Router(config-slb-vlan-client)# gateway Defines the client-side VLAN gateway to Router A. 
192 . 158.38.20 

Step8 Router(config-slb - vlan-client)# gateway Defines the client-side VLAN gateway to Router B. 
192 . 158.38.21 
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Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Note 
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Command Purpose -
Router(config - module-csm)# v 1a n 3 ser v er Creates the server-side VLAN 3 and enters the SLB 

VLAN mode. 

Router(config - slb-vlan-server)# i p add r Assigns the CSM IP address on VLAN 3. 
1 92 . 15 8 .3 9 .1 0 2 55 . 255 .2 55. 0 

Router(config-slb-vlan-server)# exi t Exits the submode. 

Router(config - module-csm)# v s erve r VIPl Creates a virtual server and enters the SLB vserver 
mo de . -

Router(config-slb-vserver)# vi r t ua l Creates a virtual IP addrtss. 
1 92. 158 . 38 . 30 t cp www 

Router(config -s lb-vserver)# s erve rfa rm Associates the virtual server with the server farm 3. 
farml 

Router(config-module-csm)# i n s ervice Enables the server. 

1. Enter the exit command to leave a mode or submode. Enter the cnd command to return to the menu's top levei. 

2. The no form o f this command restores the defaul ts . 

3. Th is step assumes that the server farm has already been configured. (See the "Configu ring Server Farms" section on 
r age 3-12.) 

Set the server's default routes to the CSM's IP address (I 92. 158 .39 .1 0). 

' \ , 

Configuring Fault T olerance 

Note 

o 
Note 

78·14574-01 Rev BO 

This section describes a fault-to lerant configuration. In this configuration, two separate Catalyst 6500 
series chassis each contain a CSM. 

You can also create a fault-tolerant configuration with two CSMs in a single Catalyst 6500 series chassis . 
You also can create a fault-tolerant configuration in either the secure (router) mode or nonsecure (bridge) 
mode. 

In the secure (router) mode, the client-side and server-side VLANs provide the faul t-tolerant (redundant) 
connection paths between the CSM and the routers on the client side and the servers on the server side. 
In a redundant configuration, two CSMs perform active and standby roles. Each CSM contains the same 
IP, virtual server, server pool, and real server information. From the client-side and server-side networks, 
each CSM .is configured identically. The network sees the fault-to lerant configuration as a single CSM. 

When you configure multi pie fault-to lerant CSM pairs, do not configure multip le CSM pai rs to use the 
same FT VLAN . Use a different FT VLAN for each fault-to lerant CSM pair. 

Configuring fault tolerance requires the following : 

Two CSMs that are insta ll ed in the Catalyst 6500 series chassis. 

Identica lly configured CSMs. One CSM is configured as the active; the other is configured as the 
standby. 

E"h CSM oonneoted to tho "m' diont-,ido '"d "mHido VLAN,. ; -

-. ...... ___ ---:---·----............ ~ ..... 
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Communication between the CSMs provided by a shared private VLAN. 

A network that sees the redundant CSMs as a single entity. 

Connection redundancy by configuring a link that has a 1-GB per-second capacity. Enable the 
calendar in the switch Cisco lOS software so that the CSM state change gets stamped with the 
correct time. 

The following command enables the calendar: 

Cat6k-2# conf t 
Cat6k-2(config)# clock timezone WORD offset from UTC 
Cat6k - 2(config)# clock calendar-valid 

Because each CSM has a different IP address on the client-side and server-side VLAN, the CSM can 
issue health monitor probes (see the "Configuring Probes for Health Monitoring" section on page 6-1) 
to the network and receive responses. Both the active and standby CSMs send probes while operational. 
Ifthe passive CSM assumes control, it knows the status ofthe servers because ofthe probe responses it 
has received. 

Connection replication supports both non-TCP connections and TCP connections. Ente r the replica te 
csrp { sticky I connection} command in the virtual serve r mo de to configure replication for the CSMs. 

Note The default setting for the replicate command is disabled. 

To use connection replication for connection redundancy, use these commands : 

Cat6k-2# conf t 
Cat6k-2(config)# no ip igmp snooping 

I f no router is present on the server-side VLAN, then each server's default route points to the aliased IP 
address. 

Figure 4-3 shows how the secure (router) mode fault-tolerant configuration is set up. 
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Note The addresses in Figure 4-3 refer to the steps in the following two task tables. 

To configure the active (A) CSM for fault tolerance, perform this task: 

Command Purpose 

Step 1 Router (config-module-csm) # vlan 2 client Creates the client-side VLAN 2 and enters the SLB 
VLAN mode 1• 

Step 2 Router (config-slb- v lan - client) # ip addr 
192.158.38.10 255.255.255.0 

Step 3 Router (config-slb - vlan - client) # gateway 
192.158.38.20 

Step4 Ro u t er(config -module-csm)# vserver vip1 

6500 Series Content 

Assigns the content switching IP address on 
VLAN 2. 

(Optional) Defines the client-side VLAN gateway 
for an HSRP enabled gateway. 

Creates a virtual server and enters the SLB vserver 
mode . 

Module lnstallation and Confi 

..... _~ 

;C 
I 

78·14574·01 Rev BO 

I I 

Doê: -
3 6 9 7! 

I 



Chapter4 

/ ---- · / .. 
.I -

• Configuring Fault Tolerance 
Configuring Content Switching I 

t i r__c;3l.J. 
\ . '0 t_., 
\ 

o 

o 

Step 5 

Step 6 

Step 7 

Step 8 

Step9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Step 1 

StepZ 

Stepl 

Step4 

StepS 

Step6 

Step 7 

Step 8 

Step 9 

Step 10 

/ 
I .. ·. / _____ / 

Command Purpose 
'-.. 

Router(config-slb-vserver)# virtual Creates a virtual IP address. 
192.158.38.30 tcp www 

Router(config·module-csm)# inservice Enables the server. 

Router(config-module-csm)# v lan 3 server Creates the server-side VLAN 3 and enters the SLB 
VLAN mode. 

Router(config-slb-vlan-server)# ip addr Assigns the CSM IP address on VLAN 3. 
192.158.39.10 255.255.255.0 

Router(config-s lb-vlan·server)# alias ip Assigns the default route f.\:ír""VLAN 3. 
addr 192.158.39.20 255.255.255.0 

Router(config-slb-vlan-server) vlan 9 ft Defines VLAN 9 as a fault-tolerant VLAN. 

Router(config-module-csm)# ft group Creates the content switching active and standby 
ft-group-number vlan 9 (A/B) group VLAN 9. 

Router(config-module-csm)# vlan database Enters the VLAN mode 1• 

Router(vlan)# vlan 2 Configures a client-side VLAN 22. 

Router(vlan)# vlan 3 Configures a server-side VLAN 3. 

Router(vlan)# vlan 9 Configures a fault-tolerant VLAN 9. 

Router(vlan)# exit Enters the exit command to have the configuration 
take affect. 

I. Enter the exit command to leave a mode or submode . Enter the end command to return to the menu's top leve i. 

2. The no form o f this command restores the defaults. 

To configure the standby (B) CSM for fault tolerance, perform this task (see Figure 4-3): 

Command Purpose 

Router(config-module-csm)# vlan 2 client Creates the client-side VLAN 2 and enters the 
SLB VLAN mode 1

• 

Router(config - slb-vlan-client)# ip addr Assigns the Content Switching IP address on 
192.158.38.40 255.255.255.0 VLAN 2. 

Router(config-module-csm) vlan 9 ft Defines VLAN 9 as a fault-tolerant VLAN. 

Router(config-slb-vlan-client)# gateway Defines the client-side VLAN gateway. 
192.158.38.20 

Router(config-module - csm)# vserver vipl Creates a virtual server and enters the SLB 
vserver mode. 

Rou ter(config - slb-vserver)# virtual Creates a virtual IP address. 
192.158.38.30 tcp www 

Router(config-module-csm)# inservice Enables the server. 

Router(config - module-csm)# vlan 3 server Creates the server-side VLAN 3 and enters the 
SLB vlan mode. 

Router(co n f ig-slb-vserver ) # ip addr Assigns the CSM IP address on VLAN 3. 
192.158.39.30 255.255.255.0 

Router(config - slb-vserver)# alias Assigns the default route for VLAN 2. 
192.158.39.20 255.255 . 255.0 

6500 Series Content Swi Module lnstallation and Confi Note 

------



Chapter 4 Configuring Content Switching 

Command 

Step 11 Router (config-module-csm) # ft group 
ft-group-number vlan 9 

Step12 Router(config - module-csm)# show module csm 
module ft 

Configuring HS~ 1, ~ 
I t)O~ 

\ 0 . I 

\ f -.. ) 

Purpose ' ' - / '-. ___ __....... 

Creates the CSM active and standby (A/B) 
group VLAN 9. 

Displays the state o f the fault tolerant system. 

I . Enter the exit command to leave a mode or submode. Enter the end command to return to the menu's top levei. 

Configuring HSRP 
This section provides an overview o f a Hot Standby Router Pro toco I (HSRP) configuration 
(see Figure 4-4) and describes how to configure the CSMs with HSRP and CSM failover on the 
Catalyst 6500 series switches. 

HSRP Configuration Overview 

o 

o 

Figure 4-4 shows that two Catalyst 6500 series switches, Switch 1 and Switch 2, are configured to route 
from a client-side network (1 0.1 00/16) to an internai CSM client network (1 0.6116, VLAN 136) through 
an HSRP gateway (1 0.1 00.0.1 ). The configuration shows the following: 

The client-side network is assigned an HSRP group ID o f HSRP ID 2. 

The internai CSM client network is assigned an HSRP group ID of HSRP lD 1. 

Note HSRP group 1 must have tracking turned on so that it can track the client network ports on HSRP group 
2. When HSRP group 1 detects any changes in the active state ofthose ports, it duplicates those changes 
so that both the HSRP active (Switch 1) and HSRP standby (Switch 2) switches share the same 
knowledge of the network. 

In the example configuration, two CSMs (one in Switch 1 and one in Switch 2) are configured to forward 
traffic between a client-side anda server-side VLAN : 

Client VLAN 136 

Note The client VLAN is actually an internai CSM VLAN network; the actual client network is 
on the other si de o f the switch. 

Server VLAN 272 

The actual servers on the server network (I 0.511) point to the CSM server network through an 
aliased gateway (I 0.5.0.1 ), allowing the servers to run a secure subnet. 

In the example configuration, an EtherChannel is set up with trunking enabled, allowing traffic on 
the internai CSM client network to travei between the two Catalyst 6500 series switches. The setup 
is shown in Figure 4-4 . 

Note EtherChannel protects against a severed link to the active switch anda failure in a non-CSM 
component o f the switch. EtherChannel also provides a path between an active CSM in one 
switch and another switch, allowing CSMs and switches to fail over independently, 
providing an extra levei of fault tolerance . 
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Figure 4-4 HSRP Configuration 
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This procedure describes how to create an HSRP gateway for the client-side network. The gateway is 
HSRP ID 2 for the client-side network. 

Note In this example, HSRP is set on Fast Ethernet ports 3/6. 

To create an HSRP gateway, follow these steps: 

Step 1 Configure Switch 1-FTI (HSRP active) as follows : 

Router(config)#interface FastEthernet3/6 
Router(config)#ip address 10.100.0.2 255.255.0.0 
Rou ter(config)#standby 2 priority 110 preempt 
Router(config)#standby 2 ip 10.100.0.1 
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Step 2 Configure Switch 2-FT2 (HSRP standby) as follows: 

Router(config)#interface FastEthernet3/6 
Router(config)#ip address 10.100.0.3 255.255.0.0 
Rout er(conf ig)#standby 2 priority 100 preempt 
Router(config)#standby 2 ip 10.100.0.1 

Configuring HSRP , 

' ~ 
' 

\ .· \., l / 

··"-... . ..._ - .. / --· ___ __.-/ 

Creating Fault-Tolerant HSRP Configurations 

o Step 1 

o 
Step 2 

78-14574-01 Rev 80 

This section describes how to create a fault-tolerant HSRP secure-mode configuration. To create a 
nonsecure-mode configuration, enter the commands described with these exceptions : 

Assign the same IP address to both the server-side and the client-side VLANs. 

Do not use the alias command to assign a default gateway for the server-side VLAN. 

To create fault-tolerant HSRP configurations, follow these steps: 

Configure VLANs on HSRP FTI as follows: 

Router(config)# module csm 5 
Router(config-module-csm)# vlan 136 client 
Router(config-slb-vlan-client)# ip address 10.6.0.245 255.255.0.0 
Router(config-slb-vlan-client)# gateway 10.6.0.1 
Router(config-slb-vlan-c1ient)# exit 

Router(config-module-csm)# v1an 272 server 
Router(config-slb-vlan-server)# ip address 10.5.0.2 255.255.0.0 
Router(config-slb-vlan-server)# alias 10.5.0.1 255.255.0.0 
Router(config-slb-vlan-server)# exit 

Router(config-module-csm)# vlan 71 ft 

Router(config-module-csm)# ft group 88 vlan 71 
Router(config-slb-ft)# priority 30 
Router(config-slb-ft)# preempt 
Router(config-slb-ft)# exit 

Router(config-module-csm)# interface Vlanl36 
ip address 10.6.0 . 2 255.255.0 . 0 
standby 1 priority 100 preempt 
standby 1 ip 10 . 6 . 0 . 1 
s t andby 1 track Fa3/6 10 

Configure VLANs on HSRP FT2 as follows : 

Router(config)# module csm 6 
Router(config-module-csm)# vlan 136 client 
Router(config-slb-vlan-client)# ip address 10.6.0 . 246 255.255.0.0 
Router(config-slb-vlan-client)# gateway 10 . 6.0.1 
Router(config -s lb-vlan-client)# exit 

Router(config - module -csm)# v1an 272 server 
Router(config-slb-vlan-server)# ip address 10.5.0.3 255.255 . 0.0 
Router(config-slb-vlan-server)# alias 10 . 5.0.1 255.255.0.0 
Router(config - slb-vlan- server)# exit 

Router(config-module-csm)# vlan 71 ft 

6500 Series Content Switchi Module lnstallation and Confi 

~PMI CORf<EIO~ 
1 . 

1-Pjs s s se 1 
! - I I I - _ 3 6 91.· 
J Doe: - I '---.=-=------__ --_-_- o 



Configuring HSRP 

Step 3 

o 
Step 4 

Step 5 

o 

Router(config-rnodule - csrn)# ft group 88 v1an 71 
Router(config-slb-ft)# priority 20 
Router(config-slb-ft)# preempt 
Router(config-slb-ft)# exit 

Router(config-rnodule-csrn)# interface V1an136 
ip address 10 .6. 0.3 255.255.0.0 
standby 1 priority 100 preernpt 
standby 1 ip 10.6 . 0.1 
standby 1 track Fa3/6 10 

Note To allow tracking to work, preempt must be on. 

Configure EtherChannel on both switches as follows : 

Router(console)# interface Port-channel100 
Router(console)# switchport 
Router(conso1e)# switchport trunk encapsu1ation dotlq 
Router(conso1e)# switchport trunk a11owed v1an 136 

Note By default, ali VLANs are allowed on the port channel. 

Chapter 4 

To prevent problems, remove the server and FT CSM VLANs as follows: 

Router(console)# switchport trunk remove vlan 71 
Router(console)# switchport trunk remove vlan 272 

Add ports to the EtherChannel as follows : 

Router(console)# interface FastEthernet3/25 
Router(console)# switchport 
Router(console)# channel-group 100 mode on 
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Cisco Catalyst 6500 Series Content Switching Module 

o 

o 

•· 
The Cisco Content Switching Module (CSM) is a Cisco Catalysi:® 6500 line card that balances 

client traffic to farms of servers, firewalls, Secure Sockets Layer (SSL) devices, or virtual priva te 

network (VPN) termination devices. The Cisco CSM provides a high-performance, cost-effective 

load-balancing solution for enterprise and Internet service provider (ISP) networks. The Cisco 

CSM meets the demands o f high-speed content delivery networks, tracking network sessions and 

server load conditions in real time and directing each session to the most appropriate server. 

Fault-tolerant Cisco CSM configurations maintain full state information and provide true hitless 

failover required for mission-critical functions. 

The Cisco CSM provides the following key benefits (refer to Figure 1): 

• Market-leading performance-The Cisco CSM establishes up to 165,000 Layer 4 connections 

per second (depending on software version) and provides high-speed content switching while 

maintaining 1 million concurrent connections. 

• Outstanding price/performance value for large data centers and ISPs-The Cisco CSM 

features a low connection cost and occupies a small footprint. It slides in to a slot in a new or 

existing Cisco Catalyst 6500 and enables ali ports in the Cisco Catalyst 6500 for Layer 4-7 

content switching. 

• Multiple Cisco CSMs can be installed in the same Cisco Catalyst 6500. 

• Ease of configuration-The Cisco CSM uses the same Cisco lOS® command-line interface 

(CLI) that is used to configure the Cisco Catalyst 6500 Switch. 

Figure 1. The Cisco CSM 
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Content Switching Module Key Feature5 

Firewall Load Balancing 

The Cisco CSM allows you to scale firewall protection by distributing traffic across multiple firewalls on a 

per-connection basis, while ensuring that ali packets belonging to a particular connection go through the same 

firewall. Both stealth and regular firewalls are supported. 

URL and Cookie-Based Load Balancing 

The Cisco CSM allows full regular expression pattern matching for policies based on URLs, cookies, and Hypertext 

Transfer Protocol (HTTP) header fields. The Cisco CSM supports any URL or cookie format-allowing it to load 

balance existing Web content without requiring URL/cookie format changes. 

High Performance 

The Cisco CSM performs up to 165,000 new Layer 4 TCP connection setups per second, depending on software 

version . These connections can be spread across 4096 virtual servers (16,384 real servers) and ali the ports in a 

Cisco Catalyst 6500, or they can be focused on a single port. This provides a benefit over competitors who use 

distributed architectures that require use of ali the ports in order to gain maximum performance. 

Network Configurations 

The Cisco CSM supports many different network topology types. A Cisco CSM can operate in a mixed bridged 

and routed configuration, allowing traffic to flow from the client side to the server side on the same or on different 

IP subnets. 

IP Protocol Support 

The Cisco CSM accommodates a wide range o f common IP protocols-including TCP and User Datagram 

Protocol (UDP). Additionally, the Cisco CSM supports higher-level protocols, including HTTP, File Transfer 

Protocol (FTP), Telnet, Real-Time Streaming Protocol (RTSP), Domain Name System (DNS), and Simple Mail 

Transfer Protocol (SMTP). 

User Session Stickiness 

Whenever encryption or e-commerce is involved , it is important that the end user is consistently directed to the same 

server-that is, the server where the user's shopping cart is located or the encryption tunnel terminates. Cisco CSM 

User Session Stickiness provides the ability to consistently bring users back to the same server-based on SSL session 

10, IP address, cookie, or HTTP redirection. 

Load-Balancing Algorithms 

The Cisco CSM supports the following load-balancing algorithms: 

o Round robin 

o Weighted Round Robin 

o Least connections 

o Weighted Jeast connections 

o Source and/or destination IP hash (subnet mask also configurable) 

o URL hashing 

Cisco Systems. Inc. 
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Quality of Service 

Providing differentiated leveis of service to end users is important when generating revenue from content. The Cisco 

CSM takes advantage o f the robust quality of service (QoS) of the Cisco Catalyst 6500, enabling traffic 

differentiation as follows: 

• Correctly prioritizes packets based on Layer 7 rules 
d 

• Directs users who are paying more for services to faster or less loaded servers 

High Availability 

The Cisco CSM continually monitors server and appliation availability using health monitoring probes, inband 

health monitoring, return code checking, and the Dynamic Feedback Protocol (DFP). When a real server or gateway 

failure occurs, the Cisco CSM redirects traffic to a different location. Servers can be added and removed without 

disrupting service-systems can easily be scaled up or down. 

Connection Redundancy 

Optionally, two Cisco CSMs can be configured in a fault-tolerant configuration to share state information about user 

sessions and provide connection redundancy. If the active Cisco CSM fails , open connections are handled by the 

standby CSM without interruption, and users experience hitless failover-an important requirement for e-commerce 

sites and sites where encryption is used. 

Global Server Load Balancing 

The CSM offers multi pie options for building a global or geographicalload balanced environment. The CSM can act 

as an authoritative DNS and perform GSLB among geographically dispersed CSMs for the purposes of disaster 

recovery or for small GSLB environments with 2-4 locations. In addition, the CSM can report load information for 

it's Virtual IPs into the Global Site Selector (GSS), an appliance designed for advanced GSLB scaling up to 128 sites. 

With the many different GSLB options the CSM offers the ability to scale GSLB capabilities as growth demands. 

Configuration Limits 

• Total virtual LANs (VLANs) (client and server) : 256 

• Virtual servers: 4000 

• Server farms: 4000 
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• Real servers: 16,000 

• Probes: 4000 

• Access controllist (ACL) items: 16,000 

Cisco lOS Software only-Cisco Catalyst Operating System is not supported 

Not fabric enabled-Functions as a bus-enabled line card 

Multilayer Switch Feature Card (MSFC) or MSFC2 

"". ~"t ~f_., ... ).~ t.~*·-;:·~;.., r :.. ~ ~ ;{ <~ 
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Operating temperature: 32 to 104.5°F (O to 40°C) 

Nonoperating temperature: -40 to 158°F (- 40 to 70°C} 

Operating relative humidity: 10 to 90% (noncondensing) 

Nonoperating relative humidity: 5 to 95% (noncondensing) 

Operating and nonoperating altitude: Sea levei to 10,000 ft (3050m) 

Agency Approvals 

Emissions: FCC Part 15 (CFR 47) Ciass A . ICES-003 Class A, EN55022 Class A, CISPR22 Ciass A, AS NZS 3548 Class A 

Safety: CE Marking according to UL 1950, CSA 22 .2 No. 950, EN 60950, IEC 60950, TS 001 , AS/NZS 3260 

Cisco Catalyst 6500 CSM Ordering lnformation 
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Note 

Configuring EtherChannels 
"as;aMJR -=zawazwa '!I &C 

This chapter describes how to configure EtherChannels on the Catalyst 6500 series switch Layer 2 or 
Layer 3 LAN ports. 

• For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco lOS Command Reference publication. 

• The commands in the following sections can be used on ali LAN ports in Catalyst 6500 series 
switches, including the ports on the supervisor engine and a redundant supervisor engine. 

-

• Release 12.1(13)E and !ater releases support the IEEE 802.3ad Link Aggregation Control Protocol 
(LACP). 

• The WS-X6548-GE-TX and WS-X6548V-GE-TX fabric-enabled switching modules do not support 
more than I Gbps o f traffic per EtherChannel, except when the switch is operating in truncated 
mode. 

• The WS-X6148-GE-TX and WS-X6148V-GE-TX switching modules do not support more than 
I Gbps o f traffic per EtherChannel. 

This chapter consists o f these sections: 

• Und ersta nding How Eth erC ha nn c ls Wo rk , page 13-1 

• Eth e rC hann e l Feature Co nfi g urat io n G ui de lin es and Res tri ct io ns, page 13-5 

• Co nfi g urin g EtherChann e ls , page 13-6 

Understanding How EtherChannels Work 
These sections describe how EtherChannels work: 

• Eth e rC ha nn e l Feature Overv icw, page 13- 1 

• Und crsta ndm g How EtherC hann c ls Are Co n fi gured, page 13-2 

• Undcrs ta nding Port Chann c l Inte rfaces , pagc 13-4 

• Undc rs ta nding Load Ba la nc ing, pagc 13-5 
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Chapter 13 Configuring EtherChannels 

An EtherChannel bundles individual Ethemet links into a single logicallink that provides the aggregate 
bandwidth ofup to eight physicallinks. 

A Catalyst 6500 series switch supports a maximum o f 64 EtherChannels (256 with Release 12.1 (2)E and 
earlier). You can form an EtherChannel with up to eight compatibly configured LAN ports on any 
module in a Catalyst 6500 series switch. Ali LAN ports in each EtherChannel must be the same speed 
and must ali be configured as either Layer 2 or Layer 3 LAN ports. 

Note The network device to which a Catalyst 6500 series switch is connectecf may impose its own limits on 
the number o f ports in an EtherChannel. 

I f a segment within an EtherChannel fails, traffic previously carried o ver the failed link switches to the 
remaining segments within the EtherChannel. When a failure occurs, the EtherChannel feature sends a 
trap that identifies the switch, the EtherChannel, and the failed link. Inbound broadcast and multicast 
packets on one segment in an EtherChannel are blocked from returning on any other segment o f the 
EtherChannel. 

Understanding How EtherChannels Are Configured 

These sections describe how EtherChannels are configured: 

• EtherChannel Configuration Overview, page 13-2 

• Understanding Manual EtherChannel Configuration, page 13 -3 

• Understanding PAgP EtherChannel Configuration, page 13-3 

Understanding IEEE 802 .3ad LACP EtherChannel Configuration, page 13-3 

EtherChannel Configuration Overview 

You can configure EtherChannels manually or you can use the Port Aggregation Control Protocol 
(PAgP) or, with Release 12.1(13)E and !ater, the Link Aggregation Control Protocol (LACP) to form 
EtherChannels. The EtherChannel protocols allow ports with similar characteristics to form an 
EtherChannel through dynamic negotiation with connected network devices. PAgP is a 
Cisco-proprietary protocol and LACP is defined in IEEE 802.3ad. 

o 

PAgP and LACP do not interoperate with each other. Ports configured to use PAgP cannot form o 
EtherChannels with ports configured to use LACP. Ports configured to use LACP cannot form 
EtherChannels with ports configured to use PAgP. 

Table 13-1 lists the user-configurable EtherChannel modes . 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Chapter 13 Configuring EtherChannels 

Table 13-1 EtherChanne!Modes 

Mode Description 

on Mode that forces the LAN port to channel unconditionally. In the on mode, a usable 
EtherChannel exists only when a LAN port group in the on mode is connected to another 
LAN port group in the on mode. Because ports configured in the on mode do not negotiate, 
there is no negotiation traffic between the ports. You cannot configure the on mode with 
an EtherChannel protocol. 

auto PAgP mode that places a LAN port into a passive negofiating·state, in which the port 
responds to PAgP packets it receives but does not iniÚate PAgP negotiation. (Default) 

desirable PAgP mode that places a LAN port into an active negotiating state, in which the port 
initiates negotiations with other LAN ports by sending PAgP packets. 

passive LACP mode that places a port into a passive negotiating state, in which the port responds 
to LACP packets it receives but does not initiate LACP negotiation. (Default) 

active LACP mode that places a port into an active negotiating state, in which the port initiates 
negotiations with other ports by sending LACP packets. 

Understanding Manual EtherChannel Configuration 

Manually configured EtherChannel ports do not exchange EtherChannel protocol packets. A manually 
configured EtherChannel forms only when you enter configure ali ports in the EtherChannel compatibly. 

Understanding PAgP EtherChannel Configuration 

PAgP supports the automatic creation o f EtherChannels by exchanging PAgP packets between LAN 
ports. PAgP packets are exchanged only between ports in auto and desirable modes. 

The pro toco! leams the capabilities of LAN port groups dynamically and informs the other LAN ports. 
Once PAgP identifies correctly matched Ethemet links, it facilitates grouping the links into an 
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

Both the auto and desirable modes allow PAgP to negotiate between LAN ports to determine ifthey can 
form an EtherChannel, based on criteria such as port speed and trunking state. Layer 2 EtherChannels 
also use VLAN numbers. 

LAN ports can form an EtherChannel when they are in different PAgP modes i f the modes are 
compatible. For example: 

• A LAN port in desirable mode can form an EtherChannel successfully with another LAN port that 
is in desirable mode. 

• A LAN port in desirable mode can form an EtherChannel with another LAN port in auto mode . 

• A LAN port in auto mode cannot form an EtherChannel with another LAN port that is also in auto 
mode, because neither port will initiate negotiation. 

Understanding IEEE 802.3ad LACP EtherChannel Configuration 

78-14099-03 BO 

Release 12.1(13)E and !ater releases support IEEE 802 .3ad LACP EtherChannels. LACP supports the 
automatic creation o f EtherChannels by exchanging LACP packets between LAN ports . LACP packets 
are exchanged only between ports in passive and active modes. 
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Chapter 13 Configuring EtherChannels 
EtherChannels Work 

The protocolleams the capabilities ofLAN port groups dynamically and inforrns the other LAN ports. 
Once LACP identifies correctly matched Ethemet links, it facilitates grouping the links into an 
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

Both the passive and active modes allow LACP to negotiate between LAN ports to determine ifthey can 
forrn an EtherChannel, based on criteria such as port speed and trunking state. Layer 2 EtherChannels 
also use VLAN numbers. 

LAN ports can forrn an EtherChannel when they are in different LACP modes as long as the modes are 
compatible. For example: 

• A LAN port in active mode can form an EtherChannel successfully vôth another LAN port that is 
in active mode. ~ -- •· 

• A LAN port in active mode can form an EtherChannel with another LAN port in passive mode. 

• A LAN port in passive mode cannot forrn an EtherChannel with another LAN port that is also in 
passive mode, because neither port will initiate negotiation. 

LACP uses the following parameters: 

• LACP system priority-You must configure an LACP system priority on each switch running LACP. 
The system priority can be configured automatically or through the CLI (see the "Configuring the 
LACP System Priority and System 10" section on page 13-9). LACP uses the system priority with o 
the switch MAC address to forrn the system ID and also during negotiation with other systems. 

~ .. 
Note The LACP system ID is the combination o f the LACP system priority value and the MAC 

address o f the switch. 

• LACP port priority-You must configure an LACP port priority on each port configured to use 
LACP. The port priority can be configured automatically or through the CLI (see the "Configuring 
Channe1 Groups" section on page 13-7). LACP uses the port priority with the port number to forrn 
the port identifier. LACP uses the port priority to decide which ports should be put in standby mode 
when there is a hardware limitation that prevents ali compatible ports from aggregating. 

• LACP administrative key-LACP automatically configures an administrative key value equal to the 
channel group identification number on each port configured to use LACP. The administrative key 
defines the ability o f a port to aggregate with other ports. A port's ability to aggregate with other 
ports is deterrnined by these factors: 

- Port physical characteristics, such as data rate, duplex capability, and point-to-point or shared 
medi um 

- Configuration restrictions that you establish 

On ports configured to use LACP, LACP tries to configure the maximum number o f compatible ports in O 
an EtherChannel, up to the maximum allowed by the hardware (eight ports). IfLACP cannot aggregate 
ali the ports that are compatible (for example, the remate system might have more restrictive hardware 
limitations), then ali the ports that cannot be actively included in the channel are put in hot standby state 
and are used only i fone o f the channeled ports fails. You can configure an additional 8 standby ports 
(total of 16 ports associated with the EtherChannel). 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Chapter 13 Contíguring EtherChannels 
EtherChamel Feature Configuration Guideline 

Understanding Port Channel Interfaces 

~ .. 

Each EtherChannel has a numbered port channel interface. Release 12.1(5)E and !ater releases support 
a maximum o f 64 port charme! interfaces, numbered from 1 to 256. 

Note Releases 12.1(4)EI, I2 .1(3a)E4, and I2.I(3a)E3 support a maximum of64 port channel interfaces, 
numbered from I to 64. Releases I2. I (2)E and earlier support a maximum o f 256 port channel 
interfaces, numbered from I to 256. 

The configuration that you apply to the port channel interface affects àll LAN ports assigned to the port 
channel interface. 

After you configure an EtherChannel, the configuration that you apply to the port channel interface 
affects the EtherChannel; the configuration that you apply to the LAN ports affects only the LAN port 
where you apply the configuration. To change the parameters o f all ports in an EtherChannel, apply the 
configuration commands to the port channel interface, for example, Spanning Tree Protocol (STP) 
commands or commands to configure a Layer 2 EtherChannel as a trunk. 

Understanding Load Balancing 

An EtherChannel balances the traffic load across the links in an EtherChannel by reducing part o f the 
binary pattern formed from the addresses in the frame to a numerical value that selects one o f the links 
in the channel. 

EtherChannelload balancing can use MAC addresses or IP addresses. With a PFC2, EtherChannelload 
balancing can also use Layer 4 port numbers. EtherChannel load balancing can use either source or 
destination or both source and destination addresses or ports. The selected mode applies to all 
EtherChannels configured on the switch. 

Use the option that provides the balance criteria with the greatest variety in your configuration. For 
example, i f the traffic on an EtherChannel is going only to a single MAC address and you use the 
destination MAC address as the basis ofEtherChannelload balancing, the EtherChannel always chooses 
the same link in the EtherChannel; using source addresses or IP addresses might result in better load 
balancing. 

EtherChannel Feature Configuration Guidelines and Restrictions 

78-14099-03 BO 

When EtherChannel interfaces are configured improperly, they are disabled automatically to avoid 
network loops and other problems. To avoid configuration problems, observe these guidelines and 
restrictions: 

• All Ethernet LAN ports on all modules, including those on a redundant supervisor engine, support 
EtherChannels (maximum o f eight LAN ports) with no requirement that the LAN ports be physically 
contiguous or on the same module. 

• Configure all LAN ports in an EtherChannel to use the same EtherChannel protocol; you cannot run 
two EtherChannel protocols in one EtherChannel. 

• Configure all LAN ports in an EtherChannel to operate at the same· speed and in the same duplex 
mode. 

• LACP does not support half-duplex . Half-duplex ports in an LACP EtherChannel are put in the 
suspended state. 
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Chapter 13 Configuring EtherChannels 

• Enable ali LAN ports in an EtherChannel. lfyou shut down a LAN port in an EtherChannel, it is 
treated as a link failure and its traffic is transferred to one o f the remaining ports in the 
EtherChannel. 

• An EtherChannel will not form i fone o f the LAN ports is a Switched Port Analyzer (SPAN) 
destination port. 

• For Layer 3 EtherChannels, assign Layer 3 addresses to the port channellogical interface, not to the 
LAN ports in the channel. 

• For Layer 2 EtherChannels: 

- Assign ali LAN ports in the EtherChannel to the same VLAN or~onfigure them as trunks . 
~ 

- lfyou configure an EtherChannel from trunking LAN ports, verify that the trunking mode is the 
same on ali the trunks. LAN ports in an EtherChannel with different trunk modes can operate 
unpredictably. 

- An EtherChannel supports the same allowed range ofVLANs on ali the LAN ports in a trunking 
Layer 2 EtherChannel. If the allowed range o f VLANs is not the same, the LAN ports do not 
form an EtherChannel. 

- LAN ports with different STP port path costs can form an EtherChannel as long they are 
compatibly configured with each other. Ifyou set different STP port path costs, the LAN ports o 
are not incompatible for the formation o f an EtherChannel. 

- An EtherChannel will not form i f protocol filtering is set differently on the LAN ports . 

• After you configure an EtherChannel, the configuration that you apply to the port channel interface 
affects the EtherChannel. The configuration that you apply to the LAN ports affects only the LAN 
port where you apply the configuration. 

• With Release 12.1(12c)El and !ater releases, when QoS is enabled, enter the no mls qos 
channel-consistency port-channel interface command to support EtherChannels that have ports 
with and without strict-priority queues. 

Configuring EtherChannels 

~ .. 
Note 

These sections describe how to configure EtherChannels: 

• Confi gurin g Port Channel Logica l Interfaces for Laye r 3 EtherChannel s, page 13-6 

• Configuring Channe l Groups, page 13-7 

• Configuring EtherChannel Load Balancing, page 13-1 O 

• Make sure that the LAN ports are configured correctly (see the "EtherChannel Feature O 
Confi guration Guide lines and Restricti ons" secti on on page I 3-5). 

• With Release 12.1 ( 11 b )E and la ter, when you are in configuration mo de you can ente r EXEC mo de 
commands by entering the do keyword before the EXEC mode command. 
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Chapter 13 ConfigiM'ing EtherChannels 

~ .. 
Note When configuring Layer 2 EtherChannels, you cannot put Layer 2 LAN ports into manually created 

port channellogical interfaces. Ifyou are configuring a Layer 2 EtherChannel, do not perform the 
procedures in this section (see the "Configuring Channel Groups" section on page 13-7). 

When configuring Layer 3 EtherChannels, you must manually create the port channel logical 
interface as described in this section, and then put the Layer 3 L_AN ports into the channel group 
(see the "Configuring Channel Groups" section on page 13-7)..; --. •· 

To move an IP address from a Layer 3 LAN port to an EtherChannel, you must delete the IP address 
from the Layer 3 LAN port before configuring it on the port channel logical interface. 

To create a port channel interface for a Layer 3 EtherChannel, perform this task: 

Command Purpose 

Step 1 Router (config) # interface port-channel number Creates the port channel interface. 

Router (config) # no interface port-channel number Deletes the port channel interface. 

Step2 Router(config-if)# ip address ip_address mask Assigns an IP address and subnet mask to the 
EtherChannel. 

Step 3 Router (config-if) # end Exits configuration mode. 

Verifies the configuration. Step 4 Router# show running-config interface 
port-channel number 

78-14099-03 BO 

When creating the port channel interface, the group number can be one o f the following: 

Release 12.1(5)E and later-1 through 256, up to a maximum of64 port channel interfaces 

Releases 12.1(4)E1, 12.1(3a)E4, and 12.1(3a)E3-1 through 64 

Release 12.1(2)E and earlier-1 through 256 

This example shows how to create port channel interface I: 

Router# configure terminal 
Router(config)# interface port-channel 1 
Router(config-if)# ip address 172.32.52 . 10 255.255.255.0 
Router(config-if)# end 

This example shows how to verify the configuration o f port channel interface 1: 

Router# show running-config interface port-channel 1 
Building configuration ... 

Cur rent configuration : 

interface Port-channel1 
ip address 172.32.52 . 10 255.25 5 .255 . 0 
no ip directed-broadcas t 

end 
Router# 



Step 1 

Step2 

Step 3 

Step4 

Step 5 

Step 6 

Step7 

Chapter 13 Configuring EtherChannels 

Groups 

~ .. 
Note When configuring Layer 3 EtherChannels, you must manually create the port channel logical 

interface first (see the "Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels" 
section on page 13-6), and then put the Layer 3 LAN ports into the channel group as described in 
this section. 

When configuring Layer 2 EtherChannels, configure the LAN ports with the channel-group 
command as described in this section, which automatically creates the.p.ort cpannellogical interface. 
You cannot put Layer 2 LAN ports into a manually created port chánnel interface. 

For Cisco lOS to create port channel interfaces for Layer 2 EtherChannels, the Layer 2 LAN ports 
must be connected and functioning . 

To configure channel groups, perform this task for each LAN port : 

Command Purpose 

Router(config)# interface type1 slot/port Selects a LAN port to configure. 

Router(config-if)# no ip address Ensures that there is no IP address assigned to the LAN 
port. 

Router(config-if)# channel-protocol (lacp I pagp} (Optional) On the selected LAN port, restricts the 
channel-group command to the EtherChannel protocol 
configured with the channel-protocol command. 

Router(config-if)# no channel-protocol Removes the restriction. 

Router(config-if)# channel-group number mode Configures the LAN port in a port channel and specifies 
{active I auto I desirable I on I passiva} the mode (see Table 13-1 on page 13-2). PAgP supports 

only the auto and desirable modes. LACP supports only 
the active and passive modes. 

Router(config-if)# no channel-group Removes the LAN port from the channel group. 

Router(config-if)# lacp port-priority (Optional for LACP) Valid values are 1 through 65535. 
prior i ty_ val ue Higher numbers have lower priority. The default is 32768. 

Router(config-if)# no lacp port-priority Reverts to the default. 

Router(config-if)# end Exits configuration mode . 

Router# show running-config 
slot/port 

interface type1 Verifies the configuration. 

Router# show interfaces type1 slot/port 
etherchannel 

1. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 

This examp1e shows how to configure Fast Ethemet ports 5/6 and 5/7 into port channe1 2 with PAgP 
mode desirable: 

Router# configure terminal 
Router(config)# interface range fastethernet 5/6 -7 
Router(config-if)# channel-group 2 mede desirable 
Router(config-if)# end 
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' \ Note See the "Configuring a Range of Interfaces" section on page 6-4 for infonnation about tlle, ange 
keyword. 

This example shows how to verify the configuration ofport channel interface 2: 

Router# show running-config interface port-channel 2 
Building configuration . .. 

Current configuration: 

interface Port-channel2 
no ip address 
switchport 
switchport access vlan 10 
switchport mode access 

end 
Router# 

This example shows how to verify the configuration ofFast Ethemet port 5/6: 

Router# show running-config interface fastethernet 5/6 
Building configuration ... 

Current configuration : 

interface FastEthernetS/6 
no ip address 
switchport 
switchport access vlan 10 
switchport mode access 
channel-group 2 mode desirable 

end 
Router# show interfaces fastethernet 5/6 etherchannel 
Port state Down Not-in-Bndl 
Channel group 12 Mode Desirable-Sl Gcchange = O 
Port-channel null GC OxOOOOOOOO Pseudo port-channel Po1 
2 

Port index o Load OxOO 

Flags: S - Device is sending Slow hello . 
A - Device is in Auto mode. 
d - PAgP is down. 

Timers : H - Hello timer is running. 
S - Switching timer is running. 

Local information : 
Hello 

Port Flags State Timers Interv al 
FaS/2 d U1 / S1 1s 

Protocol = PAgP 

C - Device is in Consistent state . 
P - Device learns on physical port. 

Q - Quit timer is running. 
I - Interface timer is running. 

Partner PAgP Learning Group 
Count Priority Method Ifindex 
o 128 Any o 

Age o f the port i n the current state : 04d : 1Bh : 57m : 19s 

Fls: 059 3 
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Chapter 13 Configuring EtherChannels 

This example shows how to verify the configuration ofport channel interface 2 after the LAN ports have 
been configured: 

Router# show etherchannel 12 port-channel 
Port-channels in the group: 

Port-channel: Pol2 

Age of the Port-channel = 04d : 18h:58m: 50s 
Logical slot/port 14/1 Number of ports = O 
GC OxOOOOOOOO HotStandBy port null 
Port state 
Protocol 

Router# 

Port-channel Ag-Not-Inuse 
PAgP 

Configuring the LACP System Priority and System ID 

The LACP system ID is the combination ofthe LACP system priority value and the MAC address ofthe o 
switch. 

To configure the LACP system priority and system ID, perform this task: 

Command Purpose 

Step 1 Router (config) # lacp system-priority 
priority_value 

(Optional for LACP) Valid values are 1 through 65535 . 
Higher numbers have lower priority. The default is 32768. 

Router(config)# no lacp system-priority 

Step 2 Router (config) # end 

Step3 Router# show lacp sys-id 

Reverts to the default. 

Exits configuration mode. 

Verifies the configuration. 

This example shows how to configure the LACP system priority: 

Router# configure terminal 
Router(config)# lacp system-priority 23456 
Router(config)# end 
Router(config)# 

This example shows how to verify the configuration: 

Router# show lacp sys-id 
23456,0050 . 3e8d.6400 
Router# 

The system priority is displayed first, followed by the MAC address o f the switch. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Chapter 13 Configuring EtherChannels 

Configuring EtherChannelload Balancing 

To configure EtherChannel load balancing, perform this task: 

Command Purpose 

Step 1 Router (config) # port-channel load-balance 
{src-mac I dst - mac I src - dst - mac I src - ip 
dst-ip I src-dst-ip I src-port I dst-port 
src-dst-port} 

Configures EtherChannel load balancing. 

Router(config)# no port-channel load-balance Reverts to default EtherChannel load balancing. 

Step2 Router(config)# end Exits configuration mode. 

Verifies the configuration. Step 3 Router# show etherchannel load-balance 

78-14099-03 BO 

The load-balancing keywords indicate the following information: 

With a PFC2: 

- src-port-Source Layer 4 port 

- dst-port-Destination Layer 4 port 

- src-dst-port-Source and destination Layer 4 port 

With a PFC or PFC2: 

- src-ip-Source IP addresses 

- dst-ip-Destination IP addresses 

- src-dst-ip-Source and destination IP addresses 

- src-mac-Source MAC addresses 

- dst-mac-Destination MAC addresses 

- src-dst-mac-Source and destination MAC addresses 

This example shows how to configure EtherChannel to use source and destination IP addresses: 

Router# configure terminal 
Router(config)# port-channel load-balance src-dst-ip 
Rout e r( config )# end 
Router(config)# 

This example shows how to verify the configuration: 

Router# show etherchannel load-balance 
Source XOR Destination IP address 
Router# 
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N DI X A 
Command Reference 
, .. 

This appendix describes the Content Switching Module (CSM) commands that are unique to server 
load-balancing (SLB) and Layer 3 switching. 

The following commands allow you to set up and monitor SLB on the CSM: 

Command Submode Command 

dfp, page A-6 agent, page A-7 

manager, page A-8 

ft group, page A-9 failover, page A-IO 

heartbeat-time, page A-11 

preempt, page A-12 

priority, page A-13 

ip slb mode, page A-14 

map cookie, page A-16 match protocol http cookie, page A-17 

map dns, page A-19 match protocol dns domain , page A-20 

map header, page A-21 match protocol http header, page A-22 

map retcode, page A-24 match protocol http retcode , page A-25 

map url, page A-26 match protocol http url, page A-27 

module csm, page A-29 

natpool, page A-30 

owner, page A-31 address, page A-32 

billing-info, page A-33 

contact-info, page A-34 

maxconns , page A-35 

W, :J::;·~n~:-0·· ·:~-~~uiu~ "~ -·~· · 
"\I. u ,,/L. J - '· 
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Command 

policy, page A-36 

probe, page A-45 

probe script, page A-62 

real, page A-69 

Appendix A Command Reference 

Submode Command 

client-group, page A-37 

cookie-map, page A-38 

header-map, page A-39 

reverse-sticky, page A-40 

reverse-sticky, page A-40 

set ip dscp, page -A.-42 •· 
d 

sticky-group, page A-43 

url-map, page A-44 

address (dns), page A-47 

address ( icmp ), page A-48 

credentials, page A-49 

expect status, page A-50 

failed, page A-52 

header, page A-53 

interval, page A-54 

kal -ap-udp, page A-55 

name, page A-56 

open, page A-58 

port, page A-57 

receive, page A-59 

request, page A-60 

retries, page A-61 

script, page A-63 

failed, page A-64 

interval, page A-65 

open, page A-66 

receive, page A-67 

retries, page A-68 

inservice, page A-70 

maxconns, page A-71 

minconns, page A-72 

probe, page A-73 

redirect-vserver, page A-74 

weight , page A-75 

o 

o 

78-14574-01 Rev BO 



Appendix A Command Reference 

Command 

redirect-vserver, page A-76 

script fi le, page A-8 7 

o script task, page A-88 

serverfarm, page A-89 

show module csm arp, page A-99 

show module csm conns, page A-1 00 

show module csm dfp, page A-1 O I 

show modu le csm ft, page A-1 03 

show module csm map, page A- 104 

show module csm memory, page A-1 06 

show module csm natpool, page A-1 07 

show module csm owner, page A- 108 o 
show module csm policy, page A-1 09 

show modu le csm probe, page A- 11 O 

show module csm probe script, page A-112 

show modu le csm rea l, page A- 11 3 

show module csm rea l retcode, page A- 11 5 

show module csm script, page A-1 16 

show module csm sc ript task , page A-I 17 

show module csm serverfarm. page A-118 

show module csm static. page A-120 

78-14574·01 Rev BO 

Submode Command 

advertise, page A-77 

client, page A-78 

id le, page A-79 

inservice, page A-80 

replicate csrp, page A-81 

ssl, page A-8.2:.. •· d 

virtual, page A:83 

vlan, page A-84 

webhost backup, page A-85 

webhost re location, page A-86 

bindid, page A-90 

failaction pu rge, page A-91 

hea lth, page A-92 

nat client, page A-93 

nat server, page A-94 

pred ictor, page A-95 

probe, page A-97 

retcode-map, page A-98 
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«:;:-
_ )!ommand Submode Command 

show module csm static server, page A-121 

show module csm stats, page A-122 

show module csm status, page A-124 

show module csm sticky, page A-125 

show module csm tech-script, page A-126 

show module csm tech-support, page A-127 -
show module csm vlan, page A-130 ~ 

show module csm vserver redirect, page A-131 

show module csm xml stats, page A-133 

snmp enable traps slb ft, page A-134 

static, page A-135 real, page A-136 

vlan, page A-139 alias, page A-140 

gateway, page A-141 o ip address, page A-142 

route, page A-143 

sticky, page A -15 8 

o 
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Command 

vserver, page A-144 

o 

xml-config, page A-165 

o 

78-14574-01 Rev BO 

Submode Command 

advertise, page A-145 

client, page A-146 

idle, page A-147 

inservice, page A-148 

owner, page A-149 

parse-length
1 

-page A.-150 

pending, page A-151 

persistent rebalance, page A-152 

replicate csrp, page A-153 

serverfarrn, page A-154 

slb-policy, page A-156 

ssl-sticky, page A-157 

sticky, page A-158 

reverse-sticky, page A-160 

url-hash, page A-161 

virtual, page A-162 

vlan, page A-164 

client-group, page A-166 

credentials, page A-167 

inservice, page A-168 

port, page A-169 

vlan, page A-170 



Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Appendix A Command Reference 

Use the dfp command to enter the DFP submode and configure DFP. Use the no fonn ofthis command 
to remove the DFP configuration. 

dfp [password password [timeout]] 

no dfp 

password 

password 

timeout 

(Optional) Keyword to specify a password for MDS authentication. 

(Optional) Password value for MDS authentication. This password 
must be the same on ali DFP manager devices . 

(Optional) Delay period, in seconds, during which both the old 
password and the new password are accepted; the range is from O to 
65535. 

The default timeout value is 180 seconds. 

Module CSM configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

The timeout option allows you to change the password without stopping messages between the DFP 
agent and its manager. 

o 

During a timeout, the agent sends packets with the old password (or null, ifthere is no old password) , 
and receives packets with either the old or new password. After a timeout expires, the agent sends and 
receives packets with only the new password; received packets that use the old password are discarded. 

lfyou are changing the password for an entire load-ba1anced environment, seta longer timeout. The 
extended timeout allows enough time for you to update the password on ali agents and servers before to 
timeout expires . lt also prevents mismatches between agents and servers that have the new password an 
agents and servers that have the old password. 

This example shows how to initiate DFP agent configuration mode, configure DFP, set the password to 
jlounder, and configure a 60-second timeout: 

SLB-Switch(config-module - csm)# dfp paaaword flounder 60 

show module csm dfp 

6500 Series Content Module lnstallation and tion Note 
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agent 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

/ t .. '·' 

( 6~ 1 \ ·. 
U" tho agont oommand in tho SLB DFP 'ubmodo to oonfiguco tho DFP agont to w~~~g 
to communicate. Use the no form of this command to remove the agent configuration. 

agent ip-address port [keepalive-timeout [retry-count [retry-interval]]] 

no agent ip-address p ort 

ip-address 

port 

keepalive-timeout 

retry -count 

retry-interval 

IP address of the DFP agent. 

Port number o f the DFP agent. 

(Optional) Time period in seconds between keepalive messages; the 
rangeis from I to 65535 . 

(Optional) Number of consecutive connection attempts or invalid 
DFP reports received before tearing down the connections and 
marking the agent as failed; the range is from O to 65535. 

(Optional) Interval between retries; the range is from 1 to 65535 . 

The keepalive-timeout default is O (no keepalive message) . 

Retry count default is O seconds (the default allows infinite retries). 

The retry-interval default is 180 seconds. 

SLB DFP configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

This example shows how to initiate the DFP agent, configure a 350-second timeout, and configure the 
number o f retries to 270: 

SLB - Switch( config - slb-dfp)# agent 111.101.90.10 2 350 270 

Related Commands dfp 
manager 
show module csm dfp 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Appendix A Command Reference 

Use the manager command in SLB DFP submode to set the port where an externai DFP can connect to 
the CSM. Use the no form ofthis command to remove the manager configuration. 

manager port 

no manager 

port Port number. 

This command has no defauit settings. 

SLB DFP configuration submode. o 
Release Modification 

1.1(1) This command was introduced. 

This command enabies the CSM to listen to DFP connections from an externai DFP manager. 

This exampie shows how to set the DFP manager port: 

SLB-Switch(config-slb-dfp)# manager 4 

Related Commands dfp 
agent 
show module csm dfp 

o 
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ft group 

Syntax Description 

o Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

o 
Related Commands 

78-14574-01 Rev BO 

Use the ft group command to enter the fault-tolerant configuration submode and configure fault tolerance. 
Use the no form o f this command to remove the fault-tolerant configuration. 

ft group group-id vlan vlan-id 

no ft group 

group-id 

vlan 

vlan-id 

ID ofthe fault-tolerant group. Both CSMs must have the same group 
ID. The range is from I to 254. 

Keyword to specify a VLAN ID. 

ID ofthe VLAN over which heartbeat messages are sent. Both CSMs 
must have the same VLAN ID. The range is from 2 to 4095. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

A fault-tolerant group is comprised oftwo Catalyst 6500 series switches each containing a CSM 
configured for fault-tolerant operation. Each fault-tolerant group appears to network devices as a single 
device. A network may have more than one fault-tolerant group. 

This example shows how to configure a fault-tolerant group named 123 on VLAN 5: 

SLB-Switch(config-module-csm)# ft group 123 vlan 5 

failover 
heartbeat-time 
preempt 
priority 
show module csm ft 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the failover command in the SLB fault-tolerant configuration submode to set the time for a standby 
CSM to wait before becoming an active CSM. Use the no form ofthis command to remove the failover 
configuration. 

failover failover-time 

no failover 

failover-time Amount o f time the CSM must wait after the last heartbeat message 
is received before assuming the other CSM is not operating; the range 
is from 1 to 65535. 

The default failover time is 3 seconds. 

SLB fault-tolerant configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to seta failover period of 6 seconds: 

SLB-Switch(config-slb-ft)# failover 6 

ft group 
show module csm ft 

o 

o 
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heartbeat-time 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the heartbeat-time command in the SLB fault-tolerant configuration submode to set the time before 
heartbeat messages are transmitted by the CSM. Use the no form ofthis command to restare the default 
heartbeat interval. 

heartbeat-time heartbeat-time 

no heartbeat-time 

heartbeat-time Time interval between heartbeat transmissions in seconds; the range 
is from I to 65535. 

The default heartbeat time is I second. 

SLB fault-tolerant configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to set the heartbeat time to 2 seconds: 

SLB - Switch(config-slb-ft)# heartbeat-time 2 

ft group 
show module csm ft 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

~ .. 
Note 

Related Commands 

Appendix A Command Reference 

Use the preempt command in the SLB fault-tolerant configuration submode to allow a higher priority 
CSM to take control o f a fault-tolerant group when it comes online. Use the no fo rm o f this command 
to restare the preempt default value. 

preempt 

no preempt 

This command has no arguments or keywords. 

The default value is that preempt is not specified. 

SLB fault-tolerant configuration submode. o 
Release Modification 

!.I (I) This command was introduced. 

When you enable preempt, the higher priority CSM preempts the other CSM in the fault-tolerant group 
when the higher priority CSM comes online. When you enable no preempt, the current primary CSM 
remains the primary CSM when the next CSM comes online. 

You must set both members o f the fault-tolerant CSM pai r to preempt for this feature to work. 

This example shows how to set the fault-tolerance mode to preempt: 

SLB-Switch(config-slb-ft)# preempt 

ft group 
priority 
show module csm ft 

o 
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priority 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the priority command in the SLB fault-tolerant configuration submode to set the priority o f the 
CSM. Use the no form ofthis command to restore the priority default value . 

priority value 

no priority 

value Priority of a CSM; the range is from I to 254. 

The default priority value is I O. 

SLB fault-tolerant configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

The CSM with the largest priority value is the primary CSM in the fault-tolerant pair when the modules 
are both operating. 

This example shows how to set the priority value to 12: 

SLB - Swi t c h (config-slb -ft) # priority 12 

ft group 
preempt 
show module csm ft 
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ip~O'e 

·. 

") 

se the ip slb mode command to configure the switch to operate as a CSM load-balancing device instead 
r a Cisco lOS SLB Joad-balancing device. Use the no form o f this command to remove the mode 
0 nfiguration. 

ip slb mo de { csm I rp} 

no ip slb mode 

j 

No~ecifying the no ip slb mode command is the same as specifying the rp mode. 

~ti:m 
S~ntaX 

Keyword to select the CSM load-balancing mode that allows you to 
configure a single CSM only and prohibits the use ofCisco lOS SLB 
load-balancing on the Catalyst 6500 series switch. 

Cotrc\\and Jal configuration submode. 

Keyword to select the route processar (Cisco lOS SLB) 
load-balancing mode and enable module CSM commands for 
configuring multiple CSMs. 

Command Hi(ase Modification 
~1~)--------------------=T~h~is--co_m __ m_a_n_d~w-a-s~i-n-tr-o~d~u-c-ed~. -----------------------------

1) This command now enables module csm commands for the rp mode. 

Usage Guid~ command allows you to change from the Cisco IOS SLB load-balancing mode to the CSM 
.i-balancing mode. o 
~sm mode, ali ip slb commands apply to a CSM module; Cisco lOS SLB is not available. In rp mode 
e default), ip slb commands apply to Cisco lOS SLB; the module csm commands are available to 
1figure multiple CSMs. 

~p/. 
es us example shows how to configure the switch mode: 

,B- Switch( c onfig)# ip slb mode csm 
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module csm 
show ip slb mode 

j 
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-~~ ~ \ 

m~p· fo~k,; . . . 
~-/ Use the map cookie command to create a cookte map and enter the cookte map configuratwn submode 

for specifying cookie match rules . Use the no form ofthis command to remove the cookie maps from 
the configuration. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

map cookie-map-name cookie 

no map cookie-map-name 
j 

cookie-map-name Cookie map instance; the character string is limited to 15 characters. 

cookie Keyword to enter the cookie map submode. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to create a cookie map: 

SLB-Switch(config-module-csm)# map upnready cookie 

cookie-map (SLB policy configuration submode) 
match protoco1 http cookie 
show module csm map 

o 

o 
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match protoc?})lllP. '~i.Ae 

/ s~?S?J ~ - · ~ 
match protocol http cookie . \ . (;) { J 

Use t_he match p~otocol http ~ookie command in SLB cookie map co_nfiguration subm"o~ add -~-~ 
cook1es to a cookle map. Multiple match rules can be added to a cookle map. Use the no form-·õífhis 
command to remove the cookie map name from the cookie map . 

Syntax Descriptionn 

Defaults 

Command Modes 

Usage Guidelines 

Command History 
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match protocol http cookie cookie-name cookie-value cookie-value-expression 

cookie-name Cookie name; the range is from rto 63 characters. 

cookie-value Keyword to specify a cookie value expression. 

cookie-value-expression Cookie value expression string; the range is from 1 to 255 characters. 

This command has no default settings. 

SLB cookie map configuration submode. 

Cookie regular expressions are based on the UNIX filename specification. URL expressions are stored 
in a cookie map in the form cookie-name = cookie-value-expression. Cookie expressions allow spaces 
provided they are escaped or quoted. You must match ali cookies in the cookie map. 

"*" means zero or more characters 

"?" means exactly one character-the [Ctrl + V] key combination must be entered 

"\" means escaped character 

Bracketed range (for example, [0-9]) means matching any single character from the range 

A leading 1\ in a range means do not match any in the range 

".\a" means alert (ASCII 7) 

".\b" means backspace (ASCII 8 

".\f' means form-feed (ASCII 12) 

".\n" means newline (ASCII 10) 

".\r" means carriage return (ASCII 13) 

".\t" means tab (ASCII 9) 

".\v" means vertical tab (ASCII 11) 

".\0" means null (ASCII O) 

".\\" means backslash 

".\x##" means any ASCII character as specified in two-digit hexadecimal notation 

Release 

1.1 (I) 

C a 

Modification 

This command was introduced. 
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IYv~O)~l\ < 
This example shows how to add cookies to a cookie map: 

(
f Exa pies 

\ ' (\)' , \ , y ) 

J 
SLB-Switch(config-slb-map-cookie)# match protocol http cookie albert cookie-value 4* 

' ' \ . 

"-~ : \... ./ 

Relate(lCommands cookie-map (SLB policy configuration submode) 
map cookie 
show module csm map 
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mapdns 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the map dns command to enter the SLB DNS map mode and configure a DNS map. Use the no form 
o f this command to remove the DNS map from the configuration. 

map dns-map-name dns 

no map dns-map-name 

dns-map-name Name of an SLB dns map; the character string range is from 1 to 
15 characters. 

This command has no default settings. 

SLB DNS map configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

Any mate h o f a DNS regular expression in the DNS map results in a successful match. A maximum o f 
1023 DNS domains can be configured to a map. 

This example shows how to group DNS domains: 

SLB-Switch(conf i g-module-csm)# map ml dns 
SLB-Switch(config-slb-map-url)# exit 
SLB-Switch(config) 

match protocol dns domain 
show module csm map 



Syntax Description 

Defaults 

Command Modes 

Command History 
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dns doma in 
Use the match protocol dns domain command in the SLB DNS map configuration submode to add a 
DNS domain to a DNS map. Use the no form ofthis command to remove the DNS domain from the URL 
map. 

match protocol dns domain name 

no match protocol dns domain name 

na me Names the DNS domain being mapped .. 

This command has no default settings. 

SLB DNS map configuration submode. o 
Release Modification 

1.1(1) This command was introduced. 

3.1(1) HTTP method parsing support was introduced. 

This example shows how to adds URL expressions to a URL map: 

SLB-Switch(config-slb-map-url)# match protocol http url Host header-value XYZ 

map dns 
show module csm map 

o 
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map header 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the map header command to create a map group for specifying HTTP headers and enter the header 
map configuration submode. Use the no form ofthis command to remove the HTTP header group from 
the configuration. 

map name header 

no map name 

na me Map instance; the character string is from I to 15 characters. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

2.1(1) This command was introduced. 

This example shows how to group HTTP headers and associate them with a Content Switching policy: 

SLB-Switch(config-module-csm)# map upnready header 
SLB-Switch(config-slb-map-header)# match protocol http header Accept header-value *jpeg* 
SLB-Switch(config-slb-map-header)# match protocol http header User - Agent header-value *NT* 
SLB-Switch(config-slb-map-header)# match protocol http header Host header - value 
www .myhome. com 
SLB-Switch(config- s lb - map - header)# exit 

header-map (SLB policy configuration submode) 
match protocol http header 
show module csm map 
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: mf~~~ http hea~er 
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matcb~11rotocol http header 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Use the match protocol http header command in SLB header map configuration submode to specify 
header fields and values for the CSM to search for when receiving a request. Multiple match rules can 
be added to a header map. Use the no form ofthis command to remove the header match rule from the 
header map. 

match protocol http header jield header-value expression 

no match protocol http header field 

field 

header-value 

expression 

Literal na me o f the gene ri c field in the HTTP header. The range is 
from I to 63 characters. 

Keyword to specify the header value expression. 

Header value regular expression string to compare against the value 
in the specified field ; the range is from I to 127 characters . 

This command has no default settings. 

SLB header map configuration submode. 

There are predefined fields, for example Accept-Language, User-Agent, or Host. 

Header regular expressions are based on the UNIX filename specification. URL expressions are stored 
in a header map in the form header-name = expression . Header expressions allow spaces provided that 
they are escaped or quoted . Ali headers in the header map must be matched. 

"*" means zero or more characters 

"?" means exactly one character-the [Ctrl +V] key combination must be entered 

"\" means escaped character 

Bracketed range (for example, [0-9]) means matching any single character from the range 

A leading A in a range means don 't match any in the range 

".\a" means alert (ASCII 7) 

" .\b" means backspace (ASCII 8 

". \f' means form-feed (ASCII 12) 

".\n" means newline (ASCII 10) 

".\r" means carriage return (ASCII 13) 

".\t" means tab (ASCII 9) 

" .\v" means vertical tab (ASCII 11) 

o 
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" .\0" means null (ASCII O) 

".\\" means backslash 

".\x##" means any ASCII character as specified in two-digit hexadecimal notation 

Release Modification 

2.1(1) This command was introduced. 

·.:\ . V'/_ ) 
\~ 

This example shows how to specify header fields and values to search upon a request : 

SLB-Switch(config-slb-map-header)# match protocol http header Host header-value XYZ 

header-map (SLB policy configuration submode) 
map header 
show module csm map 
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...._ __ ...... Use the map retcode command to enable retum error code checking and enter the return error code map 
submode. Use the no form of this command to remove the return code error checking from the 
configuration. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

map name retcode 

no map name 

na me 

retcode 

Return error code map instance; the character string is limited to 15 
characters. 

Keyword to enter the return error code map submode. 

This command has no default settings. 

Global configuration submode. 

Release Modification 

2.2(1) This command was introduced. 

This example shows how to enable retum error code checking: 

SLB -Swi tch(config - rnodule-csrn)# map upnready retcode 

cookie-map (SLB policy configuration submode) 
match protocol http cookie 
show module csm map 

o 

o 
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match protocol http retcode 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the match protocol http retcode command in SLB retum code map configuration submode to 
specify retum code thresholds, count and log retum codes, and send syslog messages for retum code 
events received from the servers . Use the no form ofthis command to remove the return code thresholds . 

match protocol http retcode min max action {count llog I remove} threshold [reset seconds] 

no match protocol http retcode min max 

min 

max 

action 

count 

log 

remove 

threshold 

reset 

seconds 

Minimum number of retum codes received before an action is taken. 

Maximum number o f return codes received before an action is taken. 

Keyword to enable the header value expression. 

Keyword to increment the statistics o f the number o f occurrences o f 
return codes received. 

Keyword to specify where syslog messages are sent when a threshold 
is reached. 

Keyword to specify where the syslog messages are sent when a 
threshold is reached and the server is removed from service. 

The number o f return occurrences before the log o r remove action is 
taken. 

(Optional) Keyword to enable the header value expression. 

Number o f seconds to wait before the action can take place again . 

This command has no default settings. 

SLB return code map configuration submode. 

The thresho/d and reset values are not configurable for the count action. These commands only are 
available for the Iog and remove actions. 

Release Modification 

2.2(1) This command was introduced. 

This example shows how to specify retum codes values to search for in an HTTP request: 

SLB-Switch(config - slb - map -retcode)# match protocol http quigly retcode 30 50 action log 
400 reset 30 

map retcode (SLB policy configuration submode 
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Use the map url command to enter the SLB URL map mode and configure a URL map. Use the no form 
o f this command to remove the URL map from the configuration. 

map url-map-name url 

no map url-map-name 

url-map-name Name o f an SLB URL map; the character string range is from I to 
15 characters. 

This command has no default settings. 

SLB URL map configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

o 

Any match o f a URL regular expression in the URL map results in a successful match. A maximum of 
1023 URLs can be configured to a map. 

This example shows how to group URLs and associate them with a Content Switching policy: 

SLB-Switch(config-module-csm)# map ml url 
SLB-Switch(config-slb-map-url)# match protocol http url /index.html 
SLB-Switch(config-slb-map-url)# match protocol http url /atocka/caco/ 
SLB-Switch(config-slb-map-url)# match protocol http url *gif 
SLB-Switch(config-slb-map-url)# match protocol http url /at* 
SLB-Switch(config-slb-map-url)# exit 
SLB-Switch(config) 

match protocol http url 
url-map (SLB policy configuration submode) 
show module csm map 

o 
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match protocol http url 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

78-14574-01 Rev BO 

Use the match protocol http url command in the SLB URL map configuration submode to add a URL 
regular expression to a URL map. Multiple match rules can be added to a URL map. Use the no form of 
this command to remove the URL regular expression from the URL map . 

match protocol http [method method-expression] url url-expression 

no match protocol http url [method method-expression] url url-expressionn -- •· 

method (Optional) Keyword to specify the method in incoming HTTP 
requests. 

method-expression Specifies the method expression to match. 

url Keyword to specify the URL in incoming HTTP requests . 

url-expression Regular expression range; the range is from I to 255 characters. 

This command has no default settings. 

SLB URL map configuration submode. 

URL regular expressions are based on the UNIX filename specification. URL expressions are stored in 
a cookie map in the form urln. URL expressions do not allow spaces and only one o f the URLs in the 
map must be matched. 

"*" means zero or more characters 

"?" means exactly one character- the [Ctrl +V] key combination must be entered 

"\" means escaped character 

Bracketed range (for example, [0-9]) means matching any single character from the range 

A leading " in a range means don 't mate h any in the range 

".\a" means alert (ASCII 7) 

" .\b" means backspace (ASCII 8 

".\f' means form-feed (ASCII 12) 

".\n" means newline (ASCII lO) 

" .\r" means carriage retum (ASCII 13) 

".\t" means tab (ASCII 9) 

".\v" means vertical tab (ASCII 11) 

".\0" means null (ASCII O) 

".\\" means backslash 

".\x##" means any ASCII character as specified in two-digit hexadec imal notation 
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Command History 

Examples 

The method expression may be either one o f the standard HTTP 1.1 method names (OPTIONS, GET, 
HEAD, POST, PUT, DELETE, TRACE, or CONNECT) or a string you specify that must be matched 
exactly (PROTOPLASM). 

Release Modification 

1.1(1) This command was introduced. 

3.1 (I) HTTP method parsing support was introduced. 

This example shows how to adds URL expressions to a URL map : 

SLB- Switch(config- s lb · map-url)# match protocol http url Host header-va lue XYZ 

Related Commands map url 

\ __ j 

url-map (SLB policy configuration submode) 
show module csm map 
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modulecsm 
Use the module csm command to allow the association of load-balancing commands to a specific CSM 
module and enter the CSM module configuration submode for the specified slot. Use the no form ofthis 
command to remove ·the module csm configuration. 

Note The module ContentSwitching Module slot command is the full syntax; the module csm slot command 
is a valid shortcut. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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module csm slot-number 

no module csm slot-number 

slot-number Slot number where the CSM resides. 

This command has no default settings. 

Global configuration submode. 

Release Modification 

2.1 (1) This command was introduced. 

Ifyou want to use the new multiple module configuration, you must change the ip slb mode command 
to rp . An existing CSM configuration is migrated to the new configuration when you change the mode 
from csm to rp. A prompt appears requesting a slot number. Migrating from a multiple module 
configuration to a single module configuration is supported. Migrating the Cisco lOS SLB configuration 
to the CSM configuration is not supported. 

This example shows how to configure a CSM: 

SLB-Switch(config)# module · csm 5 
SLB-Switch(config-module-cs m)# vserver VSl 

ip slb mode 
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natpool 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Use the natpool command in module CSM configuration submode to configure NAT and create a client 
address pool. Use the no form of this command to remove a natpool configuration. 

natpool pool-name start-ip end-ip { netmask netmask I prefix-Iength leading_l_bits} 

no natpool pool-name 

pool-name 

start-ip 

end-ip 

netmask 

netmask 

prefix-length 

leading_l _bits 

Name o f a client address pool; the character string is from l to 
15 characters . 

Starting IP address that defines the range of addresses in the address 
pool. 

Ending IP address that defines the range ofaddresses in the address pool. 

(Optional) Keyword to specify the subnet mask. 

(Optional) Mask for the associated IP subnet. 

(Optional) Keyword to specify the subnet mask . 

(Optional) Mask for the associated IP subnet. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

If you want to use client NA T, you must create at least one client address pool. 

A maximum o f 255 NAT pool addresses are available for any CSM. 

o 
This example shows how to configure a pool o f addresses with the na me web-clients, an IP address range 
from 128.3.0.1 through 128.3.0.254, anda subnet mask of255 .255 .0.0: 

SLB - Switch(conf i g - module-csm)# natpoo1 web-c1ients 128 .3. 0.1 128 . 3 . 0 . 254 netmask 
255.255 . 0.0 

nat client (SLB serverfarm configuration submode) 
show module csm natpool 
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owner 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the owner command in module CSM configuration submode to configure an owner object. Use the 
no form o f this command to remove an owner configuration. 

owner name 

no owner 

na me Name ofthe object owner. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

You can define more than one virtual server with the same virtual IP address (VIP) and set the VIP 
connection watermark levei to apply to a single VIP, which may correspond to multiple virtual servers. 
With the owner command, any virtual server has either zero or one owners. A particular owner can be 
associated with multiple virtual servers (typically, but not necessarily, with the same VIP). The VIP 
connection watermark applies to a specific owner. Once the sum o f the number o f open connections to 
ali virtual servers in a particular owner reaches the VIP connection watermark levei for that owner, new 
connections to any of these virtual servers are rejected by the CSM. 

This example shows how to configure an owner object: 

SLB-Switch(config-module-csm)# owner sequel 

address 
billing-info 
contact-info 
maxconns 
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Appendix A Command Reference 

Use the address command in the owner configuration submode to configure the address information for 
an owner object. Use the no form of this command to remove the address from the configuration. 

address street-address-information 

no address 

street-address-information The owner's street address . 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to configure an owner object: 

SLB-Switch(config-owner)# address 125 marmalade street 

owner 
billing-info 
contact-info 

o 

o 
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billing-info 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the billing-info command in the owner configuration submode to configure billing information for 
an owner object. Use the no form ofthis command to remove an billing information from the 
configuration. 

billing-info billing-address-information 

no billing-info 

billing-info Keyword to specify the owner's billing address . 

billing-address-information The owner's billing address. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to configure an owner object: 

SLB-Switch(config-owner)# billing-info 300 cordera avenue 

owner 
address 
contact-info 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the contact-info command in owner configuration submode to configure an email address for an 
owner object. Use the no form o f this command to remove the contact information from the owner 
configuration. 

contact-info string 

no contact-info 

string The owner's information. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to configure an owner object: 

SLB-Switch(config-owner)# contact-info shaggy@angel.net 

owner 
address 
billing-info 
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maxconns 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the maxconns command in owner configuration submode to configure the maximum number of 
connections allowed for an owner object. Use the no form o f this command to remove the maximum 
connections from the owner configuration. 

maxconns number 

no email-address 
.i 

number The number o f maximum connections to the owner object. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to configure an owner object: 

SLB-Switch(config-owner)# maxconns 300 

owner 
address 
billing-info 
contact-info 
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poli~ 
Use the policy command to configure policies, associate attributes to a policy, and enter the policy 
configuration submode. In this submode, you can configure the policy attributes. The policy is associated 
with a virtual server in virtual server submode. Use the no form o f this command to remove a policy. 

policy policy-name 

no policy policy-name 

S ntax Description policy-name y . 
Name o f an slb-policy instance; the character string is limited to 
15 characters. 

v 
i 

Defaults This command has no default settings. 

o 
Command Modes \1odule CSM configuration submode. 

Command Histo!l telease Modification 
\~1-(_l_) ____________________ T_h-is--co_m __ m_a_n_d~w--a-s~in-t-ro-d~u-c-e~d-.----------------------------

j}sãge Guidelines Iicies establish rules for balancing connections to servers. They can contain URL maps, cookie maps, 

Examples 

ôer maps, client groups, sticky groups, DSCP values, and server farms. The order in which policies 
c linked to a virtual server determines the precedence ofthe policy. When two or more policies match 
f quested URL, the policy with the highest precedence is selected. 

u can create up to 12287 SLB policies for a given CSM module . 

~~ 
--------------------------------------------------------------------

Note ,policies should be configured with a server farm. 

, example shows how to configure a policy named policy_content: 

Switch(config- module-csm)# policy policy_content 
Switch(config-slb-policy)# serverfarm new serverfarm 
3witch(config-slb-policy) # url-map url_map_l 
lwitch(config -slb - po licy )# exit 

o 

Related Commands ~icy (SLB virtual server configuration submode) 
nodule csm owner 
I 
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cl ient-group 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the client-group command in SLB policy configuration submode to associate an access list with the 
policy. Use the no fonn o f this command to remove access list from the policy. 

client-group {1-99 / std-access-list-name} 

no client-group 

1-99 Standard IP access list number. 

std-access-list-name Standard access list name. 

This command has no default settings. 

SLB policy configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

Only client groups created with the ip access-list standard command can be associated with an SLB 
policy. Only one client-group can be associated with a given SLB policy. 

This example shows how to configure a client group: 

SLB-Switch(config-slb-policy)# client-group 44 
SLB-Swi t ch( c onfig-slb-pol i cy)# exit 

policy 
ip access-Iist standard 
show module csm owner 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Appendix A Command Reference 

Use the cookie-map command in SLB policy configuration submode to associate a list of cookies with a 
policy. Use the no form ofthis command to remove a cookie map. 

cookie-map cookie-map-name 

no cookie-map 

cookie-map-name Na me o f the cookie list associated with a policy. 

This command has no default settings. 

SLB policy configuration submode. o 
Release Modification 

1.1(1) This command was introduced. 

Only one cookie map can be associated with a policy. Cookie maps are configured using the map cookie 
command. The cookie map name must match the name specifi ed in the map cookie command. 

This example shows how to configure a cookie-based SLB policy named policy_content: 

SLB-Switch(config-module-csm)# policy policy_content 
SLB-Switch(config-slb-policy)# serverfarm new serverfarm 
SLB-Switch(config-slb-policy)# cookie-map cookie-map- 1 
SLB-Switch(config - slb-policy)# exit 
SLB-Switch(config) 

policy 
map cookie 
show module csm owner 

o 
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header-map 

~ .. 

Use the header-map command in SLB policy configuration submode to specify the HTTP header criteria 
to include in a policy. Use the no form o f this command to remove a header map. 

Note I f any HTTP header information is matched, the policy rule is satisfied. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

78-14574-01 Rev BO 

header-map name 

no header-map 

na me Na me o f the previously configured HTTP header expression group. 

This command has no default settings. 

SLB policy configuration submode. 

Release Modification 

2.1(1) This command was introduced. 

Only one header map can be associated with a policy. The header map name must match the name 
specified in the map header command on page A-18. 

This example shows how to configure a header-based policy named policy _content: 

SLB-Switch(config-module-csm)# policy policy_content 
SLB-Switch(config-slb-policy)# serverfarm new_serverfarm 
SLB-Switch(config-slb-policy)# header-map header-map-1 
SLB-Switch(config-slb-policy)# exit 

policy 
map header 
show module csm owner 
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-,.t{-r~verse-sticky 

)v 

Use the reverse-sticky command to ensure that the CSM switches connections in the opposite direction 
back to the original source. Use the no formo f this command to remove the reverse-sticky option from 
the policy or the default-policy of a virtual server. 

reverse-sticky group-id 

no reverse-sticky 

Syntax Descri~ group-id Number identifying the sticky group to which the virtual server 
belongs; the rangeis from O to 255. 

Defaults fhe default is no reverse-sticky. Sticky connections are not tracked. 
fhe group ID default is O. The sticky feature is not used for other virtual servers. 
rhe network default is 255.255 .255 .255 . 

I 

Command Modes · LB virtual server configuration submode. 
r~ 

h~. . iot 
Ciilmand History lfelease Modification 

o 

~.~l~(~l)~------------------T~h~is_c_o_m_m __ a_n~d-w_a_s_i~n-tr-o~d~u-c-ed~.-----------------------------

.l (l) The IP reverse-sticky command is introduced. 

E:xamples ~is example shows how to set the IP reverse-sticky feature : 

1 
LB -Swi tch(config-module-csm)# vserver PUBLIC_HTTP 

FLB -Switch( config-s lb-vserver)# reverse-sticky 60 

Related CommanJsticky 

sticky-group (SLB policy submode) 
show module csm sticky 
show module csm vserver redirect 
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serverfarm 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the serverfarm command in the SLB policy configuration submode to associate a server farm with 
a policy. Use the no form ofthis command to remove the server farm from the policy. 

serverfarm primary-serverfarm [backup sorry-serverfarm [sticky]] 

no serverfarm 

primary-serverfarm 

backup 

sorry-serverfarm 

sticky 

Character string used to identify the server farm . 

(Optional) Keyword set the name o f a backup serverfarm. 

(Optional) Backup serverfarm name. 

(Optional) Keyword to associate the backup serverfarm with a virtual 
serve r. 

This command has no default settings. 

SLB policy configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

3.1 (1) The sorry server (backup server) option was added to this command. 

Use the serverfarm command to configure the server farm. Only one server farm can be configured per 
policy. The server farm name must match the name specified in the serverfarm module CSM 
configuration submode command. By default, the sticky option does not apply to the backup serverfarm. 
To remove the backup serverfarm, you can either use the serverfarm command without the backup option 
or use the no serverfarm command. 

This example shows how to associate a server fann named central with a policy: 

SLB-Switch(conf i g-module-csm)# policy policy 
SLB-Switch(config-slb-policy)# serverfarm central backup domino sticky 

policy 
reverse-sticky (module CSM configuration submode) 
show module csm owner 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the set ip dscp command in the SLB policy configuration submode to mark packets that match the 
policy with a DSCP value. Use the no form of this command to stop marking packets. 

setip dscp dscp-va/ue 

no set ip dscp 

dscp-value The range is from O to 63. 

The default is that the CSM does not store DSCP values. 

SLB policy configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to mark packets to match a policy named policy_content: 

SLB-Switch(config-module-csm)# policy policy_ content 
SLB-Switch(config-s lb-policy)# set ip dscp 22 

policy 
show module csm owner 

o 

o 
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sticky-group 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Use the sticky-group command in the SLB policy configuration submode to associate a sticky group and 
the sticky group attributes to the policy. Use the no form ofthis command to remove the sticky group from 
the policy. 

sticky-group group-id 

no sticky-group 

group-id ID o f the sticky group to be associated with a policy. 

The default is O, which means that no connections are sticky. 

SLB policy configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

The group-id must match the ID specified in the sticky command; the rangeis from I to 255 . 

This example shows how to configure a sticky group : 

SLB-Switch(config-module-csm)# policy policyl 
SLB-Switch(config-slb-policy)# sticky-group 5 

Related Commands policy 
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sticky 
show module csm owner 
show module csm sticky 



Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the url-map command in SLB policy configuration submode to associate a list ofURLs with the 
policy. Use the no form of this command to remove the URL map from the policy. 

url-map url-map-name 

no url-map 

url-map-name Name ofthe URL list to be associated with a policy. 

The default is no URL map. 

SLB policy configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

Only one URL map can be associated with a policy. URL maps are configured using the map url 
command. 

This example shows how to associa te a list o f URLs with a policy named assembly: 

SLB-Switch(config-module-csm)# policy policy 
SLB-Switch(config-slb-policy)# url-map assembly 

policy 
map url 
show module csm owner 

o 

o 
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probe 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 
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Use the probe command to configure a probe and probe type for health monitoring and to enter the probe 
configuration submode. Use the no form of this command to remove a probe from the configuration. 

probe probe-name { http I icmp I telnet I tcp I ftp I smtp I dns I kal-ap-upd} 

no probe probe-name 

probe-name Na me o f the probe; the character string is limited to 15 characters. 

http Keyword to create an HTTP probe with a default configuration. 

icmp Keyword to create an ICMP probe with a default configuration. 

telnet Keyword to create a Telnet probe with a default configuration. 

tcp Keyword to create a TCP probe with a default configuration. 

ftp Keyword to create an FTP probe with a default configuration. 

smtp Keyword to create an SMTP probe with a default configuration. 

dns Keyword to create a DNS probe with a default configuration. 

kal-ap-udp Keyword to create a GSLB target probe. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

A probe can be assigned to a server farm in serverfarm submode. 

When configuring kal-ap-udp type probes, the port submode command is not used to specify the 
destination UDP port to query. Use theCSM environment variable GSLB_KALAP _UDP _PORT instead. 
The default is port 5002. 

Also, to specify probe frequency and the number ofretries for KAL-AP, ICMP, HTTP and DNS probes 
when associated with a GSLB serverfarm environment, the following variables must be used instead of 
the probe submode commands: 

GSLS_KALAP_PROSE_FREQ 10 
GSLS KALAP PROSE RETRIES 3 - - -
GSLS_ICMP_PROSE_FREQ 10 
GSLS_ICMP_PROSE_RETRIES 3 
GSLS_HTTP_PROSE_FREQ 10 
GSLS HTTP PROSE RETRIES 2 - - -
GSLS DNS_PROSE_FREQ 10 
GSLS DNS PROSE RETRIES 3 

' I 

3 619 í 
! 

' ' 
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This example shows how to configure an HTTP probe named TREADER: 

Related Commands 

SLB-Switch(config-module-csm)# probe TREADER http 

probe (SLB serverfarm configuration submode) 
show module csm probe 
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address (dns) 
Use the address command in SLB DNS probe configuration submode to specify an IP address ofthe reàl 
server used by DNS to resolve requests . Use the no formo f this command to remove the address. 

address ip-address 

no address ip-address 

Syntax Description ip-address Real server IP address. 

Defaults This command has no default settings. 

Command Modes SLB DNS probe configuration submode. 

Command History Release Modification 

1.1(1) This command was introduced. 

Usage Guidelines Multiple addresses can be configured for a DNS probe. 

Examples This example shows how to configure an IP address o f the DNS serve r: 

SLB-Switch(config-slb-probe-dns)# address 101.23.45.36 

Related Commands probe 
address (icmp) 
show module csm probe 
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(icmp) 
Use the address command in SLB ICMP probe configuration submode to specify a destination IP 
address for health monitoring. Use the no form o f this command to remove the address. 

address ip-address 

no address 

Real server IP address. Syntax Description . ip-address 
~----------------------------------------------------------

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

This command has no default settings. 

SLB ICMP probe configuration submode. 

Release Modification 

2.1 (1) This command was introduced. 

One address can be configured for an ICMP probe. 

This example shows how to configure an IP address o f the real server: 

SLB-Switch(config-slb-probe-icmp)# address 101.23.45.36 

probe 
address (dos) 
show module csm probe 
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credentials 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the credentials command in the SLB HTTP probe configuration submode to configure basic 
authentication values for an HTTP probe. Use the no form of this command to remove the credentials 
configuration. 

credentials username [password] 

no credentials 

username Name that appears in the HTTP header. 

password (Optional) Password that appears in the HTTP header. 

This command has no default settings. 

SLB HTTP probe configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This command is for HTTP probes. 

This example shows how to configure authentication for an HTTP probe: 

SLB-Switch(config - slb-probe - http ) # credentials seamless abercrombie 

probe 
show module csm probe 
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Use the expect status command in the SLB HTTP/FTP/Telnet/SMTP probe configuration submode to 
configure a status c ode for the probe. Use the no formo f this command to remove the status code from 
the configuration. 

expect status min-number [max-number] 

no expect status min-number [max-number] 

.i 

Syntax Description min-number Single status code i f max-number is not specified. 

Defaults 

max-number (Optional) Maximum status code in a range. 

The default rangeis O to 999 (any response from the server is valid) . Both min-number and max-number can 
be any number between O and 999, as longas max-number is not lower than min-number. 

For example : 

expect status 5 is the same as expect status 5 5 

expect status o specifies a range ofO to 4 

expect status 900 999 specifies a range of900 to 999. 

You can specify many expected status ranges. 

o 

Command Modes SLB HTTP/FTP/Telnet/SMTP probe configuration submode. 

Command History 

Usage Guidelines 

~ .. 

Release Modification 

1.1 (I) This command was introduced. 

This command is for HTTP, FTP, Telnet, and SMTP probes. You can specify multiple status code ranges 
with this command by entering one command ata time . Ifyou specify the max-number value, this 
number is used as the minimum status co de o f a range . lf you specify no maximum number, this o 
command uses a single number (min-number). Ifyou specify both min-number and max-number value 
this command uses the range between the numbers. 

Note When you remove the expect status, you cannot set the range o f numbers to O oras a range o f numbers 
that includes the values you set for the expect status. The expect status state becomes invalid and does 
not restare the default range o f O through 999. To remove the expect status, remove each set o f numbers 
using the no expect status command. For example, enter the no expect status O 3 command and then 
enter the no expect status 34 99 command. 
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This example shows how to configure an HTTP probe with multiple status code ran~·;.;:_ __ -_;;/ 

SLB-Switch(config-slb-probe-http)# expect status 34 99 
SLB-Switch(config-slb-probe-http)# expect status O 33 
SLB-Switch(config-slb-probe-http)# 

probe 
show module csm probe 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Appendix A Command Reference 

Use the failed command in the SLB probe configuration submode to set the time to wait before probing 
a failed server. Use the no form ofthis command to reset the time to wait before probing a failed server 
to default. 

failed failed-interval 

no failed 

failed-interval Time in seconds before retrying a failed server; the rangeis from 2 to 
65535 . 

The default value for the failed interval is 300 seconds. 

SLB probe configuration submode. o 
Release Modification 

1.1 (1) This command was introduced. 

This command is used for ali probe types. 

This example shows how to configure a failed server probe for 200 seconds: 

SLB-Switch(config-slb - probe-http)# failed 200 

probe 
show module csm probe 

o 
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header 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the header command in the SLB HTTP probe configuration submode to configure a header field for 
the HTTP probe. Use the no form of this command to remove the credentials configuration. 

header jield-name [field-value] 

no header jield-name 

jield-name Name for the header being defined . 

jield-value (Optional) Content for the header. 

This command has no default settings. 

SLB HTTP probe configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

You can configure multiple headers for each HTTP probe. The length ofthejield-name value plus the 
length ofthejield-value value plus 4 (for":", space, and CRLF) cannot exceed 255 characters. This 
command is for HTTP probes. 

This example shows how to configure a header field for the HTTP probe: 

SLB - Switch(config - slb-probe-http)# header abacadabra 

probe 
show module csm probe 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Appendix A Command Reference 

Use the interval command in the SLB probe configuration submode to set the time interval between 
probes. Use the no form o f this command to reset the time interval between probes to default. 

interval seconds 

no interval 

seconds Number o f seconds to wait between probes from the end o f the 
previous probe to the beginning o f the next probe; the range is from 
2 to 65535. 

The default value for the interval between probes is 120 seconds. 

SLB probe configuration submode. 

Release Modification 

Ll(l) This command was introduced. 

This command is used for ali probe types. 

This example shows how to configure a probe interval of 150 seconds: 

SLB-Switch(config-slb-probe-http)# interval 150 

probe 
show module csm probe 

o 
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kal-ap-udp . . ~ O' . '; 
Use the kal-ap-udp command m the SLB probe configurat10n submode to seta probe for a--Giolr~ver 
Load Balancing (GSLB) target for load information. Use the no form ofthis command to remove the 
GSLB probe. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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kal-ap-udp seconds 

no kal-ap-udp 

seconds Number o f seconds to wait between probes from the end o f the 
previous probe to the beginning o f the next probe; the range is from 
2 to 65535 . 

The default value for the interval between probes is 120 seconds. 

SLB probe configuration submode. 

Release Modification 

l.l (I) This command was introduced. 

This command is used for ali probe types . 

This example shows how to configure a probe interval of 150 seconds: 

SLB-Switch(config - slb-probe - http)# interval 150 

probe 
show module csm probe 
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Use the name command in the SLB DNS probe configuration submode to configure a domain name for 
the DNS probe. Use the no form of this command to remove the name from the configuration. 

name domain-name 

no name 

domain-name Domain name that the probe sends to th"e DNS server. 

This command has no default settings. 

SLB DNS probe configuration submode. o 
Release Modification 

l.l ( l) This command was introduced. 

This example shows how to specify the probe name that is resolved by the DNS server: 

SLB - Switch(config-slb-probe-dns)# name astro 

probe 
show module csm probe 

o 
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port 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the port command in the SLB probe configuration submode to configure an optional port for the 
DNS probe. Use the no form o f this command to remove the port from the configuration. 

port port-number 

no port 

port-number Sets the port number. 

The default value for the port number is O. 

This command is available in ali SLB probe configuration submodes except ICMP. 

Release Modification 

3.1(1) This command was introduced. 

When the porto f a health probe is specified as O, the health probe uses the configured port number from 
the real server (if a real server is configured) or the configured port number from the virtual server (i f a 
virtual server is configured and no port is configured for the real server). The default port value is O. For 
the ICMP probes, where there is no port number, the port value is ignored. The port command is 
available for ali probe types except ICMP. 

This example shows how to specify the port for the DNS server: 

SLB-Switch(config- slb-probe - dns)# port 63 

probe 
show module csm probe 
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Use the open command in the SLB HTTP/TCP/FTP/Telnet/SMTP probe configuration submode to set 
the time to wait for a TCP connection. Use the no form ofthis command to reset the time to wait for a 
TCP connection to default. 

open open-timeout 

no open 

Syntax Description open-timeout Maximum number o f seconds to wait for the TCP connection; the 
rangeis from I to 65535 . 

Defaults The default value for the open timeout is I O seconds. 

o 
Command Modes SLB HTTP/TCP/FTP/Telnet/SMTP probe configuration submode. 

Command History Release Modification 

1.1(1) This command was introduced. 

Usage Guidelines This command is not used for any non-TCP probes, for example, ICMP or DNS. 

Examples 

Note There are two different timeout values: open and receive. The open timeout specifies how many seconds 
to wait for the connection to open (that is, how many seconds to wait for SYN ACK after sending SYN). 
The receive timeout specifies how many seconds to wait for data to be received (that is, how many 
seconds to wait for an HTTP reply after sending a GET/HHEAD request). Because TCP probes close as 
soon as they open without sending any data, the receive timeout is not used . 

This example shows how to configure a time to wait for a TCP connection of 5 seconds: o 
SLB - Switch(config-slb - probe-http)~ open 5 

Related Commands probe 
show module csm probe 
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rece1ve 

Syntax Description 

Defaults 

o 
Command Modes 

Command History 

Usage Guidelines 

Note 

O . Examples 

Related Commands 
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Use the receive command in the SLB probe configuration submode to set the time to wait for a reply 
from a server. Use the no form of this command to reset the time to wait for a reply from a server to 
default. 

receive receive-timeout 

no receive 

receive-timeout Number o f seconds to wait for reply from a server; the range is from 
I to 65535 . 

The default value for a receive timeout is I O seconds. 

SLB probe configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This command is available for ali probe types, except TCP. 

There are two different timeout values: open and receive. The open timeout specifies how many seconds 
to wait for the connection to open (that is, how many seconds to wait for SYN ACK after sending SYN). 
The receive timeout specifies how many seconds to wait for data to be received (that is, how many 
seconds to wait for an HTTP reply after sending a GET/HHEAD request) . Because TCP probes close as 
soon as they open without sending any data, the receive timeout is not used . 

This example shows how to configures a time to wait for a reply from a server to 5 seconds: 

SLB-Switch(config-slb-probe-http)# receive 5 

probe 
show module csm probe 
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Command History 
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Use the request command in the SLB HTTP probe configuration submode to configure the request 
method used by the HTTP probe. Use the no form ofthis command to remove the request method from 
the configuration. 

request [method {get I head}]] [urlpath] 

no request [method {get I head}] [urlpath] 

method 

get 

head 

url 

path 

The default path is /. 
The default method is get. 

(Optional) Keyword to configure a method for the probe request. 

(Optional) Keyword to direct the server to get this page. 

(Optional) Keyword to direct the server to get only the header for this 
page. 

(Optional) Keyword to direct the server to get the URL for this page. 

(Optional) A character string up to 255 characters specifying the o 
URL path. _ 

SLB HTTP probe configuration submode. 

Release Modification 

l.l(l) This command was introduced. 

The CSM supports only the get and head request methods. It does not support post and other methods . 
This command is for HTTP probes. 

This example shows how to configure a request method for the probe configuration: o 
SLB-Switch(config - s lb-probe-http)# requ.est method head 

probe 
show module csm probe 
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U" the "'''" comm•nd in the SLB pmbe configucotion 'ubmode to '" the ~;;;;,b~ ~:imbe. 
that are allowed before marking the server failed . Use the no form o f this command to reset the number 
o f failed probes allowed before marking a server as failed to default. 

retries retry-count 

no retries 

retry-count Number ofprobes to wait before marking a server as failed ; the range 
is from O to 65535 . 

The default value for retries is 3. 

SLB probe configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This command is used for ali probe types . 

Set retries to 2 o r more . I f retries are set to I, a single dropped probe packet will bring down the server. 
A setting o f O places no limit on the number o f probes that are sent. Retries are sent until the system 
reboots. 

This example shows how to configure a retry count o f 3: 

SLB-Switch(config-slb-probe-http)# retries 3 

probe 
show module csm probe 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

Use the probe probe-name script command to create a script probe and ente r the probe script 
configuration submode. Use the no form o f this command to remove the probe from the configuration. 

probe probe_name script 

no probe probe_name script 

probe_name Names the probe script 

script Keyword that specifies the creation of a probe script. 

This command has no default settings. 

SLB probe script configuration submode. o 
This command enters a probe sub-mode that is similar to the existing CSM health probe sub-modes (such 
as HTTP, TCP, DNS, and SMTP). The script probe sub-mode contains the existing probe sub-mode 
commands failed, interval, open, receive, and retries. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to create a script probe : 

SLB-Switch(config-module-csm)# ip slb script file t f tp://192.168.10.102/csmScripts 
SLB - Switch(config - probe-script)# script echoProbe . t c l 
SLB-Switch(config-probe-script)# interval 10 
SLB-Switch(config-probe-script)# retries 1 

SLB-Switch(config-probe-script)# failed 30 

probe 
script, page A-63 
failed, page A-64 
interval, page A-65 
open, page A-66 
receive, page A-67 
retries, page A-68 
show module csm probe 

o 
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script 

Syntax Description 

Defaults 

Command Modes 
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Command History 
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Related Commands 
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script • 

Use the script script-name [argl [arg2 ... ]] command to create a script probe. Use the no form o f this 
command to remove the probe from the configuration. 

script script_name [argl [arg2 ... ]] 

no script script_name [argl [arg2 ... ]] 

.; 

script-name Names the probe script 

argl, arg2 Keyword that specifies ??? 

This command has no default settings. 

SLB probe script configuration submode. 

This command enters a probe sub-mode that is similar to the existing CSM health probe sub-modes (such 
as HTTP, TCP, DNS, and SMTP). The script probe sub-mode contains the existing probe sub-mode 
commands failed, interval, open, receive, and retries . 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to create a script probe: 

SLB-Switch(config-module-csm)# ip slb script file tftp://192 . 168.10.102/csmScripts 
SLB-Switch(config-probe-script# script echoProbe . tcl 
SLB-Switch(config-probe-script# interal 10 
SLB-Switch(config-probe-script# retries 1 
SLB-Switch(config-probe-script# failed 30 

probe 
failed, page A-64 
interval, page A-65 
open, page A-66 
receive, page A-67 
retries, page A-68 
show module csm probe 

,., >: / 
....,_ ),·· -\__..-- . 
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Use the failed command in the SLB probe scirpt configuration submode to set the time to wait before 
probing a failed server. Use the no form ofthis command to reset the time to wait before probing a failed 
server to default. 

failed fa iled-i n ferva I 

no failed 

failed-interval Time in seconds before retrying a failed server; the range is from 2 to 
65535. 

The default value for the failed interval is 300 seconds. 

o 
SLB probe script configuration submode. 

Release Modification 

3.1 (1) This command was introduced. 

This command is used for ali probe types. 

This example shows how to configure a failed server probe for 200 seconds: 

SLB - Switch( conf i g -s lb - p r obe-http)# failed 200 

probe 
script, page A-63 
interva1, page A-65 
open, page A-66 
receive, page A-67 
retries, page A-68 
show module csm probe 

o 
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Use the interval command in the SLB probe script configuration submode to set the time interval 
between probes. Use the no form ofthis command to reset the time interval between probes to default 

interval seconds 

no interval 

.i 

seconds Number o f seconds to wait between probes from the end o f the 
previous probe to the beginning o f the next probe; the range is from 
2 to 65535 . 

The default value for the interval between probes is 120 seconds. 

SLB probe script configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This command is used for all probe types. 

This example shows how to configure a probe interval of !50 seconds: 

SLB-Switch(config-slb-probe-http)# interval 150 

probe 
script, page A-63 
failed, page A-64 
open, page A-66 
receive, page A-67 
retries, page A-68 
show module csm probe 
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Use the open command in the SLB probe script configuration submode to set the time to wait for a reply 
from a serve r. Use the no form o f this command to reset the time to wait for a reply from a serve r to 
default. 

open open-timeout 

no open 

open-timeout Number of seconds to wait for reply from a server; the range is from 
I to 65535. 

The default value for a receive timeout is I O seconds. 

SLB probe script configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

This command is available for ali probe types, except TCP. 

o 

Note There are two different timeout values: open and receive. The open timeout specifies how many seconds 
to wait for the connection to open (that is, how many seconds to wait for SYN ACK after sending SYN). 
The receive timeout specifies how many seconds to wait for data to be received (that is, how many 
seconds to wait for an HTTP reply after sending a GET/HHEAD request) . Because TCP probes close as 
soon as they open without sending any data, the receive timeout is not used . 

Examples This example shows how to configures a time to wait for a reply from a server to 5 seconds: o 
Related Commands 

SLB-Switch(config-slb-probe - http)# open 5 

probe 
script, page A-63 
failed, page A-64 
interval, page A-65 
receive, page A-67 
retries, page A-68 
show module csm probe 
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rece1ve 

Syntax Description 

Defaults 
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Command History 

Usage Guidelines 

~. 

" receive • 
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Use the receive command in the SLB probe configuration submode to set the time to wait for a reply 
from a serve r. Use the no form o f this command to reset the time to wait for a reply from a serve r to 
default. 

receive receive-timeout 

no receive 

receive-timeout Number o f seconds to wait for reply from a server; the range is from 
I to 65535 . 

The default value for a receive timeout is I O seconds. 

SLB probe configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This command is available for ali probe types, except TCP. 

Note There are two different timeout values: open and receive. The open timeout specifies how many seconds 
to wait for the connection to open (that is, how many seconds to wait for SYN ACK after sending SYN). 
The receive timeout specifies how many seconds to wait for data to be received (that is, how many 
seconds to wait for an HTTP reply after sending a GET/HHEAD request). Because TCP probes close as 
soon as they open without sending any data, the receive timeout is not used. 

Examples 

Related Commands 
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This example shows how to configures a time to wait for a reply from a server to 5 seconds: 

SLB-Switch(config-slb-probe-http)# receive 5 

probe 
script, page A-63 
failed, page A-64 
interval, page A-65 
open, page A-66 
retries, page A-68 
show module csm probe 

Catalyst6500 Series Content Switching Module lnstallatio 



Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

~ .. 
Note 

Related Commands 

Appendix A Command Reference 

Use the retries command in the SLB probe script configuration submode to set the number o f failed 
probes that are allowed before marking the serve r failed . Use the no formo f this command to reset the 
number o f failed probes allowed before marking a server as failed to default. 

retries retry-count 

no retries 

retry-count 

The default value for retries is 3. 

Number ofprobes to wait before marking a server as failed; the range 
is from O to 65535. 

SLB probe script configuration submode. 

Release Modification 

3.1( 1) This command was introduced. 

This command is used for ali probe types. 

o 

Set retries to 2 o r more . I f retries are set to 1, a single dropped probe packet wi ll bring down the server. 
A setting of O places no limit on the number of probes that are sent. Retries are sent until the system 
reboots . 

This example shows how to configure a retry count o f 3: 

SLB-Switch(config-slb-probe -script)# retries 3 

probe 
script, page A-63 
failed, page A-64 
interval, page A-65 
open, page A-66 
receive, page A-67 
show module csm probe 

o 
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rea l • 

real 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

~ .. 

Use the real command in the SLB serverfarm configuration submode to identify a real server that is a 
member of the server farm and enter the real server configuration submode. Use the no form o f this 
command to remove the real server from the configuration. 

real ip-address [port] 

no real ip-address [port] 

ip-address 

port 

.i 

Real server IP address. 

(Optional) Port translation for the real server; the range is from I to 
65535. 

The default is no port translation for the real server. 

SLB serverfarm configuration submode. 

Use this command to identify a real serve r that is a member o f the server farm and enter the real server 
configuration submode. 

Note The IP address that you supply provides a load-balancing target for the CSM. This target can be any IP 
addressable object. For example, the IP addressable object may be a real server, a firewall, or an alias IP 
address of another CSM. 

Command History 

Examples 

Related Commands 

78-14574-01 Rev BO 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to identify a real server and enter the real server submode: 

SLB-Switch(config-slb-sfarrn)# real 102 .43.55.6 0 
SLB-Switch(config - slb-real)# 

serverfarm 
show module csm real 
show module csm serverfarm 

.o~ 
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36 97 1 
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·--·--------------­-·--··· ·····- ' 



Syntax Description 

Defaults 

Command Modes 

Command History 

Examphis 

Related Commands 

Appendix A Command Reference 

Use the inservice command in the SLB real server configuration submode to enable the real servers. Use 
the no form o f this command to remove a real serve r from service. 

inservice 

no inservice 

This command has no arguments or keywords. 

The default for a real server is no inservice. 

SLB real server configuration submode. 

Release Modification 

l.J (1) This command was introduced. 

This example shows how to enable a real server: 

SLB-Switch(config-slb-sfarm)# real 10.2.2.1 
SLB-Switch(config-slb-real)# inservice 

real (SLB serverfarm submode) 
show module csm real 

o 

o 
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Use the maxconns command in the SLB real server configuration submode to limit the number ofactive 
connections to the real server. Use the no form ofthis command to change the maximum number of 
connections to its default value. 

maxconns max-conns 

no maxconns 

max-conns Maximum number o f active connections on the real serve r at any one 
point in time; the rangeis from I to 4294967295 . 

The default value is the maximum value or infinite (not monitored). 

SLB real server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

When you specify minconns, you must also specify the maxconns command. 

This example shows how to limit the connections to a real server: 

SLB-Switch(config -s lb-sfarm)# real 10.2.2.1 
SLB-Switch(config-slb-real)# maxconns 4000 

minconns (real server submode) 
real (serverfarm submode) 
show module csm real 
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Use the minconns command in the SLB real server configuration submode to establish a minimum 
connection threshold for the real server. Use the no forrn ofthis command to change the minimum 
number o f connections to the default value: 

minconns min-cons 

no minconns 
j 

min-cons Minimum number o f connections allowed on the real server; the 
rangeis from O to 4294967295 . 

The default value is no minconns. 

SLB real server configuration submode . 

Release Modification 

1.1(1) This command was introduced. 

o 

When the maxconns threshold is exceeded, the CSM stops sending connections until the number o f 
connections falls below the minconns threshold. This value must be lower than the maximum number 
o f connections configured by the maxconns command. When you specify minconns, you must also 
specify the maxconns command. 

This example shows how to establish a minimum connection threshold for a server: 

SLB-Switch(config-slb-sfarm)# real 102.2 . 2 . 1 
SLB - Switch(config-slb-real)# minconns 4000 

maxconns (real server submode) 
real (serverfarm submode) 
show module csm real 

o 
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Use the probe command in the SLB real server configuration submode to configure a probe for the real 
server. Use the no form of this command to remove the probe from the configuration. 

probe probe-name tag string 

no probe 

probe-name Names the probe. 

tag Keyword to specify a tag for the probe. 

string Specifies a string to identify the probe. 

This command has no default values . 

SLB real server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to configurre a probe for a server: 

SLB-Switch(config-slb-sfarm)# real 102.2.2.1 
SLB-Switch(config - s lb-real )# probe mission tag 12345678 

real (serverfarm submode) 
show module csm real 
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Use the redirect-vserver command in the SLB real server configuration submode to configure a real 
server to receive traffic redirected by a redirect virtual server. Use the no form of this command to 
specify that traffic is not redirected to the real server. 

redirect-vserver name 

no redirect-vserver 

na me Na me o f the virtual server that has its requests redirected. 

The default is no redirect-vserver. 

SLB real server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

o 

Mapping real servers to redirect virtual servers provides persistence for clients to real servers across TCP 
sessions. Before using this command, you must create the redirect virtual server in serverfarm submode 
with the redirect-vserver command. 

This example shows how to map a real server to a virtual server: 

SLB-Switch(config-slb- s farm)# real 10.2.2.1 
SLB-Switch(config - slb-real)# redirect-vserver timely 

real (SLB serverfarm configuration submode) 
redirect-vserver (SLB serverfarm configuration submode) 
show module csm real 
show module csm vserver redirect 

o 
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weight • 

Use the weight command in the SLB real server configuration submode to configure the capacity ofthe 
real servers in relation to the other real servers in the server farm . Use the no form o f this command to 
change the server's weight to its default capacity. 

weight weighting-value 

no weight 

weighting-value Value to use for the serve r farm predictor algorithm; the range is from 
1 to 100. 

The weighting value default is 8. 

SLB real server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to configure the weight of a real server: 

SLB-Switch(config-slb-sfarm)# real 10.2.2.1 
SLB-Switch(config-slb-real)# weight 8 

predictor (SLB serverfann submode) 
real (SLB serverfann submode) 
show module csm real 



Appendix A Command Reference 

• . redirect-vsfSVer · 

I i;cJ:Jb\) 
; ) ---
r'ed i rect -vserver 

/ . _______ ... 
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Related Commands 

Use the redirect-vserver command to specify the name of a virtual server to receive traffic redirected 
by the server farm and enter redirect virtual serve r configuration submode. Use the no form o f this 
command to remove the redirect virtual server. 

redirect-vserver name 

no redirect-vserver name 

na me Name of the virtual server to receive traffic redirected by the server 
farm; the virtual server name can be no longer than 15 characters. 

This command has no default settings. 

SLB serverfarm configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to name the virtual server: 

SLB-Switch(config-slb-sfarm)# redirect-vserver quantico 

real (SLB serverfarm submode) 
redirect-vserver (SLB real server submode) 
serverfarm 
show module csm serverfarm 
show module csm vserver redirect 

o 

o 

Catalyst 6500 Series Content Switching Module lnstallation and Configuration Note 

78-14574-01 Rev BO 



o 

o 

----· 
Appendix A Command Reference 

adverti se 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

78-14574-01 Rev BO 

advertise • 

Use the advertise command in the SLB redirect virtual server configuration mode to allow the CSM to 
adverti se the IP address o f the virtual serve r as host-route. Use the no form o f this command to stop 
advertising the host-route for this virtual server. 

adverti se [ active] 

no advertise 

active (Optional) Keyword to allow the CSM to advertise the IP address of 
the virtual server as host-route . 

The default for network mask is 255 .255 .255 .255 i f the network mask is not specified. 

SLB redirect virtual server configuration submode. 

Without the active option, the CSM always advertises the virtual server IP address whether or not there 
is any active real server attached to this virtual server. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to restrict a client from using the redirect virtual server: 

SLB - Switch(con f ig-slb-redirect-vs)# advertise 10.5.2.1 exc1ude 

vserver 
show module csm vserver redirect 
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Use the client command in the SLB redirect virtual server configuration mode to restrict which clients 
are allowed to use the redirect virtual server. Use the no form of this command to remove the client 
definition from the configuration. 

client ip-address [network-mask] [exclude] 

no client ip-address [network-mask] 

ip-address Client's IP address. 

network-mask (Optional) Client's IP mask. 

exclude (Optional) Keyword to specify that the IP address is disallowed. 

The default for network mask is 255 .255 .255 .255 ifthe network mask is not specified. o 
SLB redirect virtual server configuration submode. 

The network mask is applied to the source IP address ofincoming connections and the result must match 
the IP address before the client is allowed to use the virtual server. Ifyou do not specify exclude, the IP 
address and network mask combination is allowed. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to restrict a client from using the redirect virtual server: 

SLB-Switch(config-slb-redirect-vs)# client 10.5.2.1 exclude 

client-group (SLB policy submode) 
vserver 
show module csm vserver redirect 

o 

Catalyst 6500 Series Content Switching Module lnstallation and Configuration Note 

78-14574-01 Rev BO 



o 

o 

Appendix A Command Reference 

idle 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

78-14574-01 Rev BO 

· ! I idle • 
' . 'Ç)· ,' 

\~J 

Use the idle command in the SLB redirect virtual server configuration submode to specify the 
connection idle timer duration . Use the no form ofthis command to disable the idle timer. 

idle duration 

no idle 

duration SLB connection idle timer in seconds; the range is from 4 to 65535 . 

The default is 3600. 

SLB redirect virtual server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to specify the connection idle timer duration: 

SLB - Switch(config-slb-redirect-vs)# idle 7 

redirect-vserver (SLB serverfarm submode) 
show module csm vserver redirect 
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Use the inservice command in the SLB redirect virtual server configuration submode to enable the real 
server for use by the CSM. If this command is not specified, the virtual server is defined but not used. 
Use the no form o f this command to disable the virtual server. 

inservice 

no inservice 

This command has no arguments or keywords . 

The default is no inservice. 

SLB redirect virtual server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to enable a redirect virtual server for use by the CSM: 

SLB-Switch(config-slb-redirect - vs)# inservice 

redirect-vserver (SLB serverfarm submode) 
show module csm vserver redirect 

o 

o 
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Use the replicate csrp command in the SLB redirect virtual server configuration submode to enable 
connection redundancy. Use the no form o f this command to remove connection redundancy. 

replicate csrp 

no replicate csrp 

This command has no keywords or arguments. 

The default is no replicate csrp . 

SLB virtual server configuration submode. 

Release Modification 

2.1 (I) This command was introduced. 

This example shows how to enable connection redundancy: 

SLB-Switch(config-slb-redirect -vs)# replicate carp 

vserver 
show module csm vserver redirect 

1Doc: 
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Use the ssl command in the SLB redirect virtual server configuration submode to redirect an HTTP 
request to either HTTPS (SSL)_ or the FTP service. Use the no form o f this command to reset the 
redirect o f an HTTP request to an HTTP service. 

ssl { https I ftp I ssl-port-number} 

no ssl 
.i 

ssl-port-number SSL port number; the rangeis from I to 65535 . 

The default is no ssl forwarding . 

SLB redirect virtual server configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to enable SSL forwarding: 

SLB-Switch(config-slb-redirect - vs)# sal 443 

redirect-vserver (SLB serverfarm submode) 
show module csm vserver redirect 

o 

o 
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virtual • 

Use the virtual command in SLB redirect virtual server configuration submode to specify the virtual 
server's IP address, the protocol used for traffic, and the port the protocol is using. Use the no form of 
thi s command to reset the virtual server to its defaults. 

virtual v_ipaddress tcp port 

no virtual v_ipaddress 

v_ipaddress Redirect virtual server's IP address. 

tcp Keyword to specify the protocol used for redirect virtual server 
traffic. 

por f Port number used by the protocol. 

The default IP address is 0.0.0.0, which prevents packet forwarding. 

SLB redirect virtual server configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

This example shows how to specify the virtual server's IP address, the protocol for redirect virtual server 
traffic, and the port number used by the protocol: 

SLB-Switch(config-slb-redirect)# virtual 130.32.44.50 tcp 80 

redirect-vserver (SLB serverfarm submode) 
show module csm vserver redirect 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the vlan command in the SLB redirect virtual server submode to define which source VLANs can 
be accessed on the redirect virtual server. Use the no forrn ofthis command to remove the VLAN. 

vlan { v/an-number J ali} 

no vlan 

v/an-number 

ali 

The default is ali VLANs. 

VLAN the virtual server may access. 

(Optional) Keyword to specify ali VLANs are accessed by the virtual 
server. 

SLB virtual server configuration submode. 

Release Modification 

2.1 ( 1) This command was introduced. 

This example shows how to specify a VLAN for redirect virtual server access: 

SLB-Switch(config-slb-redirect-vs)# vlan 5 

sticky 
sticky-group (SLB policy submode) 
show module csm sticky 
show module csm vserver redirect 

o 

o 
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Use the webhost backup command in SLB redirect virtual server configuration submode to specify a 
backup string sent in response to HTTP requests . Use the no form ofthis command to disable the backup 
string. 

webhost backup backup-string [301 I 302] 

webhost backup 

backup-string 

301 

302 

The default status code is 302 . 

.i 

String sent in response to redirected HTTP requests; the maximum 
length is 127 characters. 

(Optional) Keyword to specify the HTTP status code: "The requested 
resource has been assigned a new perrnanent URL." 

(Optional) Keyword to specify the HTTP status code: "The requested 
resource resides temporarily under a different URL." 

SLB redirect virtual server configuration submode. 

This command is used in situations where the redirect virtual server has no available real servers. 301 or 
302 is used to specify the redirect code. The backup string may include a %p at the end to indicate 
inclusion o f the path in the HTTP redirect location statement field. 

Release Modification 

1.1 {I) This command was introduced. 

This example shows how to specify a backup string that is sent in response to HTTP requests: 

SLB.- Switch(conf i g- s lb-redi rect - v s )# webhost backup www.mybackup.com%p 301 

redirect-vserver (SLB serverfarrn submode) 
show module csm vserver redirect 
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• webhost relocation 

.. ,c . . ' / 
webhost relocation ,..___ ___ -· 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

Use the webhost relocation command in the SLB redirect virtual server configuration submode to 
specify a relocation string sent in response to HTTP requests. Use the no form o f this command to 
disable the relocation string. 

webhost relocation relocation string [301 I 302] 

no webhost relocation 

relocation string 

301 

302 

String sent in response to redirected HTTP requests; the maximum 
length is 127 characters . 

(Optional) Keyword to specify the HTTP status code: "The requested 
resource has been assigned a new permanent URL." 

(Optional) Keyword to specify the HTTP status code: "The requested 
resource resides temporarily under a different URL." o 

----------------, 

The default status code is 302. 

SLB redirect virtual server configuration submode. 

The backup string may include a %p at the end to indica te inclusion o f the path in the HTTP redirect 
location statement field. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to specify a relocation string that is sent in response to HTTP requests: 

SLB-Switch(config-slb-redirect-vs)# webhost relocation www.myhomel.com%p 301 

redirect-vserver (SLB serverfarm submode) 
show module csm vserver redirect 

o 
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script file 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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scriptfile • 

Use the script file command to load scripts in to a script file. Use the no form ofthis command to remove 
the script file command from the configuration. 

script file file-url 

no script file 

jile-url Sets the standard Cisco lOS file name, such as 
bootflash: webprobe. te!. 

This command has no default settings. 

Module CSM configuration submode. 

The file-url is a standard Cisco lOS file name such as bootflash:webprobe.tcl. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to load scripts into a script file : 

SLB-Switch(conf ig - mo dule-c s m) # script fi!ejife-urf 

show module csm script 

Catalyst6500 Series Content Switching Module lnstallaf "' ,,<ji~~~;;;:;~ 
~ ; GPMI • C<'"~ JW~'"IIII i ~ - - v ._, ' ' 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the script task command to run a standalone task. Use the no form ofthis command to remove the 
standalone task from the configuration. 

script task script-index script-name [argl [arg2 .. . ]] 

no script task script-index 

script-index 

script-name 

argl, arg2 

Used to identify a specific running script. The script-index is an 
integer between I and I 00. 

Identifies the script by name. 

(Optoinal) Arguments can be any string to a particular script. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to run a standalone script: 

SLB-Switch (config-module-csm) # script task 30 filerun 

show module csm script 

o 

o 
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serverfarm 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the serverfarm command to identify a server farm and enter the serverfarm configuration submode. 
Use the no form ofthis command to remove the server farm from the configuration. 

serverfarm serverfarm-name 

no serverfarm serverfarm-name 

serverfarm-name Character string used to identify the server farm; the character string 
is limited to 15 characters. 

This command has no default settings. 

Module CSM configuration submode. 

Use this command to enter the server farm configuration submode to configure the load-balancing 
algorithm (predictor), a set o f real servers, and the attributes (NAT, probe, and bindings) o f the real 
servers. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to identify a server farm named PUBLIC and change the CLI to server farm 
configuration mode: 

SLB-Switch(config-module-csm)# serverfarm PUBLIC 

reverse-sticky (SLB policy configuration submode) 
serverfarm. (SLB virtual server configurations submode) 
show module csm serverfarm 

369 7 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Appendix A Command Reference 

Use the bindid command in the SLB serverfarm configuration submode to assign a unique ID to allow 
the DFP agent to differentiate a real server in one server farm versus another server farm. Use the no 
form o f this command to disable the bindid. 

bindid [bind-id] 

no bindid 

bind-id 

The default is O. 

.i 

(Optional) Identification number for each binding; the range is from 
O to 65533. 

SLB serverfarm configuration submode. 
o 

The single real server is represented as multi pie instances of itself, each having a different bind 
identification. DFP uses this identification to identify a given weight for each instance ofthe real server. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to bind a server to multiple virtual servers : 

SLB- Swi tch( config - slb-sfar m)# bindid 7 

Related Commands dfp o serverfarm 
show module csm serverfarm 
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failaction purge 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the failaction purge command in the SLB serverfarm configuration submode to set the behavior of 
connections to real servers that have failed. Use the no forrn ofthis command to disable the behavior of 
connections to real servers that have failed. 

failaction purge 

no failaction purge 

This command has no arguments or keywords . 

The default is no failaction purge. 

SLB serverfarrn configuration submode. 

With this command enabled, connections to a real server in the server farm are purged when the real 
server goes down. This feature is required for VPN load balancing. 

Release Modification 

2.1 (1) This command was introduced. 

This example shows how to set the behavior o f connections to real servers that have failed: 

SLB - Switch(config-slb-sfarm)# failaction purge 

dfp 
serverfarm 
show module csm serverfarm 

3697 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the health command in the SLB serverfarm configuration submode to set the retry attempts to real 
servers that have failed. Use the no form of this command to disable the retries or the time to wait for 
connections to real servers that have failed. 

health retries count failed seconds 

no health 

retries Keyword to specify the number o f tries to attempt to failed real 
servers. 

count Number ofprobes to wait before marking a server as failed; the range 
is from O to 65534 . 

failed 

seconds 

There are no default settings. 

Keyword to specify the time to wait to attempt retries to the real 
servers. 

Time in seconds before retrying a failed server; the rangeis from O t 
65535 . 

SLB serverfarm configuration submode. 

Release Modification 

2.2(1) This command was introduced. 

This example shows how to set the behavior of connections to real servers that have failed : 

SLB - Switch(config-slb-sfarm)# health retries 20 failed 200 

dfp 
serverfarm 
show module csm serverfarm 

o 
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nat client 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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/ • na·t client • 

11 ··~'v~ \ 
I 1 'L_()J4 - \ , 

~; /\)' , ' 

\ ' ) 
Use the nat client command in SLB serverfarm configuration submode to spec~~~t-of-cltent NAT 
pool addresses that should be used to perform the NAT function on clients connecting to this server farm. 
Use the no formo f this command to remove the NAT pool from the configuration. 

nat client client-pool-name 

no nat client 

client-pool-name Client pool name. 

This command has no default settings. 

SLB serverfarm configuration submode. 

Use this command to enable client NAT I f client NAT is configured, the client address and port number 
in load-balanced packets are replaced with an IP address and port number from the specified client NAT 
pooL This client pool name must match the pool name entered from a previous natpool command. 

Release Modification 

1.1 (1) This command was introduced. 

This example shows how to specify NAT on the client: 

SLB - Switch(config- s lb-sfarm)# nat client whishers 

natpool 
serverfarm 
nat server 
predictor 
show module csm serverfarm 



Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

~ .. 

Appendix A Command Reference 

Use the nat server command in SLB serverfarm configuration submode to specify NAT to servers in this 
server farm . Use the no form o f this command to disable server NAT. 

nat server 

no nat server 

This command has no arguments or keywords. 

Server NAT is enabled by default. 

SLB server farm configuration submode. o 
Use this command to enable serve r NAT. I f server NAT is configured, the server address and port number 
in load-balanced packets are replaced with an IP address and port number o fone o f the real servers in 
the server farm. 

Note The nat server command has no effect when predictor forward is configured, because no servers can 
be configured. 

Command History 

Examples 

Related Commands 

Release Modification 

1.1 (I) This command was introduced. 

This example shows how to specify NAT on the server: 

SLB-Switch(config-slb-sfarm)# nat server 

serverfarm 
nat client 
predictor 
show module csm serverfarm 
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predictor 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

~ .. 

Use the predictor command in the SLB serverfarm configuration submode to specify the load-balancing 
algorithm for the server farm. Use the no form ofthis command to remove the load-balancing algorithm. 

predictor {roundrobin IIeastconns I hash urll hash address [source I destination] [ip-netmask] 
I forward}] 

no predictor 

roundrobin 

leastconns 

hash url 

hash address 

source 

destination 

ip-netmask 

forward 

Keyword to select the next servers in the list o f real servers. 

Keyword to select the server with the least number o f connections. 

Keyword to select the server using a hash value based on the URL. 

Keyword to select the server using a hash value based on the source 
and destination IP addresses . 

Keyword to select the server using a hash value based on the source 
IP address. 

Keyword to select the server using a hash value based on the 
destination IP address. 

(Optional) Bits in the IP address to use for the hash. I f not specified, 
255.255.255.255 is assumed. 

Keyword to tell the CSM to forward traffic in accordance with its 
internai routing tables. 

The default algorithm is round robin. 

SLB serverfarm configuration submode. 

Use this command to define the load-balancing algorithm used in choosing a real server in the server 
farm. lfyou do not specify the predictor command, the default algorithm is roundrobin . Using the no 
form ofthis command changes the predictor algorithm to the default algorithm . 

Note The nat server command has no effect when predictor forward is configured, because no servers can 
be configured. 

78-14574-01 Rev BO 

The portion o f the URL to hash is based on the expressions configured for the virtual server submode 
command url-hash. 

No real servers are needed. The server farm is actually a route forwarding policy with no real servers 
a:ssociated with it. 



Appendix A Command Reference 

Examples 

Related Commands 

Release 

1.1 (I) 

2.1(1) 

Modification 

This command was introduced. 

Changed the ip-hash to the hash address source keyword and added 
new keyword types of hash address, hash address destination, 
hash url, and forward. In addition, the http-redirect command is 
now hidden. 

This example shows how to specify the load-balancing algorithm for.ih=e. ser~er fann: 

SLB-Switch(config-module-csm)# serverfarm PUBLIC 
SLB-Switch(config-slb-sfarm)# predictor leastconns 

nat client 
nat server 
maxconns 
minconns 
serverfarm 
show module csm serverfarm 
serverfarm (SLB virtual server configuration submode) 
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probe 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the probe command in the SLB serverfarm configuration submode to associa te a probe with a server 
farm. Use the no form ofthis command to disable a specific probe. 

probe probe-name 

no probe probe-name 

probe-name Probe name associated with the server farm. 

This command has no default settings. 

SLB serverfarm configuration submode. 

Each server farm can be associated with multiple probes o f the same o r different protocols. Protocols 
supported by the CSM include HTTP, ICMP, TCP, FTP, SMTP, Telnet, and DNS. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to associate a probe with a server farm : 

SLB - Switch(config-slb-sfarm) # probe general 

probe (Module CSM configuration submode) 
serverfarm 
show module csm probe 
show module csm serverfarm 

/ 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the retcode-map command in the SLB serverfarm configuration submode to assign a return code 
map to a server farm. Use the no form of this command to disable a specific probe. 

retcode-map retcodemap_name 

no retcode-map 

retcodemap_name Return code map name associated with the server farm . 

This command has no default settings. 

SLB serverfarm configuration submode. 

Release Modification 

2.2( I) This command was introduced. 

This example shows how to associate a probe with a server farm : 

SLB-Swi tch(config - slb-sfarm)# retcode-map return_stats 

map retcode (Module CSM configuration submode) 
serverfarm 
show module csm serverfarm 

o 

o 
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show module csm arp 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

78-14574-01 Rev BO 

Use the show module csm slot arp command to display the CSM ARP cache. 

show module csm slot arp 

slot Slot where the CSM resides. 

This command has no default settings. 

Privileged EXEC. 

Release Modification 

1.1 (I) This command was introduced as show ip slb arp . 

2.1 (I) This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display the CSM ARP cache: 

SLB-Switch# show module csm 4 arp 

Internet Address Physical Interface VLAN Type Status 

10 . 10 . 3 . 100 00-01-64-F9-1A - 02 o VSERVER local 
10 . 10 . 3.1 00-D0-02-58 - B0 - 00 11 GATEWAY up(O misses) 
10 . 10.3 . 2 00-30-F2-71 - 6E - 10 11/12 --SLB-- local 
10 . 10.3.10 00-DO-B7-B2-3B - 97 12 REAL up(O misse s ) 
10 . 10 . 3.20 00-DO-B7-B2-3B - 97 12 REAL up(O misse s ) 
10 . 10 . 3.30 00-DO-B7 - B2-3B-97 12 REAL up(O misses) 
10 . 10 . 3 . 40 00-00-00-00-00-00 12 REAL down(1 misses) 

;Doe: 
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show module csm conns 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Use the show module csm slot conns command to display active connections. 

show module csm slot conns [vserver virtserver-name] [client ip-address] [detail] 

slot 

vserver 

Slot where the CSM resides. 

(Optional) Keyword to specify the c_snffiectiens associated with a 
particular virtual server. 

virtserver-name (Optional) Name of the virtual server to be monitored. 

client 

ip-address 

detail 

(Optional) Keyword to specify the connections associated with a 
particular client IP address. 

(Optional) IP address o f the client to be monitored. 

(Optional) Keyword to specify detailed connection information. 

I f no options are specified, the command displays output for ali act ive connections. 

Privileged EXEC. 

Release Modification 

1.1(1) This command was introduced as show ip slb conns. 

2.1 (I) This command was changed to show module csm slot (for ip slb 
mode rp only) . 

This example shows how to display active connection data : 

SLB-Switch# show module csm 4 conns 
prot v l an source destination state 

In TCP 11 100.100 . 100 . 2 : 1754 10 . 10 .3. 100: 80 ESTAB 
Out TCP 12 100.100 . 100.2:1754 10.10.3.20 :80 ESTAB 

In TCP ll 100.100.100.2:1755 10 .1 0 . 3.100 : 80 ESTAB 
Out TCP 12 100. 100.100.2:1755 10.10.3.10:80 ESTAB 

SLB-Switch# show module csm 4 conns detail 

prot vlan source des tination state 

In TCP 11 100.100.100.2:1754 10 . 10.3.100:80 ESTAB 
Out TCP 12 100.100.100 . 2:1754 10. 10 .3 . 20:80 ESTAB 

VS = WEB - VIP, ftp = No, csrp False 

In TCP 11 100 . 100 . 100.2:1755 10.10 .3.100:80 ESTAB 
Out TCP 12 100.100 . 100.2:1755 10.10 .3. 10 :80 ESTAB 

vs = WEB - VIP, ftp = No, csrp False 
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show module csm dfp 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 
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Use the show module csm slot dfp command to display DFP agent and manager information, such as 
passwords, timeouts, retry counts, and weights. 

show module csm slot dfp [agent [detaill ip-address port] I manager [ip_addr] I detaill weights] 

slot 

agent 

detail 

ip_address 

port 

manager 

ip_addr 

detail 

weights 

Slot where the CSM resides . 

(Optional) Keyword to specify informatiori about a DFP agent . 

(Optional) Keyword to specify ali data available. 

(Optional) Agent IP address. 

(Optional) Agent port number. 

(Optional) Keyword to specify the agent and manager connection state and 
statistics, and the load and health metric sent to DFP manager. 

(Optional) IP address o f reported weights. 

(Optional) Keyword to specify ali data available . 

(Optional) Keyword to specify information about weights assigned to real 
servers for load balancing. 

I f no options are specified, the command displays summary information. 

Privileged EXEC. 

Release Modification 

1.1(1) This command was introduced as show ip slb dfp . 

2.1(1) Added the virtual server weight display information to report to the 
DFP manager. 

This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows ali available DFP data: 

SLB-Switch# show module csm 4 dfp detail 

This example shows information about weights: 

SLB- Switch# show module csm 4 dfp weights 

This example, with no options specified, shows summary information: 

SLB-Switch# show module csm 4 dfp 

/ 'rtc4 6 -'I 
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show module csm ft 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the show module csm slot ft command to display statistics and counters for the CSM fault-tolerant 
pai r. 

show module csm slot ft [ detail] 

detail 

No values are displayed. 

Privileged EXEC. 

Release 

1.1(1) 

2.1 (I) 

(Optional) Keyword to display llJOTe dettliled information. 

Modification 

This command was introduced as show ip slb ft. 

This command was changed to show module csm slot (for ip slb 
mode rp only) . 

This example shows how to display the statistics and counters for the CSM fault-tolerant pair: 

SLB-Switch# show module csm 4 ft 
FT group 2, vlan 30 
This box is active 
priority 10, heartbeat 1, failove r 3, preemption is off 

ft group 

Catalyst 6500 Series Content Switching Module lnstallation and 
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map 
\Jse the show module csm slot map command to display information about URL maps . 

show module csm slot map [url 1 cookie 1 header I retcode] [name map-name] [detail] 

~O scriptioO :/ot Slot where the CSM resides . 
Syntax e ------------------~--------------------~--~~~--~--~--~----------

1rl (Optional) Keyword to specify only the q.R± ma~ configuration. 

\ 
~ · 

ookie (Optional) Keyword to specify only the cook'ie map configuration. 

eader (Optional) Keyword to specify only the header map configuration. 

~tcode (Optional) Keyword to specify only the retum code map configuration. 

ame (Optional) Keyword to specify the named map. 

ap-name Map name to display. 

!tail (Optional) Keyword to specify ali data available. 

~~s command has no default settings. 

Command Modesh leged EXEC. 

com~d Histo~ase Modification 
iri~)---------------------T~h~i_s_c_o_m_m __ an-d~w-a_s_l_. n_t-ro_d_u_c_e_d_a_s_s_h_o_w __ i_p_s_l_b_m __ a_p_. ____________ __ 

Examples 

[I) This command was changed to show module csm slot (for ip slb 
mode rp only) . The header option is added for displaying only 
header maps . 

(I) This command was changed to include the retcode option. 

s example shows how to display URL maps associated with a Content Switching policy: 

-Switch# show module cem 4 map url 
map UHASH UMAP 

OKIE map UHASH_CMAPl 
OKIE map UHASH_CMAP2 

show ip slb map detail 
L map UHASH_UMAP r ules : 
aabb* 

OKIE ma p UHASH_ CMAPl ru l es : 
ame: foo value:*asdg jasgdkjsdkgjsasdgsg* 

•OKI E map UHASH_CMAP2 r ules : 
.ame : ba r va lue:*asdgjasgd kjsdkgjsasdgsg* 

o 
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Related Commands 
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This example shows how to display return cede maps: 

SLB-Switch#show module csm S map retcode detail 
RETCODE map HTTPCODES rules: 
return codes:401 to 401 action : log threshold : 5 reset : 120 
return codes:402 to 415 action : count threshold : O reset : O 
return codes:500 to 500 action:remove threshold:3 reset : O 
return codes:503 to 503 action:remove threshold:3 reset:O 

map cookie 
map header 
map url 
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. -~o module csm memory 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the show module csm slot memory command to disp lay information about memory use. 

show module csm slot memory [vserver vserver-name] [detail] 

slot Slot where the CSM resides. 

vserver (Optional) Keyword to specify the virtual serv.er cõnfiguration . 

vserver-name (Optional) Option to restrict output to the named virtual server. 

This command has no default settings. 

Privileged EXEC. 

Release 

1.1(1) 

2.1(1) 

Modification 

This command was introduced as show ip slb memory. 

This command was changed to show module csm slot (for ip slb 
mode rp only). The detail keyword no longer has an effect and is 
hidden or deprecated. 

This example shows how to display the memory usage o f virtual servers: 

SLB-Switch# show module csm 4 memory 

slb vserver total bytes memory by type 

WEB VIP 
FTP VIP 
Total (s) : 
Out of Maximum: 

o 
o 

o 
o 

o 
26142 4 

o 
o 

o 
261344 

parse-length (SLB virtual server configuration submode) 

Catalyst'6500 Series Content Switching Module lnstallation and Configuration Note 

o 

o 

78-14574-01 Rev BO 



o 

o 

;' .. I 
Appendix A Command Reference 

/:. b . . 
.· D ..-::-~ 

show module cs natpoo.l t I 
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show module csm natpool 

'· !_»/' 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the show module csm slot natpool command to display NAT configurations. 

show module csm s/ot natpool [name pool-narne] [detail] 

s/ot 

na me 

pool-narne 

detail 

Slot where the CSM resides. 

(Optional) Keyword to display a spe~ific~AT pool. 

(Optional) NAT pool name string to display. 

(Optional) Keyword to Iist the interval ranges currently allocated in 
the client NAT pool. 

This command has no default settings. 

Privileged EXEC. 

Release 

1.1(1) 

2.1(1) 

Modification 

This command was introduced as show ip slb natpool. 

This command was changed to show module csm s/ot (for ip slb 
mode rp only). 

This example shows how to display results ofthe default show module csm slot natpool command: 

SLB-Switch# show module csm 4 natpool 
nat client B 1 . 1(1) .6 1 . 1(1) . 8 Netmask 255.255.255.0 

nat client A 1.1(1) . 1 1.1(1) . 5 Netmask 255.255.255.0 

This example shows how to display results ofthe show module csm slot natpool command with the 
detail variable: 

SLB-Switch# show module csm 4 natpool detail 
nat client A 1 . 1(1) . 1 1.1(1) .5 Netmask 255.255.255.0 

Start NAT 

1.1(1) .1: 11001 
1.1(1) .1: 16334 
1.1(1) .1:19001 

natpool 

Last NAT 

1.1(1) .1:1633 3 
1.1(1) . 1 : 19000 
1.1(1) . 5 : 65535 

Count ALLOC/FREE 

0005333 ALLOC 
0002667 ALLOC 
026 46 75 FREE 
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~i module csm owner 

\ 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Reiated Cominarids 

Use the show module csm slot owner command to display the current connections count for the 
specified owner objects. 

show module csm slot owner [name owner-name] [detail] 

slot 

owner 

na me 

owner-name 

detail 

Slot where the CSM resides. 

Keyword to display a specific owner object. 

(Optional) Keyword to display a specific owner object. 

(Optional) Owner object name string to display. 

(Optional) Keyword to Iist the virtual servers in an owner group with 
the vserver's state and current connections count. 

This command has no default settings. o 
Privileged EXEC. 

Release Modification 

3.1(1) This command was introduced. 

Detailed information about an owner object lists the virtual servers in that group with each virtual 
server's state and current connections count. 

The MAXCONNS state is displayed for a virtual server when the current connections counter is equal 
to the configured maxconns value. Counters for the number of connections dropped due to the virtual 
server being in this state are added. The show module csm slot stats and show module csm slot vserver 
detail command output displays these counters on a global and per-virtual server basis, respectively. 

This example shows how to display results ofthe default show module csm slot owner command: o 
SLB - Swi t c h# show module csm 4 owner 

This example shows how to display results ofthe show mod ule csm slot owner command with the detail 
variable : 

SLB -Swi tch# show module csm 4 owner detail 

owner 
owner 
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show module csm poli :;;/·· ~ . " 

~ I . . . I""~>.;· 
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show module csm policy 
Use the show module csm slot policy command to display a policy configuration. 

show module csm slot policy [name policy-name] 

Syntax Description slot Slot where the CSM resides. 

na me (Optional) Keyword to display a s'peoific pol icy. 

policy-name (Optional) Policy name string to display. 

Defaults This command has no default settings. 

O Command Modes Privileged EXEC. 

Command History 

Examples 

o 

Related Commands 

78-14574-01 Re v BO 

Release 

1.1(1) 

2.1{1) 

Modification 

This command was introduced as show ip slb policy. 

This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display a policy configuration: 

SLB-Swi tch# show module csm 4 policy 
policy: PCl_UHASH_Tl 
s ticky g roup : 20 
serve r f arm: 

pol icy : 
st i c ky g r oup : 
serverfar m: 

po l icy : 
url ma p: 
serverf arm : 

policy: 
cooki e map: 
serverfarm: 

pol icy: 
cookie map: 
serverfarm: 
SLB-Switch# 

policy 

SF UHASH Tl 

PCl UHASH T2 - -
3 0 
SF_UHASH_T2 

PCl_UHASH_T3 
UHASH UMAP 
SF UHASH T3 

PCl UHASH T4 
UHASH CMAPl 
SF UHASH T4 - -

PC2_UHASH_T4 
UHASH CMAP2 
SF UHASH T4 - -



Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 
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Use the show module csm s/ot probe command to display HTTP or ping probe data. 

show module csm slot probe [http I icmp I telnet I tcp I ftp I smtp I dns] [na me probe_name] [detail] 

slot 

http 

icmp 

telnet 

tcp 

ftp 

smtp 

dns 

na me 

probe_name 

detail 

Slot where the CSM resides. 

(Optional) Keyword to display infofma_tion·about the HTTP 
configuration. 

(Optional) Keyword to display information about the ICMP 
configuration. 

(Optional) Keyword to display information about the Telnet 
configuration. 

(Optional) Keyword to display information about the TCP 
configuration. 

(Optional) Keyword to display information about the FTP 
configuration. 

(Optional) Keyword to display information about the SMTP 
configuration. 

(Optional) Keyword to display information about the DNS 
configuration. 

(Optional) Keyword to display information about the specific probe 
named. 

(Optional) Probe name to display. 

(Optional) Keyword to display detailed information. 

This command has no default settings. 

Privileged EXEC. 

~----~~----------0 Release Modification 

1.1 (I) 

2.1 (I) 

This command was introduced as show ip slb probe. 

This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display probe data : 

SLB'-Swi tch # shów module csm 4 p;,obe 
p robe type in t e r va l r e t rie s fai l ed o pen r ece ive 

P B ICMPl 

P B HTTP l 

PB TC P l 

i cmp 
h tt p 
tcp 

60 
60 
60 

l 5 

lO 
lO 

lO 
lO 

lO 

lO 
lO 
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Related Commands 
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PB FTP1 
PB_TELNET1 

PB SMTP1 

probe 

ftp 
te1net 
smtp 

60 
60 
60 

1 
1 

1 

10 
10 
10 

10 
10 
10 

10 
10 
10 
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~ / ' \.\ ~)how module csm probe script 

f (~ • ', . "JC) . 

~ijow module csm probe script 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the show module csm slot probe script [na me probe -name] [detail] command to display probe 
script data. 

show module csm slot probe script [name probe -name] [detail] 

slot 

na me 

probe_name 

detail 

Slot where the CSM resides. 

(Optional) Keyword to display information about the specifíc probe 
named. 

(Optional) Probe name to display. 

(Optional) Keyword to display detailed information. 

This command has no default settings. 

Privileged EXEC. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to display probe data: 

SLB-Switch# show module csm 4 probe script detail 

probe 

probe script, page A-62 

o 

o 

Catalyst6500 Series Contenl Switching Module lns tallation and Configuration Note 

78-14574-01 Rev BO 



o 

o 

Appendix A Command Reference 

s~,ow mod'tJit csm'rea l 
.-) \ 

' t()O:J ~ ! . 
I '6 v I í 

show module csm real 
· ~ . . .. <_, ) 

'-.._:___/ 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

78-14574-01 Rev BO 

Use the show module csm slot real command to disp lay information about real servers . 

show module csm slot real [sfarm sfarm-name] [detail] 

slot Slot where the CSM resides . 

sfarm (Optional) Keyword to displays real ~e rve.rs for on ly a single 
serverfarrn. 

sfarm-name (Optional) Name of the server farm to restrict output. 

detail (Optional) Keyword to disp lay detailed information . 

I f no options are specified, the command displays information about ali real servers. 

Privileged EXEC. 

Release Modification 

1.1(1) This command was introduced as show ip slb real. 

2.1(1) This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows Cisco lOS SLB real server data: 

SLB-Switch# s how module csm 4 r eal 
rea l s e rver fa r m we ight st a te 

1 0. 1 0.3 .10 FARM1 20 OPERATIONAL 
10 . 1 0 . 3 . 2 0 FARM1 1 6 OUTOFSERVI CE 
1 0.10.3. 3 0 FARM1 10 OPERATIONAL 
10 . 10. 3 . 40 FARMl 10 FAILED 
SLB-Switch# s how mod c sm 5 r e a l detai l 
10. 1. o. 10 2' FARM1 , s tate = OPERATIONAL 

Inband hea l t h :rema ining re t ries = 3 
conns = O, maxconns = 4294 967295 , minconns = O 
weight = 8, we i ght( a d min) = 8, me tric = O, remainder O 
tota l conns establ i shed = O, tota l conn f ai lur e s = O 

10 . 1.0 . 101 , FARM1 , sta te = OPERATIONAL 
I nband hea l th : remaining retries = 3 
conn s = O, maxconns = 4 294967295, minconns = O 
weight = 8, weight(admin) = 8 , metric =O, remainder O 
tota l conns establ ishe d = O, tota l conn failures = O 

10 . 1.0 .1 01, , FARM2, st:at e = .. OPERATI QNAL 
conns = 2, maxconns = 4294967295, minconn s = O 
weight = 8, weigh t(admin) = 8, metric =O, remainder = 2 
tota l conns establ ished = 7, tota l conn fqil u res = O 

c o nns 

o 
o 
o 
o 
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show module csm real 
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! ~ ~ .) 
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Related Commands 

- ·,;;. . 

AppendixA Command Reference 

Table A-I describes the fields in the display. 

lãble A-1 show module csm real Command Field lnfonnation 

Field Description 

real 

server farm 

weight 

state 

lnformation about each real server is displayed on a separate line. 

Na me o f the serve r farm associated to the real server. 

Weight assigned to the real server. The weight identifies the capacity 
o f the real server compared to otherp:al sei>ÔVers in the server farm. 

Current state o f the real serve r: 

OUTOFSERVICE-Removed from the load-balancing predictor 
lists. 

• FAILED-Removed from use by the predictor algorithms that start 
the retry timer. 

OPERATIONAL-Functioning properly. 

MAXCONNS o 
• DFP _THROTTLED 

PROBE_FAILED 

• PROBE_TESTING 

• TESTING-Queued for assignment. 

• READY _TO_TEST-Device functioning and ready to test. 

conns Number of connections. 

real (SLB serverfarm configuration submode) 

o 
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show module csm reál retco~ - ~ : s 

show module csm real retcode 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

78-14574-01 Rev BO 

Use the show module csm slot real retcode command to display information about the retum code 
configuration. 

show module csm slot real retcode [sfarm sfarm-name] [detail] 

slot 

sfarm 

sfarm-name 

detail 

Slot where the CSM resides. 

(Optional) Keyword to displays real servers for only a single server 
farm. 

(Optional) Name o f the server farm to restrict output. 

(Optional) Keyword to display detailed information. 

I f no options are specified, the command displays information about ali real servers. 

Privileged EXEC. 

Release Modification 

2.2.1 This command was introduced. 

This example shows Cisco lOS SLB real server retum code data : 

SLB-Switch# show module csm 5 real retcode 
10. 1 .0 . 101, FARM2, state = OPERATIONAL 

retcode-map = HTTPCODES 
retcode action count reset-seconds reset-count 

401 
404 
500 

l og 3 
count 62 
remove 1 

o 
o 
o 

1 
o 
o 

real (SLB serverfarm configuration submode) 
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' ' -/ ·"'---stiow module csm script 
Use the show module csm slot script command to display the contents of ali loaded scripts. 

show module csm slot script [namefull_jile_URL] [code] 

Syntax Description slot Slot where the CSM resides. 

script Keyword to display script informat!,õll. • · 

na me (Optional) Keyword to display information about a particular script. 

full_jile_URL (Optional) Na me o f the script. 

c ode (Optional) Keyword to di splay the contents o f the script . 

Defaults This command has no default settings. 

o 
Command Modes Privileged EXEC. 

Command History Release Modification 

3.1(1) This command was introduced. 

Examples This example shows how to display script file contents: 

SLB-Switch# show module cem slot script [name script-name] [cede] 

Related Commands script file 

o 
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show module csm sci'ipt task 

show module csm script task 

, ~9~0 . t \ 
Q· : ! 

\, ' ~ ...... :_;/ ' 
--,,~ 

Use the show module csm slot script task command to display ali loaded scripts. 

show module csm slot script task (index script-index] (detail] 

Syntax Description slot Slot where the CSM resides. 

script task Keyword to display script task inf.ôrmatid'il. 

index (Optional) Keyword to display information about a particular script. 

script-index (Optional) 

detail (Optional) Keyword to display the contents of the script. 

Defaults This command has no default settings. 

Command Modes Privileged EXEC. 

Command History Release Modification 

3.1(1) This command was introduced. 

Examples This example shows how to display A running script: 

SLB-Switch# show module csm slot script 

Related Commands script file 
script task 
show module csm script 

' .... ~ ..... . - -~ ... -.. -... _....~~---
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( \ {._ l:J~ ) 
\ . . . 
\ .__ ~ · ,_, show module csm serverfarm 

"-.., I \ - _./ 

--/ 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Use the show module csm slot serverfarm command to display information about a server farm . 

show module csm slot serverfarms [name serverfarm-name] [detail] 

slot 

na me 

serverfarm-name 

detail 

Slot where the CSM resides. 

(Optional) Keyword to display infosmatio~about a particular server 
farm . 

(Optional) Name o f the server farm. 

(Optional) Keyword to display detailed server farm information. 

This command has no default settings. 

o 
Privileged EXEC. 

Release 

1.1(1) 

2 .1 (1) 

Modification 

This command was introduced as show ip slb serverfarm. 

This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display server farm data: 

SLB-Switch# show module csm 4 serverfarm 
server farm predictor nat reals 

FARMl RoundRobin s 4 
VIDEO FARM RoundRobin s 5 
AUDIO FARM RoundRobin s 2 
FTP RoundRobin s 3 

Table A-2 describes the fields in the display. 

redirec t bind id 

o 
o 
o 
o 

o 
o 
o 
o 

Tãble A-2 show module csm serverfanns Command Field lnFonnation 

Field Description 

server farm Name ofthe server farm about which information is being disp layed. 
Information about each server farm is di splayed on a separate line. 

predictor Type o f load-balancing algorithm) used by the serve r farm . 

nat Shows whether server and client NAT is enabled. 

reais Number o f real se rvers configured in the server farm. 

o 
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Related Commands 
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show 111odule'csnrn tm . 

' . sõ-J - ~ . 
\ . \)· l 

showmodu/e ~ s-rfa~ C~ndFieldlnFonnation (c=tin~~ lãbleA-2 

Field Description 

redirect Number of redirect virtual servers configured in the server farm. 

bind id Bind ID configured on the server farm. 

This example shows how to display only the details for one server farm : 

SLB-Switch# show mod csm 5 serverfarm detail • · 
FARM1, predictor = RoundRobin, nat = SERVER, CLIENT(CLNATf) 
virtuals inservice:4, reals = 2, bind id = O, fail action = none 
inband health config:retries = 3, failed interval = 200 
retcode map = <none> 
Real servers : 
10.1.0.102, weight = 8, OPERATIONAL, conns O 
10.1.0.101, weight = 8, OPERATIONAL, conns O 
Total connections = O 

FARM2, predictor = RoundRobin, nat = SERVER, CLIENT(CLNAT1) 
virtuals inservice:2, reals 
inband health config :<none> 
retcode map = HTTPCODES 
Real servers: 

1, bind id = O, fail action = none 

10.1.0.101, weight = 8, OPERATIONAL, conns 2 
Total connections = 2 

serverfarm 

Catalyst6500 Serões Content Switching Module lnstallation and Confi 
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Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the show module csm slot static command to display infonnation about server NAT configurations. 

show module csm slot static [drop I nat {ip-address I virtual}] 

slot 

drop 

nat 

ip-address 

virtual 

Slot where the CSM resides. 

(Optional) Keyword to display infolfi!ation-about real servers 
configured to drop connections . · 

(Optional) Keyword to display infonnation about real servers 
configured to NAT. 

(Optional) IP address to which to NAT. 

(Optional) Keyword to display infonnation about real servers 
configured to NAT virtual server IP addresses. 

This command has no default settings. 

Privileged EXEC. 

Release 

1.1 (I) 

2.1(1) 

Modification 

This command was introduced as show ip slb static. 

This command was changed to show module csm slot (for ip slb 
mode rp only) . 

This example shows how to display static data: 

SLB-Switch# show module cem 4 static nat 

static 
real (SLB static NAT configuration submode) 

o 

o 
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show module csm static server 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

78-14574-01 Rev BO 

Use the show module csm slot static server command to display information about actual servers that 
are having NAT performed. 

show module csm slot static server [ip-address] [drop I nat {ip-address I virtual} I pass-through] 

slot 

ip-address 

drop 

nat 

ip-address 

virtual 

pass-through 

Slot where the CSM resides . 

(Optional) Option to limit output to a specified server address . 

(Optional) Keyword to display information about real servers 
configured to drop connections. 

(Optional) Keyword to display information about real servers 
configured to NAT. 

(Optional) IP address to NAT. 

(Optional) Keyword to display information about servers configured 
to NAT virtual server addresses. 

(Optional) Keyword to display detailed information about real 
servers with no NAT configured. 

This command has no default settings. 

Privileged EXEC. 

Release Modification 

1.1(1) This command was introduced as show ip slb static server. 

2.1(1) This command was changed to show module csm slot (for ip slb 
mode rp only) . 

This example shows how to display static server data: 

SLB-Switch# show module csm 4 static server 

Se rve r 

10 . 10 . 3 . 10 
10 .1 0 . 3 . 2 0 
10 . 10 . 3.30 
10 .1 0 . 3 . 4 0 
Cat6k-1# 

static 

NAT Type 

NAT to 100 . 100.100 . 100 
No NAT 
NAT t o 100.10 0 .1 0 0 .100 
No NAT 

real (SLB stat ic NAT configuration submode) 
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~ -.... ------... .. 



Appendix A Command Reference 

• show module csm-stats 

I LO 
/ ~· Cb ")-Ç)' \ 

t. I 'lJ I show mo/,le csm stats 
\ .._ ,:.. ,. 

" ~· \ 
"'··--~__::... Use the show module csm slot stats command to disp lay SLB statistics. 

show module csm s/ot stats 

Syntax Description slot Slot where the CSM resides . 

Defaults This command has no defau lt settings. 

Command Modes Privileged EXEC. 

Command History ~----~------------0 Release Modification 

Examples 

1.1 (I) This command was introduced as show ip slb stats. 

2.1( 1) This command was changed to show module csm s/ot (for ip slb 
mode rp only) . 

This example shows how to display SLB statistics: 

SLB- Switch # show modu l e csm 4 stats 
Co nn ectio n s Creat e d : l BO 
Connec t i on s Des troyed : lBO 
Connec tion s Curr ent: o 
Conne ctions Timed- Out : o 
Co nnections Failed: o 
Serve r ini tiated Connections : 

Cr eated: O, Curre nt :O, Faile d: O 
L4 Load-Ba lanced Dec i s i ons : l BO 
L4 Re jected Connections: O 
L7 Load- Bala n c ed Dec i sions : O 
L7 Rejec ted Connect ions : 

Tot al : O, Parser : O, 
Re ached max pa r se len :O , Cookie out of mem:O, 
Cfg vers i on mismatch:O , Bad SSL2 format:O 

L4/ L7 Re j e cted Connections : 
No pol icy:O, No policy match O, 
No rea l : O, ACL denied O, 
Server i n itiated :O 

Checksum Fai l ures: IP :O, TCP :O 
Redirect Connections :O, Red irect Dropped : O 
FTP Connections: O 
MAC Frames: 

Tx:Unicast :l 506, Mu l ticast:O, Broadcast:50B9B , 
Underf l ow Errors : O 

Rx: Un icast : 23B5, Multicast:614B349, Broadcast:53916 , 
Overf l ow Errors:O, CRC Error s:O 

Ca talyst 6500 Seri es Content Switching Module lnstall ation and Configuration Note 
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{__ -_. / 
Table A-3 describes the fields in the display. 

show'ZJ!module csm stats 

_____...--· 

Table A-3 show module csm stats Command Field lnfonnation 

Field Description 

Connections Created 

Connections Destroyed 

Number of connections that have been created since the last time 
counters were cleared. 

Number of connections that have been destroyed since the last time 
counters were cleared. -

................ ~ ..... .:. ~ 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

AppendixA Command Reference 

Use the show module csm slot status command to display i f the CSM is online. I f the CSM is online, 
this command shows the CSM chassis slot location and indicates i f the configuration download is 
complete. 

show module csm slot status 

slot Slot where the CSM resides. 

This command has no default settings. 

Privileged EXEC. 

Release 

1.1 (I) 

2.1(1) 

Modification 

This command was introduced as show ip slb status. 

This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display CSM status: 

SLB-Switch# show module csm 4 status 
SLB Module is online in slot 4. 

Configuration Download state : COMPLETE , SUCCESS 

o 

o 
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show module csm sticky 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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Use the show module csm slot sticky command to display the sticky database . 

show module csm slot sticky [groups I client ip_address] 

slot 

groups 

client 

ip_address 

Slot where the CSM resides . 

(Optional) Keyword to display al1 or.the sticky group configurations. 

(Optional) Keyword to display the sticky database entries associated 
with a particular client IP address. 

(Optional) IP address o f the client. 

If no options are specified, the command displays information about ali clients . 

Privileged EXEC. 

Release 

1.1 (1) 

2.1 (I) 

Modification 

This command was introduced as show ip slb sticky. 

This command was changed to show module csm slot (for ip slb 
mode rp only. 

This command only displays the data base of clients using IP stickiness; it does not show cookie or SSL. 

This example shows how to display the sticky database: 

SLB-Switch# show module csm 4 sticky groups 
Group Timeout Type 

20 
30 

sticky 

100 
100 

ne tmask 255.255 .2 55 . 255 
cookie foo 

sticky (SLB virtual server configuration submode) 
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• show module csm tech-scripl 
/- --- ~-~ 

/ -<;_ , • (I~ (p ··., ·. 
f ~ ·~ J • 

sho~ ltl~ule)csm tech-script 
\.' ·· '- ' Us{ the show module csm slot tech-script command to display the status o f a script. 

.............. ___ ._ :;_,r·/ 

show module csm slot tech-script 

Syntax Description slot Slot where the CSM resides. 

Defaults I f no options are specified, the command displays ali information. 

Command Modes Privileged EXEC. 

Command History ~R~e~1e_a_s_e------------------~M~o-d~ifi~tc_a_t~io-n------------------------------------------~c==> 
3.1(1) This command was introduced. 

Examples This example shows how to display the technical support information for the CSM: 

SLB-Swi t ch# show module csm 4 tech-script 

c==> 
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show module csm tech-support 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

78-14574-01 Rev BO 

Use the show module csm slot tech-support command to display technical support information for the 
CSM. 

show module csm slot tech-support [ali I processor num I red irect I slowpath I probe I fpga I 
core-dump] 

slot 

ali 

processo r 

num 

redirect 

slowpath 

probe 

fpga 

core_dump 

Slot where the CSM resides . 

(Optional) Keyword to display ali of the available statistics . 

(Optional) Keyword to disp lay the IXP statistics for the IXP 
identified by num. 

(Optional) IXP number. 

(Optional) Keyword to display ali o f the HTTP redirect statistics 

(Optional) Keyword to display ali o f the slowpath statistics . 

(Optional) Keyword to disp lay ali o f the probe statistics . 

(Optional) Keyword to disp lay ali o f the FPGA statistics. 

(Optiona l) Keyword to display ali ofthe most recent statistics for the 
process (IXP or Power PC) that experienced a core dump. 

I f no options are specified, the command displays ali information. 

Privileged EXEC . 

Release 

1.1 (I) 

2.1(1) 

Modification 

This command was introduced as show ip slb tech-suppo r t. 

This command was changed to show module csm slot (for ip slb 
mode rp only) . 

This example shows how to display the technical support information for the CSM: 

SLB-Swi t chll s how modul e csm 4 tech-support ? 

a ll All tech o u t put 
core-dump Most recent core d u mp 
fpg a FPGA info outpu t 
f t Fault To l eran c e info outpu t 
p robe Probe info output 
p rocessar Processar info o u t p ut 
red i r ect HTTP red irec t i n fo output 
s l owpath S l owpat h info output 

SLB-Switchll s how modul e csm 4 tech-support processar 2 

-------- - --- - --- - ------ TCP Stat istics -- ----- --- --- -- - - - -- ---
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) 
·· .......... .. ~. _____ . / 

Aborted rx 
New sessions rx 
Total Packets rx 
Total Packets tx 
Packets Passthrough 
Packets Dropped 
Persistent 000 Packets Dropped 
Persistent Fastpath Tx 
Total Persistent Requests 
Persistent Sarne Real 
Persistent New Real 

Data Packets rx 
L4 Da t a Packets r x 
L? Data Packets r x 
S l owpath Packets rx 
Relinquish Reque s ts rx 

TCP x surn failures 

Session Misrnatch 
Session Reused while val i d 
Unexpected Opcode rx 
Unsupported Prat o 
Sessio n Queue Overflow 
Control->Terrn Queue Overflow 
t fifo Overf l ow 

L? Analysis Request Sent 
L? Successful LB decisions 
L? Need More Data decisions 
L? Unsuccessful LB decisons 
L4 Ana l ysis Request Sent 
L4 Successful LB decisions 
L4 Unsuccessful LB decisons 

Trans rnit : 
SYN 
SYN/ACK 
ACK 
RST / ACK 
data 

Retrans rniss i ons: 
Receive : 

SYN 
SYN/ACK 
AC K 
FIN 
FIN/ACK 
RST 
RST /ACK 
da t a 

Session Redunda ncy Stand by : 
Rx Fake SYN 
Rx Repea t Fake SYN 
Rx Fake Re set 
Fake SYN Sen t t o NAT 
Tx Port Sync 
Encap No t Fou nd 
Fa ke SYN, TCP State I nva l i d 

Sess i on Redund ancy Act i ve: 
L4 Requests Sent 

3350436013 
180 
16940 
o 
697 
o 
o 
o 
o 
o 
o 

877 
8 77 
o 
7851 
8 031 

o 

o 
o 
o 
o 
o 
o 
o 

o 
o 
o 
o 
180 
180 
o 

o 
o 
o 
o 
o 

o 

1 80 
o 
340 
o 
340 
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o 
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o 
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o 
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L7 Requests Sent 
Persistent Requests Sent 
Rx Fake SYN 
Fake SYN Sent to NAT 

Session •s torn down 
Rx Close session 
Slowpath(low pri) buffer allocs 
Slowpath(high pri) buffer allocs 
Small buffer allocs 
Medium buffer allocs 
Large buffer allocs 
Session table allocs 

Slowpath (low pri) buffer alloc failures 
Slowpath(high pri) buffer alloc failures 
Small buffer allocs failures 
Medium buffer allocs failures 
Large buffer allocs failures 
Session table allocs failures 

o Outstanding slowpath(low pri) buffers 
Outstanding slowpath(high pri) buffers 
Outstanding small buffers 
Outstanding medium buffers 
Outstanding large buffers 
Outstanding sessions 

o 
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180 o 
1 o 
7843 o 
8 o 
180 o 
o _.:Q 
o _,; o 
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o o 
o o 
o o 
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show module csm 1e4fh-support \ 
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show module csm vlan 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the show module csm slot vlan command to displ ay the list of VLANs. 

show module csm slot vlan [ client I serve r I ft] [id vlan-id] [ detail] 

slot Slot where the CSM resides. 

client (Optional) Keyword to di splay only:: -tn~ cli ~·nt VLAN configuration. 

server (Optional) Keyword to display only the server VLAN configuration . 

ft (Optional) Keyword to display only the fault-tolerant configuration. 

id (Optional) Keyword to display the VLAN. 

vlan-id (Optional) Keyword to display the specified VLAN. 

detail (Optional) Keyword to display the map configuration detail s. 

Ifno options are specified, the command displays information about ali VLANs. 
o 

Privileged EXEC. 

Release 

1.1(1) 

2.1(1) 

Modification 

This command was introduced as show ip slb vlan . 

This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display the VLAN configurat ions: 

SLB-Switch# show module csm 4 vlan 

v l an I P addr e ss 

11 

12 
30 

10. 1 0 . 4 .2 
10. 1 0 . 3. 1 
0.0.0 . 0 

SLB - Switch # 
SLB-Switch # 

IP ma sk 

255.255.255.0 
255.255.255.0 
0.0.0.0 

SLB- Swi tch # sh mod csm 4 v1an detai1 

type 

CL I ENT 
SERVER 
FT 

v l an I P a ddress IP mask type 

11 10 . 1 0 .4. 2 2 55 . 25 5 .25 5 .0 CLI ENT 
GATEWAYS 
10 . 10 . 4 . 1 

12 10 . 10 . 3.1 255 25 5 .25 5 . 0 SER VER 
30 0.0.0 . 0 0 . 0. 0.0 FT 

vlan - Modul e CSM confi gurati on submode. 

o 
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show module csm vserver redirect 
\\. ·· . . · -.·· .- // 
~---___../ ' 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 
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Use the show module csm slot vserver redirect command to display the list o f virtual servers. 

show module csm slot vserver redirect 

slot Slot where the CSM resides . 
.i 

I f no options are specified, the command displays information about ali clients . 

Privileged EXEC. 

Release Modification 

1.1 (I) This command was introduced as show ip slb vserver redirect. 

2.1(1) This command was changed to show module csm slot (for ip slb 
mode rp only). 

This example shows how to display the CSM virtual servers: 

SLB-Switch# show module csm 4 vserver 

slb vserver prot virtual v lan state conns 

FTP VIP 
WEB VIP 
SLB-Switch# 

TCP 
TCP 

10 . 10 .3.100/32:21 
10.10 .4 .100 / 32:80 

ALL 
ALL 

OUTOFSERVICE O 
OPERATI ONAL O 

SLB-Switch# 
SLB-Switch# sh mod csm 4 vserver detail 
FTP_VIP, state = OUTOFSERVICE , v_index = 3 

virtual = 10.10.3.100/32:21, TCP, service = NONE, advertise 
idle = 3600, replicate csrp = none, vlan = ALL 
max parse len = 600, persist rebalance = TRUE 
conns = O, tota l conns = O 
Policy Tot Conn Client pkts Server pkts 

(default) o o o 

WEB_VIP, state OPERATIONAL, v index = 4 
virtua l = 10.10.4.100/32:80, TCP, service = NONE, advertise 
id le = 3600, replicate csrp = none, vlan = ALL 
max parse len = 600, persist r ebalance = TRUE 
conns = O, total conns = 140 
Defau l t policy : 

server farm = FARM1 
sticky:timer = O, subnet = 0 .0.0. 0, group id = O 

Po l icy Tot Conn Client pkts Server pkts 

(defau l t) 14 o 672 404 

FALSE 

FALSE 
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show mOdule csm xml stats 

show module csm xml stats 

Defaults 

Command Modes 

Command History 

Examples 
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Use the show module csm xml stats command to display a list of XML statistics. 

show module csm xml stats 

I f no options are specified, the command displays inforrnation about_all cl~ents. 

Privileged EXEC. 

Release Modification 

3.1 (I) This command was introduced. 

This example shows how to display the CSM XML statistics: 

SLB-Switch# show module csm 4 xml stats 
XML config:inservice, port = 80, vlan = <all>, client list 

connection stats: 
current = O, total = 5 
failed = 2, security failed 2 

requests:total = 5, failed = 2 

•· 

<none> 

' - - / 
---._ _ __.,/ 
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_/ ____ --::--:-:-:---::------;:---;c-------------------------------'A'-"p'--"pc:.e:.:.nd:.:.ix:.:..:.:A_.:..Co:.:.m:..::m:.::a:.:.n:.=d..:.:R:::ef:.:e::.:ren:::.:.ce~ 
t ·-• snm~able traps slb ft 

tJf\y ) 
· ,so~p;enable traps slb ft 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Use the snmp enable traps slb ft command to enable or di sable fault-tolerant traps. Use the no form of 
this command to disable fault-tolerant traps. 

snmp enable traps slb ft 

no snmp enable traps slb ft 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification o 
-----,-----------,-----' 
3 . I (I) This command was introduced. 

A fault-tolerant trap allows the CSM e to send an SNMP trap when the CSM transitions from standby to 
active after detecting a failure in its fault tolerant peer. 

This example shows how to enable fault tolerant traps: 

SLB-Switch (config-module-csm) # snmp enable traps slb ft 

o 
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static 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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Use the static command to configure the server NAT behavior and enter the NAT configuration submode. 
This command configures the CSM to support connections initiated by real servers. Both client NAT and 
server NAT can exist in the same configuration. Use the no form ofthis command to remove NAT from 
the CSM configuration. 

static { drop I nat {virtual I ip-address} } 

no static { drop I nat {virtual I ip-address}} 

drop 

virtual 

nat 

ip-address 

Keyword to drop connections from servers specified in static submode. 

Keyword specifying that the configuration is for NAT. 

Keyword to use the server's Virtual IP (VIP) to NAT its source IP 
address. 

IP address to be used for NAT. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

This example shows how to configure the CSM to support connections initiated by the real servers: 

SLB-Switch(con f ig-module- csm) # static nat virtual 

show module csm static 



/ 

( 

'. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the real command in SLB static NAT configuration submode to specify the address for a real server 
or the subnet mask for multiple real servers perforrning server NAT. Use the no forrn of this command 
to remove the address o f a real server o r the subnet mask o f multiple real servers so they are no longer 
perforrning NAT. 

real real-ip-address [real-n etmask] 

no real real-ip-address [real-netmask] 

real-ip-address 

real-netmask 

Real server IP address performing NAT. 

(Optional) Range of real servers performing NAT. I f not specified, 
the default is 255 .255.255.255 (a single real server). 

This command has no default settings. 

SLB static NAT configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

Thi s example shows how to specify the address for a real server: 

SLB-Switch(config-slb-static)# real 10.0.0.0 255.0.0.0 

static 
show module csm static 

o 

o 
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sticky 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 
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• sticky • 

J 
·'' '• j 

"-, - . / 
',..___ _ _./ 

Use the sticky command to ensure that connections from the same client that match the same SLB policy 
use the same real server on subsequent connections. Use the no form ofthis command to remove a sticky 
group. 

sticky stid.y-group-id { netmask netmask I cookie na me I ssl} [timeout sticky-time] 

no sticky sticky-group-id 

sticky-group-id 

netmask 

netmask 

cookie 

na me 

ssl 

timeout 

sticky-time 

ID to identify the sticky group instance; the range is from I to 255 . 

Keyword to specify the network mask for IP stickiness. 

Network mask number. 

Keyword to specify cookie stickiness. 

Na me o f the cookie attached to the sticky-group-id. 

Keyword to specify SSL stickiness. 

(Optional) Keyword to specify the sticky duration . 

(Optional) Sticky timer duration in minutes; the range is from O to 
65535. 

The sticky time default value is 1440 minutes (24 hours). 

Module CSM configuration submode. 

Release Modification 

I. I (I) This command was introduced. 

2.1(1) Changed the default timeout from O to 1440. 

Specifying a netmask permits sticky connections based on the masked client IP address. 

Use the sticky time option to ensure that connections from the same client that match the same SLB 
policy use the same real server. Ifyou spec ify a nonzero value, the last real server that was used for a 
connection from a client is remembered for stid.y -time minutes after the end o f the client 's lates t 
connection. New connections from the client to the virtual server initiated before the sticky time expires 
and that match SLB policy are bal anced to the same real server that was used for the previous connection. 
A sticky time o f O means sticky connections are not tracked. 

This examp le shows how to create an lP sticky group: 

SLB-Swi tch(config - module - csm)# sticky 5 netmask 255.255 .2 55 . 255 timeout 20 
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vlan 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the vlan command to create a client or server VLAN and assign it a VLAN ID and enter the VLAN 
submode. Use the no form o f this command to remove the VLAN from the configuration. 

vlan vlan-id { client I server} 

no vlan vlan-id 

vlan-id Number of the VLAN; the range is from 2 to 4095 . 

client Keyword to specify a client-side VLAN. 

serve r Keyword to specify a server-side VLAN. 

This command has no default settings. 

Module CSM configuration submode. 

A database entry should exist for the given VLAN ID. 

Release Modification 

1.1 (I) This command was introduced. 

2.1(1) VLAN type fault-tolerance is deprecated and hidden. 

This example shows how to create a server VLAN and assign it a VLAN ID : 

SLB-Switch(config - rnodule-csrn)# vlan 2 server 

vlan (SLB vserver submode) 
show module csm vlan 

· ~ 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the alias command in the SLB VLAN configuration submode to assign multiple IP addresses to the 
CSM. Use the no form ofthis command to remove an alias IP addresses from the configuration. 

alias ip-address netmask 

no alias ip-address netmask 

ip-address 

netmask 

Alias IP address; a maximum o f 255 addresses are allowed per 
VLAN. 

Network mask. 

This command has no default settings. 

SLB VLAN configuration submode. 

o 

This command allows you to place the CSM on a different IP network than real servers without using a 
router. 

Release Modification 

1.1(1) This command was introduced for server VLANs. 

2.1(1) This command is now available for both client and server VLANs. 

This example shows how to assign multiple IP addresses to the CSM: 

SLB-Switch(config-slb-vlan-server)# alias 130.21.34.56 2 55 .255.255.0 
SLB-Switch(config-slb-v l an-server)# alias 130 . 22.35.57 2 55 .2 55 .2 55.0 
SLB-Switch(config-slb-vlan-server)# alias 130.23.36.58 255.255.255.0 
SLB-Switch( config-slb-vlan-server)# alias 130.24.37.59 255.255.255.0 
SLB-Switch(config-slb-vlan-server)# alias 130 . 25.38.60 255.255.255.0 o 
vlan 
show module csm vlan 
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gateway 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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gateiNay • 

L.~ "t "> l \ 

j §)· 

U" tho gatoway oommand ;n tho SLB VLAN oonfigurnt;on modo to oonfigu<O a gatowày iP~. 
Use the no form o f this command to remove the gateway from the configuration. 

gateway ip-address 

no gateway ip-address 

ip-address IP address o f the client-side gateway. 

This command has no default settings. 

SLB VLAN configuration submode. 

You can configure up to seven gateways per VLAN with a total o f up to 255 gateways for the entire 
system. A gateway must be in the same network as specified in the ip address SLB VLAN command. 

Release Modification 

1.1(1) This command was introduced for client VLANs. 

2.1(1) This command is now available for both client and server VLANs. 

This example shows how to configure a client-side gateway IP address: 

SLB - Swi tch( c onfig - s lb- v lan-cl i ent )# gateway 130.21 . 34 . 56 

ip address (SLB VLAN configuration submode) 
vlan 
show module csm vlan 
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lp~-adaress 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Use the ip address command in the SLB VLAN configuration submode to assign an IP address to the 
CSM that is used for probes and ARP requests on a VLAN. Use the no form ofthis command to remove 
the CSM IP address and disable probes and ARP requests from the configurat ion. 

ip address ip-address netmask 

no ip address 

ip-address 

netmask 

IP address for the CSM; only one management IP address is allowed 
per VLAN. 

Network mask. 

This command has no default settings. o 
SLB VLAN configuration submode. 

This command is applicable for both server and client VLANs. Up to 255 unique VLAN IP addresses 
are allowed per module. 

Release 

1.1 (I) 

2.2 .1 

Modification 

This command was introduced. 

Increases maximum number o f unique VLAN IP addresses per 
system form 32 to 255 . 

This example shows how to assign an IP address to the CSM: 

SLB- Switch(config-slb-vlan-client ) # ip address 130.21.34.56 255.255. 255.0 o 
Related Commands vlan 

show module csm vlan 
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route 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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-----------Use the route command in the SLB VLAN configuration submode to configure networks that are one 
Layer 3 hop away from the CSM. Use the no form ofthis command to remove the subnet or gateway IP 
address from the configuration. 

route ip-address netmask gateway gw-ip-address 

no route ip-address netmask gateway gw-ip-address 

ip-address Subnet IP address. 

netmask Network mask. 

gateway Keyword to specify that the gateway is configured. 

gw-ip-address Gateway IP address. 

This command has no default settings. 

SLB VLAN configuration submode. 

You specify the Layer 3 network's subnet address and the gateway IP address to reach the next-hop 
router. The gateway address must be in the same network as specified in the ip address SLB VLAN 
command. 

Release Modification 

1.1 (I) This command was introduced for server VLANs. 

2.1 (I) This command is now available for both client and server VLANs. 

Thi s example shows how to configure a network to the CSM: 

SLB-Switch(config-slb-vlan-server)# route 130.21.34.56 255.255.255.0 gateway 120.22 . 36.40 

ip address (SLB VLAN configuration submode) 
vlan 
show module csm vlan 
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Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the vserver command to identify a virtual server and enter the virtual server configuration submode. 
Use the no form o f this command to remove a virtual server from the configuration . 

vserver virtserver-name 

no vserver virtserver-name 

virtserver-name Character string used to identify the virtual server; the character 
string is limited to 15 characters. 

This command has no default settings. 

Module CSM configuration submode. 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to identify a virtual server named PUBLIC_HTTP and change the CLI to 
virtual server configuration mode: 

SLB-Switch(config-module - csm)# vserver PUBLIC HTTP 

redirect-vserver (SLB serverfarm submode) 
show module csm vserver redirect 

o 
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adverti se 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the advertise command in the SLB t virtual server configuration mode to allow the CSM to advertise 
the IP address of the virtual server as host-route . Use the no forrn o f this command to stop advertising 
the host-route for this virtual server. 

advertise [a c tive] 

no advertise 

active (Optional) Keyword to allow the CSM to advertise the IP address of 
the virtual server as host-route. 

The default for network mask is 255.255 .255 .255 i f the network mask is not specified. 

SLB virtual server configuration submode . 

Without the active option, the CSM always advertises the virtual server IP address whether or not there 
is any active real server attached to this virtual server. 

Release Modification 

1.1 (I) This command was introduced. 

This example shows how to restrict a client from using the virtual server: 

SLB-Switch(config-slb-redirect-vs)# advertise 10.5.2.1 exclude 

redirect-vserver 
show module csm vserver redirect 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the client command in the SLB virtual server configuration mode to restrict which clients are 
allowed to use the virtual serve r. Use the no form o f this command to remove the client definition from 
the configuration. 

client ip-address [network-mask] [exclude] 

no client ip-address [network-mask] 

ip-address Client's IP address. 

network-mask (Optional) Client's IP mask. 

exclude (Optional) Keyword to specify that the IP address is disallowed. 

The default for network mask is 255.255 .255.255 ifthe network mask is not specified. o 
SLB virtual server configuration submode. 

The network mask is applied to the source IP address ofincoming connections and the result must match 
the IP address before the client is allowed to use the virtual server. I f exclude is not specified, the IP 
address and network mask combination is allowed. 

Release Modification 

1.1 (I) This command was introduced. 

This example shows how to restrict a client from using the virtual server: 

SLB-Switch(config-slb-vserver ) # client 10 . 5.2.1 exclude 

client-group (SLB policy submode) 
ip access-list standard 
vserver 
show module csm vserver redirect 

o 
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idle • 

Use the idle command in the SLB virtual server configuration submode to control the amount oftime 
the CSM maintains connection information in the absence o f packet activity. Use the no form o f thi s 
command to change the idle timer to its default value. 

idle duration 

no idle 

duration 

The default is 3600. 

Idle connection timer duration in seconds; the range is from 4 to 
65535 . 

SLB virtual server configuration submode . 

I f you do not specify a duration value, the default value is applied . 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to speci fy an idle timer duration of 4000 : 

SLB-Switch(config-slb-vserver)# idle 4000 

vserver 
show module csm vserver redirect 
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Catalyst6500 Seri es Content Switching Module lnstallation and Config ~~--~ - r~~~~~--:--~·:: ;2'UüT:,•,J'· 

I ,.. ... ,"·J! 
· ' - ~·- l " I • . Ü ' 

1~:~ - o 6 6 9 , 1 

1Doc: 3 6 9 7 I 
··-----,_._,. ,_~,.---- ' I 



··J 
) 

/ ·~ 
~ \ ~ f\. } 
\ . ~- I - \ .. _/ 

1nserv1ce 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the inservice command in the SLB virtual server configuration submode to enable the virtual server 
for load balancing. Use the no form of this command to remove the virtual server from service. 

inservice 

no inservice 

This command has no keywords or arguments. 

The default is no inservice. 

SLB virtual server configuration submode. o 
Release Modification 

1.1 ( 1) This command was introduced. 

This example shows how to enable a virtual server for load balancing: 

SLB-Switch(config-slb-vserver)# inservice 

vserver 
show module csm vserver redirect 

o 
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owner 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 
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owner • 

I. s~G3 

Use the owner command in the SLB virtual server submode .. io,defin~· owner,.~hat may access the 
virtual server. Use the no form o f this command to remove the dwn~_r.:...::_._...// 

owner owner-name maxconns number 

no maxconns 

owner-name Na me o f the owner object. 

maxconns Keyword to set the maximum number of connections for this owner. 

number Maximum number o f connections. 

This command has no default settings. 

SLB virtual server configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to specify an owner for virtual server access : 

SLB - Switch(config-slb-vserver)# owner madrigal maxconns 1000 

vserver 



parse-length 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the parse-Iength command in the SLB virtual server configuration submode to set the maximum 
number ofbytes to parse for URLs and cookies . Use the no form ofthis command to restare the default. 

parse-Iength bytes 

no parse-length 

bytes Number ofbytes; the range is from I to 4000. 

The default is 600. 

SLB virtual server configuration submode. o 
Release Modification 

1.1 (1) This command was introduced. 

This example shows how to set the number ofbytes to parse for URLs and cookies: 

SLB - Switch(config-slb-vserver)# parse-length 1000 

vserver 
show module csm vserver redirect 

o 
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pending 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 
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Use the pending command in the SLB virtual server configuration submode to set the pen 1 

connection timeout. Use the no form o f this command to restore the default. 

pending timeout 

no pending 

timeout Seconds to wait before a connection is considered unreachable. 
Rangeis from 1 to 65535. 

The default pending timeout is 30 seconds. 

SLB virtual server configuration submode . 

This command is used to prevent denial o f service (DOS) attacks. The pending connection timeout sets 
the response time for terminating connections i f a switch becomes flooded with traffic. The pending 
connections are configurable on a per virtual server basis. 

Release Modification 

2.2(1) This command was introduced. 

This example shows how to set the number to wai t for a connection to be made to the server: 

SLB- Switch( con fig- slb-v serv e r )# pending 300 

vserver 
show module csm vserver redirect 
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~'---,persistent rebalance 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Use the persistent rebalance command in the SLB virtual server configuration submode to enable or 
disable HTTP 1.1 persistence for connections in the virtual server. Use the no formo f this command to 
disable persistence. 

persistent rebalance 

no persistent rebalance 

This command has no keywords or arguments. 

The default is persistent rebalance. 

SLB virtual server configuration submode. o 
Release Modification 

2.1(1) This command was introduced. 

This example shows how to enable the HTTP 1.1 persistence: 

SLB-Switch(config-slb-vserver)# persistent rebalance 

vserver 
show module csm vserver redirect 

o 

Catalyst 6500 Series Content Switching Module lnstallation and Configuration Note 

78-14574-01 Re v 80 



o 

o 

-··---.._ ......... 
/ 

Appendix A Command Reference 1 ,1 L~ 
·--,,,\ 

replicate csrp 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

Use the replicate csrp command in the SLB virtual server configuration submode to enable connection 
redundancy. Use the no form o f this command to disable connection redundancy. 

replica te csrp { sticky I connection} 

no replica te csrp { sticky I connection} 

sticky Replicate the sticky database to the backup CSM. 

connection Replicate connections to the backup CSM. 

The default is disabled. 

SLB virtual server configuration submode. 

Sticky and connection replication can be enabled or disabled separately. For replication to occur, you 
must enable SLB fault tolerance with the ft group command. 

Release Modification 

2.1 (I) This command was introduced. 

This example shows how to enable connection redundancy: 

SLB-Switch(config-slb-vserver)# replicate csrp connection 

ft group 
vserver 
show module csm vserver redirect 

~~ · ....... --.~.~~,.,... ............... 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Appendix A Command Reference 

Use the serverfarm command in SLB virtual server configuration submode to associate a server farm 
with a virtual server. Use the no form o f this command to remove a server farm association from the 
virtual server. 

serverfarm primary-serverfarm [backup sorry-serverfarm [ sticky ]] 

no serverfarm 

primary-sf Character string used to identify the server farm . 

backup (Optional) Keyword set the name of a backup serverfarm. 

sorry-sf (Optional) Backup serverfarm name. 

sticky (Optional) Keyword to associate the backup serverfarm with a virtual 
server. 

o 
This command has no default settings. 

SLB virtual server configuration submode. 

The server farm name must match the server farm name specified in a previous module CSM submode 
serverfarm command. 

The backup serverfarm can be associated with a policy. A primary serverfarm must be associated with 
that policy to allow the backup serverfarm to function properly. The backup serverfarm can have a 
different predictor option than the primary server. When the sticky option is used for a policy, then 
stickiness can apply to real servers in the backup serverfarm. Once a connection has been balanced to a 
server in the backup serverfarm, subsequent connections from the same client can be stuck to the same 
server even when the real servers in the primary serverfarm come back to the operational state. You may 
allow the sticky attribute when applying the backup serverfarm to a policy. 

By default, the sticky option does not apply to the backup serverfann. To remove the backup serverfarm, 
you can either use the serverfarm command without the backup option or use the no serverfarm o 
command. 

Release Modification 

I. I (I) This command was introduced. 

3. I (I) The sorry server (backup se rver) option was addcd to thi s comm and. 

( 

Thi s exampl e sho ws how to assoc iatc a se rve r farm with a virtual sc rvc r named PUBLI C_HTTP: 

SLB-Switch(config-slb-vserver)# serv erfarm PUBLIC HTTP back-up s even e leven sticky 
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serverfarm (Module CSM submode) 
reverse-sticky (SLB policy submode) 
show module csm vserver redirect 
vserver 
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• slb-policy / , XJ. 
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slb-policy·, 1 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

~ .. 

..... _______ ... _ ... 

Use the slb-policy command in the SLB virtual server configuration submode to associate a 
load-balancing policy with a virtual server. Use the no form ofthis command to remove a policy from a 
virtual server. 

slb-policy policy-name 

no slb-policy policy-name 

policy-name Policy associated with a virtual server. 

This command has no default settings. 

SLB virtual server configuration submode. o 
Multiple load-balancing policies can be associated with a virtual server. URLs in incoming requests are 
parsed and matched against policies defined in the same order in which they are defined with this 
command. The policy name must match the name specified in a previous policy command. 

Note The order o f the policy association is important; you should enter the highest priority policy first. 

Command History 

Examples 

Related Commands 

Release Modification 

1.1(1) This command was introduced. 

This example shows how to associa te a policy with a virtual server.: 

SLB - Switch( conf i g-slb-v server)# slb-policy COOKIE-POLICYl 

vserver 
policy 
show module csm owner 
show module csm vserver redirect 
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ssl-sticky 

Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 
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Related Commands 
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\ .. 
Use the ssl-sticky command in the SLB virtual server configuration submode to allow SSL"s~Jcky 
operation. Use the no form o f this command to remove the SSL sticky feature. --- .... ---

ssl-sticky offset X Iength Y 

no ssl-sticky 

offset Keyword to specify the SSL ID offset. 

X Sets the offset value. 

length Keyword to specify the SSL ID length. 
y Sets the length. 

The default is offset O and length 32 . 

SLB virtual server configuration submode . 

This feature allows you to stick an incoming SSL connection based only on this special section o f the 
SSL ID specified by the offset and length values. The ssl-sticky command was added to ensure that the 
CSM always load balances an incoming SSL connection to the SSL Termination Engine that generated 
that SSL ID . 

Release Modification 

3 .I (I) This command was introduced. 

This example shows how to associa te a policy with a virtual server.: 

SLB - Switch (conf i g - s l b - v serve r ) # ssl-sticky offset O length 32 

v serve r 
policy 
show module csm owner 
show module csm vsen-er redirect 

j 
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Use the sticky command to ensure that connections from the same client use the same real server. Use 
the no form o f this command to change the sticky timer to its default value and remove the sticky option 
from the virtual server. 

sticky duration [group group-id] [netmask ip-netmask] [source I destination I both] 

no sticky 

duration 

group 

group-id 

netmask 

ip-netmask 

source 

destination 

both 

Sticky timer duration in minutes; the rangeis from I to 65535 . 

(Optional) Keyword to place the virtual server in a sticky group for 
connection coupling. 

(Optional) Number identifying the sticky group to which the virtual 
server belongs; the rangeis from O to 255. 

(Optional) Keyword to specify which part ofthe address should be o 
used for stickiness. 

(Optional) Network that allows clients to be stuck to the same server. 

(Optional) Keyword to specify the source portion o f the IP address. 

(Optional) Destination portion o f the IP address. 

(Optional) Specifies that both the source and destination portions of 
the IP address are used. 

The default is no sticky. Sticky connections are not tracked. 
The group ID default is O. The sticky feature is not used for other virtual servers . 
The network default is 255.255.255 .255 . 

SLB virtual server configuration submode. 

The las t real server that was used for a connection from a client is stored for the duration va lue after the 
end ofthe client's latest connection. Ifa new connection from the client to the virtual server is initiateo 
during that time, the same real server that was used for the previous connection is chosen for the new 
connection . 

A nonzero sticky group ID must correspond to a sticky group previously created using the sticky 
command. Virtual se rvers in the same sticky group share sticky state information . 

Release Modification 

11 (1) This command was introduccd. 

3. 1 ( I) The IP reverse-sticky optional parameters .a re introduccd. 
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\ 
This example shows how to set the sticky timer duration and places the virtual se'rv,l!r in a sticky _g/oup 
for connection coupling: "-...:. _ - -__ ___.--' 

SLB-Switch(config-rnodule-csrn)# vserver PUBLIC HTTP 
SLB - Switc h(config - slb-vserver)# sticky 60 group 3 

sticky 
sticky-group (SLB policy submode) 
reverse-sticky 
url-hash 
show module csm sticky 
show module csm vserver redirect 
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• reverse-sticky 

/ --- '~~~'} 
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Us'e the reverse-sticky command to ensure that the CSM switches connections in the opposite direction 
' back to the original source. Use the no formo f this command to remove the reverse-sticky option from 
the policy or the default-policy o f a virtual server. 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

reverse-sticky group-id 

no reverse-sticky 

group-id Number identifying the sticky group to which the virtual server 
belongs; the rangeis from O to 255. 

The default is no reverse-sticky. Sticky connections are not tracked. 
The group ID default is O. The sticky feature is not used for other virtual servers. 
The network default is 255.255.255 .255. 

SLB virtual server configuration submode. 

Release Modification 

1.1 (I) This command was introduced. 

3.1 (I) The IP reverse-sticky command is introduced. 

This example shows how to set the IP reverse-sticky feature: 

SLB - Switch(config-module-csm)# vserver PUBLIC_HTTP 
SLB-Switch(config-slb-vserver)# reverse - sticky 60 

sticky 
sticky-group (SLB policy submode) 
show module csm sticky 
show module csm vserver redirect 

o 
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Use the url-hash command in the SLB virtual server configuration submode to set the beginning and 
ending pattem ofa URL to parse URLs for the URL hash load-balancing algorithm. Use the no form of 
this command to remove the hashing from service. 

url-hash {begin-pattern I end-pattern} pattern 

no url-hash 

begin-pattern Keyword to specify the beginning of the URL to parse . 

end-pattern Keyword to specify the ending o f the URL to parse. 

pattern Pattem string to parse. 

The default is no url-hash . 

SLB virtual server configuration submode. 

The beginning and ending pattems apply to the URL hashing algorithm that is set using the predictor 
command in the SLB serverfarm submode. 

Release Modification 

2.1 (I) This command was introduced. 

This example shows how to specify a URL pattern to parse: 

SLB-Switch(config - slb - vserver)# url hash begin pattern lslkjfsj 

predictor (SLB serverfarm configuration submode) 
vserver 
show module csm vserver redirect 
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Use the virtual command in the SLB virtual server configuration submode to configure virtual server 
attributes. Use the no form o f this command to set the virtual server's IP address to 0.0.0.0 and its port 
number to zero. 

virtual ip-address [ip-mask] protocol port-number [service ftp J rtsp] [unidirectional] 

no virtual ip-address 

ip-address 

ip-mask 

pro toco! 

port-number 

service ftp 

service rtsp 

unidirectional 

IP address for the virtual server. 

(Optional) Mask for the IP address to allow connections to an entire 
network. 

Load-balancing protocol, either TCP, UDP, any, or a number from to 
255 . 

(Optional) Decimal TCP/UDP port number (0-65535) or port name. 

(Optional) Keyword to combine connections associated with the 
same service so that ali related connections from the same client use 
the same real server. FTP data connections are combined with the 
control session that created them. If you want to configure FTP 
services, these keywords are required. 

(Optional) Keyword to combine connections to the Real Time 
Streaming Protocol (RTSP) TCP port 554. 

(Optional) Sets the data flow to unidirectional. 

The default IP mask is 255.255.255 .255. 

SLB virtual server configuration submode. 

Clients connecting to the server farm represented by the virtual server use this address to access the 
server farm. This service option is allowed only ifa port number is specified. A port ofO (or any) means 
that this virtual server handles ali ports not specified for handling by another virtual server with the sato 
IP address. The port is used only for TCP or UDP load balanc ing. 

The following TCP port names can be used in place o f a number: 

XOT-X25 over TCP (1998) 

dns- Domain Name Service (53) 

ftp-File Transfe r Protocol (21) 

https- HTTP over Secure Sockets Layer ( 443) 

matip-a- Mapping of Airline Traffic over IP, Type A (350) 

nntp- Network News Transport Protocol ( 119) 

pop2- Post Officc Pro toco! v2 (I 09) 
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pop3-Post Office Pro toco! v3 (li O) 

smtp-Simple Mail Transport Protocol (25) 

telnet-Telnet (23) 

www-World Wide Web-Hypertext Transfer Protocol (80) 

any-Allows traffic for any port, or the same as specifying a O. 

Release Modification 

LI(!) This command was introduced. 

2.1(1) ip-netmask, UDP/arbitrary protocol introduced. 

2.2.1 RTSP support introduced. 

3.1(1) Added the idle timeout for unidirectional tlows feature . 

This example shows how to create a virtual server and assign it an IP address, protocol, and port: 

SLB-Switch(config-slb-vserver)# virtual 102.35.44.79 tcp 1 unidirectional 

vserver 
show module csm vserver redirect 

!noc l o J. _______ _ 
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Use the vlan command in the SLB virtual server submode to define which source VLANs may access 
the virtual server. Use the no formo f this command to remove the VLAN. 

vlan vlan-number 

no vlan 

vlan-number VLAN that the virtual server may access. 

The default is all VLANs. 

SLB virtual server configuration submode. 

The VLAN must correspond to an SLB VLAN previously created with the vlan command. 

Release Modification 

2. 1(1) This command was introduced. 

This example shows how to specify a VLAN for virtual server access : 

SLB-Switch(conf ig - slb-vserve r ) # vlan 5 

show module csm vserver redirect 
show module csm vlan 
vlan 

o 

o 
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xml-config 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

,- xml-config • 

0ç 1-\l .\, 
- I 'O I . 

/ 
// . ___ ....... 

Use the xml-config command to enable XML for a CSM module, and enter the XML configuration 
submode. Use the no form o f this command to remove the XML configuration. 

xml-config 

no xml-config 

This command has no default settings . 

Module CSM configuration submode. 

Release Modification 

3.1 (I) This command was introduced. 

This example shows how to display the XML configuration: 

SLB - Switch(config -module - csm)# xml-config 
SLB-Switch(config-slb-xml)# 

client-group 
vlan 
client-group 
credentials 

~ 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

Use the client-group command in the SLB XML submode to allow only connections sourced from an 
IP address matching the client group. Use the no formo f this command to remove the owner. 

client-group [1-991 name] 

no client-group 

1-99 (Optional) Client group number. 

na me (Optional) Name o f the client group. 

The default is no client-group. 

SLB XML configuration submode. o 
When a client group is specified, only connections sourced from an IP address matching that client group 
are accepted by the CSM XML configuration interface. Ifno client group is specified, then no source IP 
address check is performed. Only one client-group may be specified. 

Release Modification 

3.1 (I) This command was introduced. 

This example shows how to specify a client group: 

SLB-Switch(config - slb - xml)# client-group domino 

client-group o 
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Syntax Description 

Defaults 

Command Modes 

Usage Guidelines 

Command History 

Examples 

Related Commands 

Use the credentials command in the SLB XML submode to define one or more usemame and password 
combinations. Use the no form ofthis command to remove the credentials . 

credentials user-name password 

no credentials user-name 

user-name Na me o f the credentials use r. 

password Password for the credentials user. 

This command has no default settings. 

SLB XML configuration submode. 

When one or more credentials commands are specified, the CSM HTTP server authenticates user access. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to specify the user and password credentials for access: 

SLB-Switch( c onfig - slb-xml)# credentials savis XXXXX 

client-group 
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Use the inservice command in the SLB XML submode to enable XML for use by the CSM. I f this 
command is not specified, XML is not used. Use the no form ofthis command to disable XML. 

inservice 

no inservice 

This command has no default settings. 

SLB XML configuration submode. 

Modification 

This command was introduced. O 
---------~ 

Release 

3.1 ( 1) 

This example shows how to enable XML: 

SLB-Switch(config-slb-xml)# inservice 

xml-config 

o 
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port 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

port • 

Use the port command in the SLB XML submode to specify the TCP port on which the CSM HTTP 
server listens. Use the no form o f this command to remove the port. 

port port-number 

no port 

port-number Sets the CSM port. 

The default is port 80 

SLB XML configuration submode. 

Release Modification 

3.1(1) This command was introduced. 

This example shows how to specify the TCP port for the server: 

SLB - Swi t ch (conf ig- s lb-x ml)# port 80 

client-group 

Cata lyst 6500 Series Content Switching Module lnstallation and Config ratio_h' !'Jôfe~~-~:'":'' • 
,---7-8--1-45-7-4--01_R_e_v_B_O _ ___ ____ ____ ~ ,·\t ,) • : ' ~~~ 

\ í·: ls : O 6~ ·1 -l ' -~-- , 
1 36 97 i 
lJoc ~ I 



' j 

Syntax Description 

Defaults 

Command Modes 

Command History 

Examples 

Related Commands 

Appendix A Command Reference 

Use the vlan command in the SLB XML submode to restrict the CSM HTTP server to accept connections 
only from the specified VLAN. Use the no form o f this command to specify that ali vlans are accepted. 

vlan id 

no vlan 

id VLAN name. 

The default is no vlan. 

SLB XML configuration submode. o 
Release Modification 

3.1(1) This command was introduced. 

This example shows how to specify an owner for virtual server access: 

SLB-Switch(config-slb-xml)# vlan 9 

client-group 

o 
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Removing Content Switching Performance Barriers: 

A Discussion of the Cisco CSM Pipelined 
N etwork Process=-or ~Arch itectu r e 

lntroduction 

As Web applications become increasingly business-critical-particularly in the areas of 

e-commerce, customer relationship management (CRM). and employee resource 

management (ERM) the performance, scalability, security, and availability of the application 

infrastructure become paramount concerns for IT and network managers. These 

requirements drive the deployment of Web applications in tiers or layers. Figure 1 shows a 

typical deployment. In this application, we see a security tier consisting o f a layer o f firewalls , 

an application server tier, and a database tier. Each tier may be scaled horizontally by adding 

additional devices of the appropriate type. As anticipated load on the layer increases, more 

machines are added to handle the Ioad. In addition, by having multiple devices at each tier, 

provision is made for functional redundancy. If any device at a given layer fails another 

device may pick up its work. 

Figure 1. Typical Web Application lnfrastructure 

Firewalllier 1'1 

Application Server Tier l i 
Data base T i e r 
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In order for this approach to scaling and failover to work, there must also be a mechanism for intelligently routing 

messages to and from each o f the layers. This is the role fulfilled by content switches. Content switches route messages 

to individual machines by inspecting the contents of the messages and forwarding them to specific machines based 

on policies that meet the requirements of the device or application. 1 Content switches monitor the health of each o f 

the devlces and provide automatic failover by routing messages to the remaining devices in the tier, this again based 

on policies set to provide the desired behavior. Because of the criticai role they-(itay irrenhancing Web 

application performance, availability, and security, content switches have become' an indispensable part of 

e-business infrastructure. 

Network designers building out data centers to support these applications now need to cope with the deployment of 

firewalls and content switches in addition to their more traditional concerns about routers, LAN switches, and WAN 

and Internet connectivity. This complexity is accelerating the need for more integrated functions such as firewall and 

content switching in LAN switches. In addition, the increasing percentage o f dynamically generated content in web 

applications results in a higher load on application servers and databases. This in turn means that a given o 
performance levei (in terms of page views or hits per second) requires a greater number of servers, creating great • 

port density requirements on content switches. The Cisco Content Switching Module for the Catalyst® 6500 Series 

switch and 7600 Internet router (CSM) was designed to meet these requirements for high density and tight 

integration with the Layer 2 and Layer 3 infrastructures. In addition, the Cisco CSM sets a new standard for high-end 

content switching performance. Using a new pipelined network processar architecture, the Cisco CSM achieves 

better performance by an order of magnitude than previous-generation content switches. The Cisco CSM is especially 

well suited to deep-packet scanning and inspection operations such as HTTP header matching. 2 In fact, the Cisco 

CSM turns the Cisco Catalyst 6500 Series switches in to the densest, highest performing content switches in the 

marketplace today-without sacrificing either Layer 2 or Layer 3 performance or burdening the cost of the base 

platform. 

The balance of this paper explores in detail the uni que architecture of the Cisco CSM. It will be assumed that the 

reader has a basic understanding of IP, Transmission Control Protocol (TCP), User Datagram Protocol (UDP), and 

Hypertext Transfer Protocol (HTTP) (including Secure Socket Layer [SSL) and the concepts of URLs and cookies) . 

It will also be assumed that the reader has a basic levei o f understanding about the role o f content switches in a 

network but not how content switches opera te to fulfill this role.3 

This paper will discuss the following: 

• An overview of content switch operation 

• Categories o f processing in content switches 
o 

• The Cisco CSM pipelined network processar architecture 

I. The terms "policy" and "polici es" as used in this document should be interpreted to mean a generic set of rules a r co nfigurable contrais that govern 
the operation of a content swi tch . They should not bc co nfused with the configura tion instructions ar keywords used to implement thosc po licies o n 
spcc ific products. 

2. This is especia lly significa nt given the overwhelming use o f coo ki es by applica tio n server vendors to preserve user session information across 
multiple HTTP rcquests. One of the primary requircments for contcnt swit ches operating in this tier o f the infras tructure is to provide session 
persistence via inspection o f these sessio n coo kies. Although most content switch benchmarks today do not take in to account cookie processing 
requirement s. it is one of the most taxing o pera tio ns they are askcd to perform . The Cisco CSM is espcc ia lly well suited for these types of operat ions. 

3. The reader is rcferrcd to thc C isco Content Networking homcpage at "'' '' ' ,..,, , , , ',,,,,1" 111 tltlft·tll..,,\ t11 11 for more informat ion about content 
sw itching and its role in web applica tions. 

Cisco Systems. Inc. 

Ali contents are Copyright © 1992-2002 Cisco Sys tems. Inc . Ali rights re served. lmportant Notices and Privacy Statement. 

Page 2 o f 20 



o 

r " ~ , 

\ -
'· 

An Overview of Content Switch Operation 

As previously discussed, the primary role of content switches is to route messages to and from specific devices or 

machines based upon the requirements of the application as well as the devices themselves. These application and 

device requirements are expressed in terms of policies that are configured on the content switch. For example, when 

routing messages to a group o f firewalls, one might want to balance the Ioacbicro~. the available firewalls while at 

the same time ensuring that ali messages associated with a particular appli~tion connection traverse the same 

firewall in both the forward and reverse direction. This is because the firewalls need to be able to statefully inspect 

ali the packets associated with a connection in both directions. When routing messages to application servers, one 

might be concerned with balancing the load across the application servers, with the additional constraint that ali 

connections from a particular client get routed to the same point-of-contact application server until a particular 

transaction or set of transactions is complete. 4 

In general, the set of policies that can be implemented in content switches fali into one of the following 

broad categories:5 

1. Load balancing policies-these policies describe how connections and requests are to be distributed across an 

array of servers that are eligible to receive them. These policies are expressed in terms of the criteria that identify 

the requests to be distributed, the eligible machines capable of handling those requests, and the algorithm(s) to 

be used to distribute them across the machines. Examples of load-distribution algorithms include: round robin, 

weighted round robin, least connections, weighted least connections, least loaded, predictive hash, and others. 

An example of a load-balancing policy might be the following: 

Policy 1: 

For each inbound request where: 

Destination IP address = 192.32.12.3 

Protocol = TCP 

Destination port = 80 (HTTP) 

Balance the load across the following eligible servers: 

IP address 10.10.10.1, port 80 

IP address 10.10.10.2, port 80 

1P address 10.10.10.3, port 80 

Using the following load distribution algorithm: 

Round Robin 

4. The "poinl of contacl " server is lhe server selecled for the firsl of a series of conneclions or transaclions. ll is lypically selecled wilh lhe goal of 
balancing lhe load across ali servers. Once lhis server h as been selecled, lhis goal becomes secondary to lhe goal o f ma intaining "persislence" belween 
this client and server until the requisite set of connections or Lransactio ns is complete. 
5. A delailed discussion of lhe finer points of conlent swilching policies is beyond lhe scope of lhis document. The inlenl here is merely lo convey lhe 
types o f operalions performcd by conlenl swilches to provide conlexl for ou r archileclural discussion. The rcadcr is re ~ rrcd lo lhe CSM 
documentation for more information. 
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2. Persistence policies-these policies describe requirements to keep a series of connections or requests coming to 

the same server in the array until a particular transaction or unit of work is complete. With persistence policies 

there must be some token passed in each request that can be used by the content switch as the means for 

maintaining persistence. These tokens are most often IDs that representa specific server or user session. They are 

typically found encoded in a URL o r cookie or, in the case of secure traffic, in the unique SSL session ID. An 

example o f a persistence policy might be the following: .; •· 

Policy 2: 

For each inbound request where: 

Destination IP address = 192.32.12.3 

Protocol = TCP 

Destination port = 80 (HTTP) 

Balance the load across the following eligible servers:IP address 10.10.10.1, port 80 

IP address 10.10.10.2, port 80 

IP address 10.10.10.3, port 80 

Using the following load distribution algorithm: 

Round Robin 

Maintain persistence to selected server using the following token: 

Cookie = "Session-ID" 

o 

Note: Note that the persistence policy works in conjunction with a load-balancing policy. The load-balancing 

policy is used to select the initial point-of-contact server. The server then sets the "Session-ID" cookie to a unique 

value for this session. The persistence policy alerts the content switch to monitor the setting of this cookie and to 

maintain an association between this cookie and the point-of-contact server so that subsequent requests received with 

this cookie are directed to the same server. 

o 

Cisco Systems. lnc 
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3. Server failure policies-these policies are designed to give the operator control over switch behavior in the event 

o f server failure. One can envision, for example, different applications requiring different kinds o f treatrnent. This 

is particularly true when using persistence policies as described above. What should be done when a server that 

has a persistent client connection mapped to it fails mid-transaction? Possible options include: reset the 

connection, issue an HTTP redirect (perhaps to a server that displays an errgr me~age), rebalance the connection 

to a new server using the load-balancing policy, or direct to a special "so~ry. serier" that becomes active if there 

are no other eligible servers for this policy. An example of a server failure policy follows: 

Policy 3: 

For each inbound request where: 

Destination IP address = 192.32.12.3 

Protocol = TCP 

Destination port = 80 (HTTP) 

Balance the load across the following eligible servers: 

IP address 10.10.10.1, port 80 

IP address 10.10.10.2, port 80 

IP address 10.10.10.3, port 80 

Using the following load distribution algorithm: 

Round Robin 

Maintain persistence to selected server using the following token: 

Cookie = "Session-ID" 

Upon persistent server failure: 

lssue HTTP redirect to 192.32.15.1/failuremessage.htm 
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4. Content-specific policies-these policies are used to specify different treatment for different types of content. One 

might want to direct ali requests for cacheable content, for example, to a set of reverse proxy caches that offioad 

the processing of static images from application servers. Or one might want to partition a web server farm into 

static and dynamic sections. The following is an example of a content specific policy. 

Policy 4: 

For each inbound request where: 

Destination IP address = 192.32.12.3 

Protocol = TCP 

Destination port = 80 (HTTP) 

URL = "* .GIF, * .]PEG" I* file extensions for cacheable image types 

Balance the load across the following eligible caches: 

IP address 10.10.20.1, port 80 

IP address 10.10.20.2, port 80 

IP address 10.10.20.3, port 80 

Using the following load distribution algorithm: 

URLHash 

Note: The URLHash distribution mechanism results in a more optimal cache replacement policy by keeping 

requests for the same image files on the same caches. 

5. Device-specific policies-these policies are used to specify different treatment for different types of devices. 

o 

Perhaps one wants to direct clients using wireless devices to a set of servers that customize content for that device 's 

specific formatting requirements. Below is an example of a device-specific policy that accomplishes this goal. 

Policy 5: 

Destination IP address = 192.32.12.3 

Protocol = TCP 

Destination port = 80 (HTTP) 

Use r agent contains the string "PalmscapeiPRS" I* Browser = Paim V 

Balance the load across the following eligible wireless gateways: 

IP address 10.1 0.30.1, port 80 

IP address 10.10.30.2, port 80 

IP address 10.10.30.3, port 80 

Using the following load distribution algorithm: 

Round Robin 
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Virtual Servers, Real Servers, NAT, and Dispatch Modes 

There are a few characteristics o f these policies that are worthy o f special note. First, note in the above examples that 

a policy matches a particular destination address, protocol, and port. This lnformation, which represents the servers 

behind the content switch to the outside world, is known as the virtual serverdefinition. In fact, the Cisco CSM 

allows a virtual server to consist of an arbitrary range o f IP addresses (including all.IP addresses), an IP protocol 

number, a TCP or UDP port number, and an incoming virtual LAN (VLANJ .6 ' 

The actual servers to which connections are forwarded are known as real servers. 7 These are defined by their IP 

addresses and ports. Content switches essentially accept connections that match virtual servers and direct them to 

real servers. In the process of doing so, they may modify the packets they forward as follows . 

Content switches employ two modes offorwarding: Network Address Translation (NAT) mode (also called directed 

mode) and dispatch mode. In NAT or directed mode, the destination address is translated8 from the received 

destination (the one that matched the virtual) to the address of the target real server. The MAC address is also 

rewritten. In dispatch mode, only the MAC address is rewritten, and the original destination IP address is preserved. 

This latter mode is important in order to load balance devices such as firewalls that are designed to transparently 

screen the traflic but are not necessarily the end recipients o f it. 9 

In fact, content switches are commonly required to modify additional fields in packets they forward . In addition to 

the destination address and MAC address information already cited, common examples include source IP addresses, 

source and destination ports, sequence numbers, and checksums. 

Policies, Protocol Layers, and Delayed Binding 

New connections that arrive at a content switch are first classified to determine whether matching policies exist and 

then processed according to the actions specified by those policies. In the set of policy examples above, Policy 1 is 

invoked if the destination IP address = 192.32.12.3, the protocol = TCP, and the destination port = 80 (HTTP) . The 

classification of this connection, therefore, can take place at Layers 3 and 4 (IP address, protocol , and port) . This 

classification can take place completely on the initial packet o f the TCP connection (the SYN packet). 

6. Valid values for protocol. port. and VLAN include "any" which indicates thatthe rule will ma tch any value in that fi eld. The VLAN identifier is 
useful for applying different actions to identical matching criteria based on the ingress VLAN. This is particularly useful for firewallload-balancing 
applicat ions as well as for transparent caching applications. VLAN identification is also generally useful for security purposes or to separate different 
networks (such as a service provider environ mem where the same Cisco CSM is shared among different customers). See the CSM documentation for 
deta ils. 
7. Real servers are logical constructs separate from physical servers. A real server is identified by an IP address and port. A physical server can host 
mult i pie real servers . for example. each represented by a unique IP address and port number combination. 
8. NAT implies that the destination and/or source IP address is translated to a new address. In addition. dependem IP header information (such as the 
header checksum) will be changed as well. · 
9. Dispatch mode has also been used with lower-perfo rming contem switching devices. including the Cisco Local Director as well as some third-party 
coment switches. The goal in these types of configurations isto load balance traffic in the client-to-server direc tion while removing the contem switch 
fro m the path of traffic in the server-to-client direction. This eliminares the coment switch as a bottleneck in the direction of grea test traffi c now. 
However, this mode of operation significantly complicares and constrains the configuration. For example. loopback addresses must be configured on 
allthe servers . servers must be Layer 2-adjacentto switch, and Add ress Resolution Protocol (ARP) is turned off on servers. The high performance of 

the Cisco CSM for both Layer 4 and Layer 7 Ioad ~~~:~c~:::::t•~:: removes ali mo!lva t1on to use dispatch mo~d~;e;~~~;;-~~~t~7~ , 
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Look again at pollcy ex~ pies two through tive above. Each of these policies requires additional classitication based 

on data contained in the HTIP header. In examples two and three, the required info is in the "Cookie" header, in 

example four, the "URL." and in example tive, the "User-Agent" header. Because HTIP is considered an 

application-layer protocol, classitication at this Iayer is referred to as "Layer 7" classitication. 10 In order for the 

classitication o f these connections and requests to take place properly, a process commonly known as "delayed 

binding" is used by the content switch to obtain the Layer 7 information req~ired to tilassify the connection. 

Figure 2 . Delayed Binding Used for Layer 7 Classification 

Client Content Switch Serve r 

o 

} (L 7 Classificat ion Here) 

o 

10. Layer 7 is the OS! reference model application laycr. There is a lo ng·sta nding debate as to w hether this should be ca ll ed ''Layer s·· classificat io n 
due to the fact that TCP/IP on ly has fi ve layers. w ith the fift h being the a pplication layer. Whi le technica lly incorrect , " Layer 7" is the commonly used 
title. 
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Delayed binding deals with a "catch 22" situation. The content switch cannot apply Layer 7 policy to the connection 

until it has received the initial HTTP request and its associated headers (URL, Cookies, User-Agent, etc.) but the 

client will not send the HTTP information until it believes it has a connection established with the server. The content 

switch acts as a temporary proxy for the connection until it receives sufficient information to apply its policy, then 

binds the connection to the correct server as the policy dictates-hence the t_E';!_in "d_;Iayed binding." Figure 2 

illustrates the process of delayed binding used for Layer 7 classification. J 

In steps one through three, we see the client establishing a TCP connection with the content switch as a proxy for 

the server. In step four, the client sends its HTTP request. The content switch now has sufficient data to apply its 

Layer 7 policy (in this case resulting in the selection of a specific serve r). In steps five through seven, the content switch 

establishes a connection with the selected server and forwards the HTTP GET on to that server. 11 

Sequence Number Remapping 

The process of delayed binding introduces an additional piece of complexity to the forwarding process-sequence 

number remapping. For TCP connections, each participating party is responsible for establishing their own initial 

sequence number. The sequence number is then incremented by one for each byte transmitted over the connection. 

The receiver is responsible for sending back acknowledgements for each byte received. 12 Because the content switch 

is acting as a proxy for the initial connection, it must supply an initial sequence number for its si de o f the connection. 

The initial sequence number established by the real server is different. This implies that the content switch must 

translate these sequence numbers in both directions for ali packets transferred. In Figure 2, note the sequence 

numbers and acknowledgments for ali participants (client, content switch, and server). In particular. note that the 

initial sequence number selected by the content switch is different from the initial sequence number set by the server. 

The content switch must compute the difference between these two initial sequence numbers and maintain that 

relationship by remapping the sequence numbers for each packet transferred in both directions. 13 

HTTP 1.1 and Connection Remapping 

To this point, the terms "connection" and "request " have been used somewhat interchangeably. One might infer 

from this that there is a one-for-one relationship between HTTP requests and connections. In fact, for earlier versions 

of HTTP this was true. With the introduction of HTTP 1.1, however, it is possible to transfer a series o f HTTP 

requests and responses over a single TCP connection . For certain types of applications such as caching applications 

(see discussion on Policy 4 above), one might desire to send each of the requests to a different server based on the 

load-balancing policy. In these applications it will be necessary to maintain the client side of the connection while 

"remapping" the serve r si de o f that connection to a new server. The content switch is responsible for correctly 

terminating the old server side connection , re-computing ali o f the appropriate NAT. port, and sequence number 

translations that will be applied to the new connection , establishing a connection with the new server. sending the 

11 . A va lid po licy ac tion may be to drop this co nnect io n. in which case stcps five thro ugh sevcn will ncver occur. A TCP rese t may bc issued to the 
clicnt in t his case. 

12. A detailed discussion o f thc operation o f TCP is beyo nd the scope o f this documenl. f-or more information pl easc see Richa rd Stephens· excc ll ent 
scries entitl ed TCP!IP llluslraled. publishccl by Adcliso n Wesley. 
13. The o bservam read er w ill havc no ticcd a fcw o f thc finer points o f th is int eraction. Firsl. during thc dr laycd binding phase thc numbcr o f pac ket s 
excha ngcd betwcen client a nel content sw itch (4) is g rca ter than thc nu m bcr o f pa ckc ts excha ngcd bctwcen co nt cnt swit ch a nel <;ervcr (3) . T hi s is 
IJl•ca usc thc T C P spccillcalion a llows thc ac knowledgement to bc accompa nicd by data. a fact thc co nt c111 switch takcs adva nragc o f. Sccond . in this 
rxampl ~. thc c li ~ lll s~q u cncc '.JUmbcr is prcscrvcd ~ithout ~nodifica tio n fro~ cl _icn t a li thc way to scrvcr. T his is bcca usc it is th c ::,e1ver s id c o f thc ~ 

CO IIII CC II OII thal lS lJC111g Jll"OXICd by tlle CO lllCIIl S\Vll Cll dunng tlll' <ll• laycd blllcllllg Jli"OCC SS. •· '""-·"- . '\ 
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new HTIP request, and then translating ali the appropriate fields of subsequent packets associated with the 

connection in both directions. Effectively, the Layer 7 classification and the server side of the delayed binding process 

is repeated for each new HTIP request (steps five through seven in Figure 2) .14 The CSM allows the operator to 

specify whether connection remapping should be turned on or off for a given virtual server. In the event connection 

remapping is disabled, Layer 7 policy is applied only to the first in the seque~ce. 

•· 

Health Checking 

Is it important for content switches to detect the failure of servers or processes and route around them. In complex 

web applications, one might want to verify severallayers of infrastructure upon which a target server depends to 

complete its function (such as a web server, application software, or data base) before sending requests to that server. 

In arder to determine that various pieces of application infrastructure are up and available, content switches need to 

provi de flexible capabilities to test various types of servers. There are two different types of health checking offered 

in the Cisco Catalyst 6500 CSM: active health checking and inband health checking. Active health checking i!J 

that the content switch is actually sending messages to the servers and looking for certain expected results in rà ·.,.. . 

Active health checking is useful for more complex types o f verification, such as verifying availability of the database 

that a particular Java Servlet relies upon to perform its function. Scripting functions also allow the operator to 

customize active health checking for applications for which canned capabilities don 't exist. Active health checks are 

sent at regular intervals. Failure of the health check results in labeling a particular serve r o r set of servers unavailable. 

As with ali active techniques of this kind , there is a trade-off between the frequency at which health checks are sent 

(and how quickly a failure can be detected) and the processing requirements associated with them. 

With inband health checking, the content switch actually looks at responses to Iive requests and can immediately take 

servers out o f service if they fail. Inband health checking is a superior means o f detecting physical server and process 

failures on machines to which the content switch is directly communicating. Because the content switch monitors 

every active connection, it is possible to detect failures much more rapidly than with active health checking. However, 

the more complex types of health checking are not possible using this mechanism. In practice, it makes sense to 

leverage both types o f capabilities-inband health checks to detect hard server and process failures and active health 

checks to verify ali components required for a particular application are available.15 

Categories of Processing in Content Switches 

Having briefly reviewed content switch operation, this paper now considers the specific types o f processing goio 

inside content switches as they perform these functions. In general , the various tasks to be performed by cont 

switches fali into one of the following three categories: 

• Connection processing 

• Forwarding processing 

• Contrai processing 

Following is a brief description for each as well as an introduction to the types of performance metrics. which will 

be useful in comparing different content switch architectures. 

I t1. ! f thc classi fl cat io n in d icates thr. sam(• servc r may bc used fo r t his req ues t as th e prcvio us thcn no remapping is pcrfo nned . T his a llows thc 
ap plic;uio n to bem' fit fro m HTTP I I pers i ~trnce as appropr ia tr. 

15 . Jnban d li l'a lth clwcking is so tnething for whi ch the C isco CSM is especia lly well su itcd duc to its superi o r co nncc tio n process ing capa biliti cs. 
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Connection processing may be viewed as any processing associated with the establishment o f new connections. the 

modification of existing connections, or the tearing down of completed connections. Following is a partiallist of 

tasks that can be considered part of connection processing: 

• Detection ofnew connections: Is this packet a TCP SYN ora UDP frar!J~ith á.S-Tuple for which there is no 

forwarding state? If so, we may want to set up a connection. 

Virtual server lookup: Does this frame match a configured policy in the content switch? I f so, can the switch apply 

its policy yet or does the switch need to do a delayed binding to get Layer 5 information? 

• Delayed binding: Perform the 3-way handshake and look at the received Layer 7 data. Does this match a 

configured policy? If so. apply the policy action. 

• TCP state machine and denial of service detection: The content switch must ensure that packets it is processing 

are part of a valid TCP connection. This is required both for error-detection purposes as well as to detect any well 

known denial-of-service attempt that exploits TCP vulnerabilities. 

• Policy matching: Parse through the Layer 7 data for the required fields and determine whether those fields match 

the policy database. 

• Frame buffering: Sometimes the Layer 7 data is not in the first application frame received. This requires the 

content switch to buffer frames until a match or no-

• match decision can be made. 

• Server selection: In most applications, the configured policy action will require the selection o f a server based on 

factors such as load balancing, persistence, and failover requirements. 16 The content switch must determine the 

server based on these requirements. 

• Determine packet transformations: Should this connection be NATed? Do sequence numbers need to be 

translated? The content switch must determine which transformations need to be applied and what they are. The 

connection processing function must inform the forwarding process function o f the connection parameters and 

transformations. 

• Handle new HTTP requests on HTTP 1.1 connections: For HTTP 1.1 connections in flight , the content switch 

must detect new HTTP requests and determine whether a new policy action needs to be taken (such as selecting 

a new server). This also involves recomputing ali packet transforms and ensuring the forwarding process is 

updated with the new information. 

• Manage server si de connections: For connections where delayed binding has been applied. the content switch 

must perform the correct 3-way handshake with the server, handling correctly any TCP errors. Likewise. for 

HTTP 1.1 connection remapping functions, the content switch must correctly termina te the old connections and 

establish the connection to the new server. 

• Inband health checking: When inband health checking is turned on, the content switch must monitor server 

response traffic for failure conditions and take servers out of service as appropriate. 

• Terminate connections: Connections may terminare normally (when a TCP FIN or RESET is received) or 

abnormally (a server, client. or someth ing in the network path fails so that no packets are received for some 

timeout period) . The content switch must clea n up ali state and reclaim ali resources consumed by the con nection. 

IG Ü lliet v<i ltd p o liCICS lll<IY III VO IVC ch opp111 g s pcuflc COII II CC IIOilS ICcl iiCCI III g SJ'CCifiC CO IIIICC !IOilS OI fcmvatcl lllg lO a s pec lfic II CXI -Iiop 1011 1er ~ 
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Connection Processing Performance: 

The following metric is most commonly used when looking at connection processing performance : 

• Connections per second (CPS): For Layer 4 TCP and UDP traffic, this is the rate at which new connections may 

be processed. For Layer 7 HTTP traffic, this is the rate at which new connections may be established or existing 

connections modified (as with HTTP 1.1 connection remapping) . 17 Note.i)lat c~nnection processing does not 

take place on every packet associated with every connection, rather it taK'es place only on those packets associated 

with the beginning and ending of connections as well as on those that signal the potential need for modification 

o f connections in flight. Applications that make use of long-lived connections and few connection modifications 

will have lower connection processing requirements than those that are short lived orare modified frequently. 

Forwarding Processing 

Any processing associated with the forwarding of packets that are part of established connections may be viewed as 

forwarding processing. Following is a partiallist of tasks associated with forwarding processing: I~ 
• Classify packets: ls this packet parto f an existing connection? If not, hand the packet over to the 

connection-processing function. If so, get packet transformation information, next hop, and quality of service 

(QoS) and type o f service (ToS) information. 

• Apply packet transformations: Including any address changes, port changes, sequence number changes, 

checksum changes, ToS changes, and Diffserv changes. 

• Queue and transmit packet at required QoS levei: Send the packet on to its destination. 

Forwarding Processing Performance: 

The following performance metrics are important when discussing forwarding performance: 

• NAT forwarding rate in packets per second (PPS): As is true for LAN switching, the number o f packets per second 

that can be forwarded is important. Shorter packet sizes require greater packet-per-second handling capacity for 

a given throughput. Unlike most LAN switches, content switches are typically performing a significant number 

of packet transformations, or NAT, on the packets they forward. 

• NAT throughput (Mbps): Likewise, total NAT throughput in megabits per second (irrespective of packet size) 

should be understood. 

• Simultaneous connections: Due to the packet transformations that need to be applied (which are unique for each 

connection) , each connection managed and forwarded by a content switch requires its own forwarding ta~~ 
entry and connection state. Every content switch will therefore have a limit (typically due to forwarding ta~ 
memory size) to the number of simultaneous connections it can manage. 18 

Note that forwarding processing takes place on every packet the content switch must handle , so although this 

processing is less complex than the processing associa ted with connection management and control, it happens more 

frequ ently. As we shall see. this processing path should be optimized. 

17. /\'me to t e~ t rrs - as w ith most performance mrt rics. this onr ca n bc dcceiving. The process ing associatcd wi th matching a simple URL regu lar 
ex pressio n !)Ut h a~ / ' w ill not bc thc sa me <-lS tha t assoc ia teci w ith ma tching a sess ion cook ie. for exa mpl e. Bc surc you are making accu ratc 
co mpario;;ons . 

18 . 11 i ~ i111por1an t tn mõJkc ;:~cc ur;u e comparbons here. So me vendors w ill ta lk about connecti ons as uni -dircc tional cnt ities. othcrs as bi -directional 
t'JHi ties. Thc mu nbers quotcd for Cisco CSM capaci ly in this papc r are bi-d ircc tio nal. 
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Control Processing 

Control processing refers to ali other processing that is not associated with either connection setup or forwarding 

but is nonetheless essential to the proper operation. configuration. monitoring. or controlo f these processes. Control 

processing is generally asynchronous to the ma in tasks o f the content switch (such as handling connections and 

forwarding). A partiallist of tasks associated with control processing is as foltows: ,; . 
.i 

• System management processes: Tasks associated with management o f configuration files, system images, booting, 

diagnostics, care and feeding o f hardware, and more. 

• Operations management processes: Tasks associated with management o f the running system, including 

configuration (such as command line. web interface, and application programming interfaces) , statistics and 

Management Information Base (MIB) management, and Simple Network Management Protocol (SNMP). 

• Active health checking: Scheduling and transmission of health check messages , examining results, moving servers 

in and out of service as required. The processing associated with this can be quite extensive and includes the 

following: 

- Formatting queries 

- Establishing and maintaining connections 

- Transmitting and receiving messages 

- Parsing and interpreting replies 

- Taking appropriate action (which may involve notification of severa! other parts o f the system) 

Control-Processing Performance: 

The following are useful metrics to consider when discussing control-processing performance: 

• Probes per second (PPS) : The number of probes (or active health check messages) a content switch can process 

per second. Note that processing requirements increase as active health checks become more complex (such as 

with scripting). 

• Number of probes: There will typically be memory or configuration limits to the number o f health checks that 

can be configured. 

Note that probes have the lowest frequency o f ali the processing types discussed . yet beca use o f their complexity they 

may have the highest unit overhead. 19 

Now that the reader is familiar with how content switches operate and the different categories of processing they 

must perform. this paper will turn to the details o f the Cisco CSM architecture-an architecture that is tuned to the 

specific types of processing tasks that content switching requires. 

" 19. f\ote a lso t ll .n t lus · ~a st1 o ng mot• vat 10 11 fOI 111ba nd lwa lth c hcc kn1g howeve1 th c a dcllu u ndl p1 o C('5 \I II g ove1 he.1d d'>Soc w ted w lth 1t nHJSt be \ 
f;:u.: to r('( l int o COI\Il CC ti o n procr ss ing requi rcmcm s. ' 
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The Cisco CS.M )~ipelined Network Processar Archi t ecture 

The Cisco CSM hardware architecture consists o f a series of five field programmable gate arrays (FPGAs) and 

network processors (NPs), matched in pairs and structured as a dual pipeline (more on this shortly). Figure 3 

illustrates the layout of the FPGA and network processar pairs. 

Figure 3. CSM layout 
.i 
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The Cisco CSM has four 1-Gbps, full-duplex connections to the Cisco Catalyst 6500 backplane, which are muxed 

together to provide a 4-Gbps, full-duplex data path to the CSM processing complex. From a network standpoint, 

the CSM is configured to participa te in and listen to a set of VLANs on the Cisco Catalyst 6500 backplane. Traffic 

targeted to the CSM arrives via one or more ofthe 1-Gbps backplane connections shown. lnputs from the backplane 

are muxed together to present the CSM processing Iogic with an aggregate 4-Gbps stream o f packets. Once 

processing begins, a packet matching configured policies will traverse one o f two 4-Gbps paths through the 

processing complex. The first is the connection-processing pipeline. The second is the forwarding pipeline. A detailed 

discussion of these pipelines will be presented in the next section. 

Before moving on to this discussion, a few additional details of the above diagram bear explaining. The first isJh\ 

separate 2-Gbps path between the pipeline stages labeled TCP, L7, and LB. This path is used for upstream (J 
communication between stages . The second is the small chunk of memory (64 KB) shown between the session and 

TCP pipeline stages. This provides a high-speed , memory-mapped communication path between these stages 

designed to support high-volume communication. 

Each network processo r has a connection via a PCI bus to the control processar. The contrai processar is responsible 

for the configuration and management of ali components on the CSM as well as for the processing associated with 

certain control tasks (such as active hea lth checking). 

C1sco Systems. lnc 
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Pipeline Overview 

The Cisco CSM pipelines consist o f a series o f linked stages. Each stage consists o f a FPGA and network processar 

pair with associated memory. As packets move through the pipeline, a specific set o f operations is performed at each 

stage. The results of each pipeline stage are then passed along with the packet to the next stage that utilizes those 

results, the packet itself. and any state it maintains locally about the connecti_Q!.I as i~puts in to its processing. Figure 

4 i11ustrates this idea. .; 

Figure 4. A Pipeline Stage 
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Packet Plus Results Packet Plus Results 

Note: Each stage of the pipeline may update its own local connection state. 

FPGAs 

Downstream 
Stage 

The FPGAs provide an addressable communications fabric between the pipeline stages. Each stage in the pipeline is 

responsible for determining the downstream stage that should receive the packet next. Note that a stage may "skip" 

a downstream stage by inserting the address o f a further downstream stage as the recipient o f its output. lntervening 

FPGAs at skipped stages merely forward the packet on to the next FPGA unmodified. The network processar at a 

skipped stage does not see the packet. In this way, latency. bandwidth, and overhead through the system is reduced 

by bypassing unnecessary processing steps in hardware. 

The session-and NAT-stage FPGAs have a few additional functions, which will be explained in the detailed discussion 

of pipeline stages ahead. 

Network Processors 

Each network processar has six RISC microengines plus a RISC core, providing a total of over one billion 

instructions per second. Altogether the network processar pipeline provides over five billion instructions per second. 

and each network processar has its own dedicated 128-MB pool of high-speed rnemory. Figure 5 illustrates the Intel 

!XP 1200 network processar used in the Cisco Catalyst 6500 CSM . 
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Figure 5. The lnteiiXP 1200 
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The various tasks associated with a particular stage are partitioned across the microengines (uE) in such a way as to 

maximize the parallelization offered by this architecture. Pipelining maximizes system performance for operations 

applied to a single packet as it moves through the pipeline. Parallelization maximizes the performance of the system 

for the many different unrelated packets and connections being processed at the same time. Together they provide 

exceptional processing performance for forwarding and connection processing. 

The Connection and Forwarding Pipelines 

Figures 6 and 7 illustrate the connection and forwarding pipelines respectively. 

A few observations: 

• Ali packets move through the pipeline in the same direction, entering through the mux from the backplane and 

leaving through the mux to the backplane.20 

• There are two stages in common for both pipelines: the "session" stage, and the "NAT" stage. 

• It is the session stage that determines which pipeline path the packet will take. 

(J 

20 . f\.:o t Jll pac kets tll at en te r w ill le<'lve brGlUS(' so me poli cies w ill result in rac kets being cl roppcd . O tlicr packcts may bc int cnclcd for thc module 
it'>rlf (\uch as A I{ P. JCM P. anel kel.' pa li vc re~pon.'.cs) . These are forw ardcd to tlle co nt ra i processar 

C1sco Systems. Inc. 
Ali contents are Copynglll <0 1992-2002 C1sco Systems. Inc. Al i ngllls reserved. lmportanl Nollces and Pnvacy Statemenl. 

Page 16 of 20 

t 
,· 



D 0~~ 
&· 

/ 

Figure 6 . The Connection Pipeline 
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Figure 7. The Forwarding Pipeline 
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Recalling the earlier discussion about connection and forwarding processing, it is apparent that connection 

processing is a relatively less frequent task than forwarding processing. This is because connection processing is 

needed only for the start o f connections, the end of connections, and modifications to connections. Packets associated 

with these events need to be handled differently than those packets that are merely parts of established connections. 

These only need to be forwarded in accordance with the policy (such as NAT or QoS) . The rationale behind the dual 

pipeline of the Cisco Catalyst 6500 CSM now becomes evident as well : Packets associated with connection-related 

events are forwarded along the connection pipeline, while packets associated with established connections are 

forwarded along the forwarding pipeline. Once connections are established, associated packets may be "cut 

through " along the forwarding pipeline until some new connection-modifying event occurs. This results in much 

lower processing overhead in the system for the vast majority o f packets that must simply be forwarded in accordance 

with the configured policy. 

Following is a brief discussion o f each o f the individual pipeline stages. 

Session Stage 

lt is the responsibility of the session stage to determine whether the packet indicates the beginning o f a connection , 

the end of a connection. or is part o f an existing connection. Packets that are part o f an existing connection need 

only be forwa rded over the dedicated 4-Gbps connection to the NAT stage. The connection 10 passed with the 

packet ass ists the NAT module in quickly loca ti ng the correct session entry conta ining the appropriate 

packet transformations. 

For packets that are de termined to req ui re connecti on processing. the session stage forwa rds the packet over the 

con necrion pipeline path to the TCP stage. 
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It was mentioned earlier that the session FPGA has some unique functions. The session FPGA essentially preprocesses 

the received packet for the session network processor. The session network processor receives only that portion of 

the information from the packet relevant to its decision about the pipeline path selection in an easily digestible 

form. This substantially reduces the amount of processing that the session network processor has to do to classify 

the packet. 

TCP Stage 

The TCP stage is responsible for maintaining TCP session state for ali connections. lt determines the beginning and 

end of connections (communicating this information upstream to the session stage). fi lters denial-of-service attacks, 

performs delayed binding i f required, and forwards the packet on to either the Layer 7 o r the load-balancing stage 

as required. 21 

Layer 7 Stage 

Packets are forwarded by the TCP stage to the Layer 7 stage if the Layer 3 and Layer 4 information obtained h 

the packet indicates that this packet needs to be matched against Layer 7 policies. The Layer 7 stage must parse the 

packet for relevant fields (such as cookies and URLs) and applies a high-performance regular expression match 

against them.22 Packets and results are then passed on to the load-balancing stage. 

Load-Balancing Stage 

The load-balancing stage receives packets from either TCP or Layer 7 as well as information regarding the virtual 

server match for this packet. The load-balancing module then applies the configured load-balancing algorithm, 

persistence policy, or failover policy to the packet. The load-balancing stage then forwards the packet and NAT 

transformation information to the NAT stage. 

NAT Stage 

The final stage in the pipeline is the NAT stage, which is responsible for applying ali relevant packet transformations 

to the packets and sending them back to the mux for transmission to the backplane. The NAT stage is also 

responsible for statistics gathering. 

It was previously mentioned that the NAT-stage FPGA had a unique function to perform. Basically this amounts 

o to muxing the inputs received from both pipeline paths and presenting the combined input to the NAT 

network processor. 

2 1. Hcrc onc srrs lhe bcncfi ls o f making lhe f-P CAs acl cl rcssablc. Thc Laycr 7 slage ca n be bypassccl for con ncclions lhal only nccd proccssing a l Laycr 
3orLaycr4 . 

22. Thc regular cxpn·ssion-matc hing capa bili ty of the Cisco CSM itself is quite sophist icatcd in that not just suffix (~ .someth ing) and prcfi x 
(somet hing · ). but any typc o f regular expres~ion ca n be co nfigured. using typica l notations (sue h as range o f charactcrs. quest ion marks to inclicat e a 
fi xed amou nt o f gt·nt· ric charactcrs. negation. Olt ~llld AI\D) . There is no signifkan t impact o n thc performance w hen match ing aga inst a com plcx 
n·gular cxpre~!'> i o n as o ppnscd to a simple nnt· . Sce CSM docu mcntat io n fo r dcta il s. 
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Contrai Processing 

Ali control-processing tasks (see above discussion) take place on a dedicated RlSC processar within the Cisco 

Catalyst 6500 CSM. This approach provides dedicated processing cycles for these tasks, enabling the system to scale 

in terms of control task volume or complexity (such as for active health checking) without negatively impacting 

performance for connection or forwarding processing. 23 

Cisco Catalyst 6500 CSM Architecture Evaluation 

The Cisco Catalyst 6500 CSM architecture makes use o f a number o f innovative techniques to push content 

switching to new leveis of price performance. Its primary innovation is in the areas o f the connection and forwarding 

pipelines used for connection and forwarding processing respectively. By leveraging the parallel processing 

capabilities o f the selected network processors in a pipeline, the architecture is capable o f delivering remarkable 

performance in both categories. Through the use of a dedicated contrai processar the architecture performs 

admirably in this area as well. 

The Cisco Catalyst 6500 CSM sets a new standard for content switching in the following dimensions: 

• Features: The programmability of the selected components yields tremendous flexibility in feature development. 

The performance offered by the pipeline architecture makes it possible to consider features that were heretofore 

impractical , such as inband health checking, return error code checking, and deep regular expression matching. 

• Price and performance: In this dimension the Cisco Catalyst 6500 CSM is without peer, delivering NAT 

forwarding performance of 4 Gbps and connection performance at rates exceeding 150,000 connections per 

second. The Cisco Catalyst 6500 CSM cah support almost one million simultaneous bi-directional connections. 

For customers with the highest performance requirements, no other solution will prove as cost-effective. 24 

• Port density: A Cisco Catalyst 6500 with CSM can have as many as 528 10/100 ports. 

• Integration with Layer 2 and Layer 3 infrastructure: Because the Cisco Catalyst 6500 CSM runs in the Cisco 

Catalyst 6500 with Cisco IOSà Software, customers are assured o f the highest levei o f integration with their 

Layer 2 and Layer 3 infrastructure. They can leverage the industry-leading QoS, Layer 2. and Layer 3 features of 

the Cisco Catalyst 6500 including any of the network interfaces supported in the Cisco Catalyst 6500 such as 

packet over SONET (POS) and 10 Gigabit Ethernet modules. 

Integration with other data center capabilities: The Cisco Catalyst 6500 CSM supports integrated firewall, intrusion 

detection, VPN, and in the future, other capabilities as well. 

The Cisco Catalyst 6500 CSM is one o f severa! products in the Cisco content switching product line addressing the 

growing customer demand for scalable Layer 4 to Layer 7 services as a complement to their existing Layer 2 and 

Layer 3 infrastructure. Cisco content switches enable businesses to build highly available and secure network data 

centers in support of their Internet and intranet applications. The Cisco Catalyst 6500 CSM provides an integrated 

services module for the Cisco Catalyst 6500 Series switches and Cisco 7600 Seri es Internet routers and delivers the 

highest Layer 4 to Layer 7 performance along with a rich set of application features. The Cisco co ntent switch 

23. The Cisco CSM contra i processar is separa te fro m the rn;tnagcmc nt processar loca tcd o n thc supervisor in thc C isco Cata lys t 6500 Series swit ch 
itsciL The C isco Caw ly~ t GSOOSe ries sw itch provid es most of the ma nagcment fun ctio ns fo r the C isco CSM through C isco IOSà Soflwa re . such as 
configurat io n. conuna nd line. a nel Sf'\fVIP. The C isco CSM comro l processar is thercfo re free to perfo rm ot her cor 11 ro l tasks such as act ive heat<l 
checkin r) 

24. The°C i ~co CSM i'> curreruly IJeing u-;ed w itll succc•ss in tllc larges t product io n nctworks . some w it h scrvcr fa rrn ~ in cxcess of 500 scrvers dri i 1gj 
pl'a ks lo;rch o f nver 50.000 co rrrrec tion.;; jWr o;;econcl anel 2 C bp o;; o f f\AT tllrougllpu!. / 
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pr.t::l~ne also includes the Cisco CSS 11000 Series content services switches and, the most recent addition to the product line, the Cisco 

~'t]"~ Series content services switches, which offer a compact modular platform with rich Layer 4 to Layer 7 services for e-business 

appl_iç~J'c/ns., J 
' . 

·For ~o!e.Jnformation on Cisco content switching, please visit 

http://www.cisco.com/go/contentswitch 
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CiscoWorks LAN Management Solution 2.2 lntroduction 

CiscoWorks LAN Management Solution 

(LMS) provides a robust set o f applications 

for maintaining, monitoring, and 

troubleshooting a broad range of devices in 

an end-to-end Cisco AWID (Architecture 

for Voice, Vídeo and Integrated Data) 

network. Built upon popular Internet-based 

standards, CiscoWorks LMS enables 

network operators to more efficiently and 

effectively manage the network through a 

simplified browser-based interface that can 

be accessed anytime from anywhere within 

the network. Taking advantage of a 

Web-based client/server architecture, 

CiscoWorks LMS can be easily integrated 

with other popular network management 

systems or other third-party management 

solutions running in the network. 

CiscoWorks LMS provides a solid 

foundation of basic and advanced 

management applications that complement 

CiscoWorks products. Other CiscoWorks 

products include the CiscoWorks Routed 

WAN Management (RWAN) Solution, 

which addresses the needs ofthe WAN with 

response time and access list management. 

The IP Telephony Environment Monitor 

(ITEM) ensures the readiness and 

manageability of converged networks that 

support voice over IP (Vo!P) and IP 

telephony traffic and applications. The 

Cisco VPN/Security Management Solution 

(VMS) provides an integrated set o f Web 

applications with features that assist in the 

deployment and moni toring o f virtual 

private network (VPN) and security 

devices. Together, CiscoWorks products 

offer leading-edge solutions for improving 

the accuracy and efficiency o f your 

operations staff, increasing overall 

availability o f your network through 

proactive planning and maximizing 

network security. 

The Changing Campus LAN 

A key part of the business infrastructure, 

today's LANs are criticai systems. The 

management o f local-area networks has 

evolved from being device centric, to now 

focusing on managing the convergence of 

both data and voice traffic over a common 

infrastructure. As a result, it has become 

increasingly important to isolate, 

troubleshoot, and monitor network devices 

so that connections and services are always 

available. CiscoWorks LMS delivers 

advanced discovery technologies, port 

assignment tools, sophisticated connectivity 

analysis, configuration management tools, 

and device and network diagnostic 

capabilities (including fault management 

and Remote Monitoring [RMON] traffic 

monitoring) to help manage the 

complexities of a converged network . 
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A Comprehensive Solution 

CiscoWorks LMS combines applications and tools for configuring. monitoring, and troubleshooting the campus 

network. Designed to address the networks powered by Cisco today, it also provides a flexible framework to address 

the device management needs o f networks converging voice, video, and data; networks being protected with Cisco 

SAFE Blueprint for network security technologies; and networks designed for conte~t migration. 

• • • • 

Real-Time • 
Monitor 

RMON Traffic 
Monitoring and 
Troubleshooting 

·~ 
• • •• • • . 

...... 

Campus Manager 
Topology Services, 
Path Analysis. & 

User Tracking a 

The CiscoWorks LMS consists of operationally focused tools. These tools include fault management, scalable 

topology views, sophisticated configuration, Layer 2/3 path analysis, voice-supported path trace, traffic monitoring, 

end-station tracking workflow application servers management, and device troubleshooting capabilities. 

CiscoWorks LMS is built on the CiscoWorks common services foundation. This design facilitates operations 

workflow between applications by linking data collection, monitoring. and analysis tools-all from a single desktop 

application. For example. a user complaint of slow response time o r a poor IP phone connection can be quickly 

diagnosed using CiscoWorks LMS Layer 2 path tools that automatically acquire user path information stored in one 

database, and highlight devices on a topology map. Additionally, switch or router configurations can then be quickly 

examined, or RMON traffic data can be reviewed to detect anomalies or the need for changes. Those actions may 

draw information from one or more applications. 

CiscoWorks LMS uses Internet standards to tie together best-of-breed tools and to take advantage of their 

capabilities through data and task integration standards. Using the common information model (CIM) and 

Extensible Markup Language (XML). the industry standards for data-sharing CiscoWorks LMS offers a means of 

extracting data and using it with popular network management platform products. With the CiscoWorks LMS, Cisco 

offers a complete family ofdedicated hardware Cisco Catalyst® network analysis modules (NAMs) . Cisco Catalyst 

NAMs provide increased visibility into switched LAN environments comprising 10/ 100 and Gigabit Ethernet links 

for comprehensive, end-to-end. seven-layer monitoring ofnetwork infrastructures. 
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Solution Components 

The following applications are included in CiscoWorks LMS: 

• CiscoWorks Campus Manager-CiscoWorks Campus Manager is a suíte ofWeb-based applications designed for 

managing networks powered by Cisco switches. These include Layer 2 device and connectivity discovery, 

workflow application server discovery and management, detailed topology view~; virtual LAN/LAN Emulation 

(VLAN/LANE) and ATM configuration, end-station tracking, Layer2/3 path ah;lysis fôols, and IP phone user 

and path information. 

• CiscoWorks Device Fault Manager-CiscoWorks Device Fault Manager provides real-time fault analysis for 

Cisco devices . lt generates "intelligent Cisco traps " through a variety of data collection and analysis techniques. 

These can be locally displayed, e-mailed, or forwarded to other popular event management systems. 

• nGenius Real-Time Monitor-The nGenius Real-Time Monitor is a Web-enabled multíuser traffic management 

tool set that provides access to network-wide, real-time RMON information for monitoring, troubleshooting, 

and maintaining network availability. Its applications graphically report and analyze device, link, and port levei 

RMON collected traffic data from RMON-enabled Cisco Catalyst switches and internai network analysis 

module. 

• CiscoWorks Resource Manager Essentials (RME)- CiscoWorks RME provides the tools needed to manage Cisco 

devices. It includes inventory and device change management, network configuration and software image 

management, network availability, and syslog analysis. 

• CiscoView- CiscoView is a Web-based tool that graphically provides real-time status of Cisco devices. The tool 

can dríll down to display monitoring information on interfaces and access configuration functions. 

• CiscoWorks Management Server- The CiscoWorks Management Server provides the common management 

desktop services and security across the CiscoWorks Family of solutions. lt also provides the foundation for 

integrating with other Cisco and third-party applications . 

Key Functions and Applications 

Table 1 gives key functions and applications of the CiscoWorks LMS. 

Table I CiscoWorks LAN Management Solution Key Application/Function 

Product Management Benefit 

Ofkrs intdli~l' nt. auromatir di sro\' t-r~ · CiscoWorks Campus Manager The Cisco Campus Manager Topology Services 
functionality di scovers Cisco devices and calculates 
Layer 2 relationships to provide views o f the Cisco 
network by ATM domain , VTP 1 domain, LAN edge 
view, and a general Laye r 2 view. 

o f ( 'isro dt.•dt:l' .' to rn.•ttft• topolog~· 

\ " it.·" ~ of th t• lll' IWod..; 

(;in·~ topolo g~ · s tatu ~ indir ation :-. 

( onfi :.,! lln.' ' · mauagr~ . and 11HIIIitor' 

\I . \ "\ 3 and \I \I 'l·n ·irl' .., f llt'l\\orJ.., 

CiscoWorks Campus Managcr 

CiscoWork s Campus Manager 

The topology maps indicate thc di scovcry and 
SNMP2 status o fCi sco devices; these maps also are 
launching points for other CiscoWorks applications. 

CiscoWorks Campus Managcr provides tools for 
creating, deleting, and editing VLANs; it provides 
ATM too ls for dispiaying virtual circuits and for 
co nfiguring SPVCs/S PVPs4 

C isco Systcms. Inc. • ............,_~ -·--~" 
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Table I C iscoWorks LAN Management Solution Key Application!Function 

Product Managcment Bcncfit 

niscnvers cnd s!a!inns and I I' phnnes CiscoWorks Campus Manager The Cisco Works Campus Manager User Tracking 
('Onnec!cd In switch ports and idenlifks functionality corre lates MAC5 address and IP 
nser lncatin ns IJased nn uscr li) address to switch_~rt; intJ:gration with Microsoft's 

PDC and Novell 's NDS t~ée provides the user ID for 
even more efficient ~ser location and tracking. 

Traces Laycr 2 and Layer J CiscoWorks Campus Manager The CiscoWorks Campus Manager Path Analysis 
conrH'('I ivity helween !wo poinls tool perforrns path analys is for Layer 2 and Layer 3 
(devic('S, srrvers. phnncs) in the devices using the device host name or IP address, and 
nctwork shows resu lts on a map display, in a table display, or 

in a trace display. 

lntelli~:entl y ana lyzes fanl! cnnditinns CiscoWorks Device Fault Manager CiscoWorks Device Fault Manager automated fault 

( 
desÍJ!IINI In d(•tect prnhlems hrftlre t hey detection recognizes common problems in networks 
ht•conu.· nctwork disruptinns without forcing users to define their own rules sets, 

SNMP trap filters, or device polling intervals. 

lnt(•rpre ts fault cn ndili ons at hoth lhe CiscoWorks Device Fault Manager With the characteristics o f over a I 00 Cisco routers 
devic(' anel VLAN leve is and switches predefined, new device support is easi ly 

added via Cisco.com. Cisco Device Fault Manager 
simpli fies managing both Layer 2 and Layer 3 
envi ronments. 

Co ll cc!s I{ I\10N/RI\10NZ statistics nGenius Real-Time Monitor nGenius Real-Time Monitor monitors LAN traffic 
fmm LAN switches. NAMs. and l (•~:acy for protocols, applications, and interfaces to apply 
Cisl'll Switrh l,r·ohc® dcv iccs appropriate filters, reducing costs and increasing 

performance. 

Prnvides for LA N tronhl(•shnntinl! ai nGenius Real-Time Monitor nGenius Real-Time Monitor helps resolve network 

tl('!Wnrk and app lkation packN le\'els and application issues by providing total network 
visibi li ty from the application layer down to the data 
link layer for virtually any topology that exists today. 

Offers rktaikd software and hard ware Cisco RME Cisco RME provides accurate Cisco inventory 

invt•ntor~· n.•portin~ baseline information, including memory, slots, 
software versions, and boot ROMs needed to make 
decisions about the network. 

Offcr!li automatt•cl upclatt.• t• ngira•s tC~r· Cisco RME Cisco RME allows software and configuration 
dt•vin• softwan• and co ntig u n ttion updates to be sent to selected devices on a scheduled 

challgt•s basis; it reduces time and errors involved in network ( 
updates. 

Offt•n; a consolidatt•d tnwh lcslwoti ng Cisco RME A wide collection o f switch and router analysis tools 
tools dt•,·in• t·cntcr is accessible from a single location; third-party 

applications can link to the device center. 

Offers rt.• ntralizl'd changc audif loggin:.! Cisco RME A comprehensive change-monitoring log records 
users and app lications that are aclive on the network. 

Ofkrs gnrphira l de,·irl' lll<l ll fll,!l'llll'llf CiscoView Cisco View displays a browser representation o f 
Cisco router and switch devices, color-coded to 
indicate operational states, with access to 
configuration and monitoring tool s. 

Cisco Syste rn s, Inc . 
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Table I CiscoWorks LAN Management Solution Key Application/Function 

Product Managcmcnt Bcncfit 

l'ro\'idcs ap(Jiication acccss sccurity 

Offcrs third-party inlc~ration toots 
(lntc~-:ration utility) 

I. Virtual Trunking Protocol 
2. Simple Network Management Protocol 
3. Virtual LAN 

Cisco Works Server 

CiscoWorks Management Server 

4. Soft permanent virtual circuits/soft permanent virtual paths 
5. Media Access Contrai 

Key Functions and Applications 

Deployment Options 

The CiscoWorks desktop controls user access to 
applications, ensuring that only appropriate classes 
o f users can acces.tlools ~at change network 
parameters versits r~ad-only tools. 

The CiscoWorks Management Server simplifies the 
Web integration o f third-party and other Cisco 
management tools. 

Consider the following when installing the CiscoWorks LAN Management Solution: 

• Ali applications do not have to be installed initially; applications not installed initially may be installed !ater. 

• Most applications require the CiscoWorks Management Server from the Common Services CD (formerly CD 

One), which must be installed first. 

• The CiscoWorks Campus Manager application depends on CiscoWorks RME. which is included as part of the 

CiscoWorks LAN Management Solution. 

Ali solutions can coexist on the same server i f they support and opera te with the services o f Common Services 2.2 . 

However, network managers may want to consider such factors as the number of applications hosted, system 

resources, and number of devices to be managed in determining i f ali ora subset o f the solutions are installed on the 

same server. 

CiscoWorks solutions offer deployment flexibility. System administrators should use the guidelines given previously 

when planning the deployment o f the various solution bundles . Some components within a solution require the 

CiscoWorks Management Server and must be installed on that machine. CiscoView and nGenius Real Time Monitor 

software can be set up on an independent server. The placement o f components is a function of performance 

requirements and the size of the network. 

Server System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Server) running Solaris 

2.8 (dual processar system required for hosting multiple management solutions) 

• Memory: 1-GB RAM for workstations, 2-GB RAM for servers, 8-MB e-cache 

C isco Sys tc ms, Inc. 
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• Available disk: 40-GB internai FC-AL disk drive for workstation and dual drives of this type for server 

configurations 

Windows 

• System: IBM PC compatible with 550-MHz or higher Pentium III processar running Microsoft Windows 2000 

Advanced Server (with Terminal Services turned off), Server or Professional EditjoiTwith:Service Pack 2 (dual 

processar system required for hosting multiple management solutions) 

• Memory: 1-GB RAM 

• Available disk: 40 GB with 2-GB swap recommended 

Note: These system requirements are based on managing 500 devices with CiscoWorks RWAN and LAN 

Management solutions loaded on a single server. Refer to the Installation documentation for more inforrnation on 

required operating system patches. 

Client Browser System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun Ultra 10 running Solaris Version 2. 7 o r 2.8 

• System: HP9000 Series running HP-UX 11.0 

• System: IBM RS/6000 workstation running AIX 4.3.3 

• Memory: 256 MB 

Windows 

• System: IBM PC-compatible computer with 300-MHz or higher Pentium processar running Windows XP 

Professional , Windows 2000 (Advanced Server, Server or Professional) with Service Pack 3 

• Memory: 256 MB 

Note: Refer to the installation documentation for more information on required operating system patches. 

Web Browser 

UNIX 

• Solaris: Netscape v4.76 

• HP-UX: Netscape v4.78 , 4.79 

• AIX: Netscape v4 .78, 4.79 

C isco Systcms, Inc . 
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Windows 

• Windows 2000/XP: Netscape v4 .78, 4.79 

• Windows 2000/XP: Internet Explorer v6.0.26 

Note: Refer to the lnstallation documentation for more 

information on required operating systems patches, browser 

plug-ins, or Java Virtual Machine OVM) versions. 

Service and Support 

CiscoWorks products are covered by the Cisco Software Application 

Service (SAS) program. This service program offers customers 

contract-based 7 x 24 access to the Cisco Technical Assistance 

Center (TAC), full Cisco.com privileges, and software maintenance 

updates. A Cisco SAS contract ensures that customers have easy 

access to the information and services needed to stay up-to-date 

with newly supported device packages, patches, and minar updates. 

For further information on service and support offerings, contact 

your local sales office. 

( 

Ordering Information 
· ... ~'x~ 
36. 

The CiscoWorks LAN Management Solution includes ali the · í:::J 
necessary components needed for an independent installatlon on a . 

Microsoft Windows or Sun Solaris Workstation/Server. The 

products within this solution can be combined with other 

CiscoWorks products if they support the same CiscoWorks 

Management Server version, operating environment, and system 

requirements. Contact your local Cisco representa tive for available 

white papers and documentation outlining best practices for 

implementing a CiscoWorks management solution architecture. 

To place an arder, contact your Cisco sales representative. 

Refer to the CiscoWorks LAN Manâge.menrSolution individual 

product data sheets for more information on operating environment 

and system requirements. 

For More Information 

For more information on the CiscoWorks LAN Management 

Solution, visit hllp://www.cisco.com/en/US/partner/products/sw/ 

cscowork!ps2425/index.html . 
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Cisco Catalyst 6500 Series and Cisco 7600 Series 
Network Analysis Module 1 and 2 

Second-Generation, High-Perfonnance Network Analysis Modules for Cisco 

Catalyst 6500 Series and Cisco 7600 Series 

Cisco Systems®, the worldwide Jeader in 

networking for the Internet, addresses the 

need for multiservice network management 

and traffic monitoring in high-capacity 

switched Ethernet LANs and routed WANs 

with a new generation of the Network 

Analysis Module (NAM) for Cisco® 

Catalyst® 6500 Series switches and Cisco 

7600 Series routers. The NAM is an 

integrated and powerful traffic monitoring 

service module that occupies a ~ingle slot in 

the chassis and enables network managers 

to gain application-level visibility into 

network traffic with the ultimate goal of 

improving performance, reducing failures, 

and maximizing returns on network 

investments. 

The second-generation NAMs are available 

in two hardware versions, NAM-1 and 

NAM-2, and offer high performance 

monitoring and crossbar (fabric) 

connectivity to meet diverse network 

analysis needs in scalable switching and 

routing environments running at gigabit 

speeds. The NAMs come with an 

embedded, Web-based traffic analyzer, 

which provides full-scale remate 

monitoring and troubleshooting 

capabilities that are accessible through a 

Web browser. 

Application•Level Visibility Built 

into the Network 

The NAMs give network managers 

visibility in to alllayers o f network traffic by 

providing application-level Remate 

Monitoring (RMON) functions based on 

RMON2 and other advanced Management 

Information Bases (MIBs) . The NAMs add 

to the built-in Remate Monitoring 

(mini-RMON) features in Cisco Catalyst 

6500 Series switches and Cisco 7600 Series 

routers that provide port-level traffic 

statistics at the Media Access Contrai 

(MAC) or data link layer. The NAMs 

provide intelligence to analyze traffic flows 

for applications, hosts, conversations, and 

network-based services such as quality of 

service (QoS) and voice over IP (VoiP). 

lntegrated Monitoring for LANs 

and WANs 

The NAMS use several data sources from 

local and remate switches and routers to 

provida combined visibility into LAN and 

WAN environments. The NAMs collect 

data from physical ports, virtual LANs 

(VLANs), or Cisco EtherChannel® 
~ .. :õnl. ___ ...__~--.,,\<""'......,. .w ... 
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connections using the Switch Port Analyzer (SPAN) feature. For selective monitoring of large amount of traffic or for 

traffic from WAN interfaces, VLAN access controllist (VACL)-based captures can be used to filter traffic before lt ls 

sent to NAM. In additlon, the NAMs collect and analyze NetFlow Data Export from local and remate devices to 

provide broad application-level visibility into the network, including remate WAN segments. The NAMs also collect 

data from remate switches using the remate SPAN (RSPAN) feature of the Cisco Catalyst swltches. 

Flexible Deployment Scenarios 

The NAMs can be deployed in the Cisco Catalyst 6500 Series at LAN aggregation points (for example, in the core 

or distribution layer) for proactive monitoring; at service points (for example, in data centers, server farms, or Cisco 

CaliManager clusters in IP telephony networks) where performance is criticai; and at important access points (criticai 

clients, IP phone closets) where quick troubleshooting is required. They can also be deployed in Cisco 7600 Series 

routers at WAN edges or in Catalyst 6500 Series switches connected to WAN routers. When deployed at remate 

branch offices, the NAMs provide unique advantage to perform remate troubleshooting and traffic analysis through 

its Web-based Traffic Analyzer without having to send personnel or to haullarge amounts of data to the central si te . 

Figure 1 highlights the deployment of NAMs to enable comprehensive traffic monitoring and analysis for 

performance monitoring, troubleshooting, and capacity planning. 

Figure 1 

Deploying NAMs to Build lntelligence into the Network to serve a Variety of Applications 
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Easy to Deploy and Use 

The NAMs come with the embedded, Web-based Traffic Analyzer with extensive monitoring and troubleshooting 

capabilities. Because the NAMs integrate monitoring functions directly into the switch and have complete data 

collection and data analysis capabilities on board, they are easy to deploy and managers can conveniently access data 

from anywhere using a Web browser (Figure 2) . For security, users can be givên role.-based access and the 
d 

Web-browser access can be secured with up to 168-bit encryption. 

Figure 2 

Web-Based Traffic Monitoring for both LAN and WAN with the embedded NAM Traffic Analyzer 
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The NAMs also provide the flexibility to use standards-based externai applications using the Simple Network 

Management Protocol (SNMP) . NetScout nGenius Real-Time Monitor, a component of the CiscoWorks LAN 

Management Solution (LMS) , collects data from NAMs across the network and provides reports on traffic flow. 



Major Benefits 

• lncrease return on network investment-The visibility provided by the NAMs enables better utilization of 

network resources to meet business objectives. They ease deployment of network-based services and help in 

capacity planning. 

• Reduce productivity loss and revenue loss-Through proactive monitoring_and quick troubleshooting 

capabilities, the NAMs prevent loss due to network degradation and dowiltime. •· 

• Enhance network security-The NAMs provide investigation and verification capabilities to supplement other 

security mechanisms such as intrusion detection and firewalls . They can also be used to detect threats by watching 

anomalies in the network traffic. 

Features and Applications 

The data collected by the NAMs can be used for severa! vital management activities, including real-time and 

historical application monitoring, performance management, fault isolation, troubleshooting, and capacity planr 

The NAMs also play an active role in managing differentiated services such as voice. 

Real-Time and Historical Application Monitoring 

Using RMON, RMON2, severa! extended RMON MIEs, and NetFiow, the NAMs detect the applications on the 

network and provide detailed real-time and historical information about how these applications utilize the 

bandwldth, which hosts access those applications, and which client/server pairs generate the most traffic (Figure 3A 

and 3B). 
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Figure3A 

Monitoring Applications and Hosts on the Network 
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Figure 38 

Monitoring Application Utilization on a WAN link using NetFiow Data Export from a Remate Router 
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Performance Management 

The NAMs provide valuable information about the delays in server responses to client requests. Using the 

Application Response Time (AR1} MIB. developed by Cisco partner NetScout Systems, the NAMs can identify 

problems with applications or servers in criticai environments such as e-commerce and IP telephony (Figure 4). 

Figure 4 

Application Response Time Monitoring 
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Fault lsolation and Troubleshooting 

Using the NAMs, network managers can set thresholds and alarms on various network parameters such as increased 

utilization, severe application response delays, and voice quality degradation, and be alerted to potential problems. 

The NAMs provide comprehensive views on applications, hosts, voice, quality of service (QoS), and so on, to isolate 

faults or malfunctions in the network. The NAM Traffic Analyzer can captu,re-and decode packets in real time to aid 

troubleshooting (Figure 5). 

Figure 5 

Capturing and Decoding Packets with NAM 
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The NAMs can analyze voice traffic flows in real time to collect valuable information, including call setup details and 

voice quality metrics. Network managers can be alerted to voice quality degradation and can isola te potential 

problems (Figure 6) . 

The NAMs make the deployment of QoS for voice and other criticai services effective by identifying violations o f 

QoS policies. The NAMs support the Differentiated Services Monitoring (DSMON) MIB, which monitors traffic by 

differentiated services code point (DSCP) allocations defined by QoS policies (Figure 7). 
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Figure 6 

IP Telephony Monitoring 

Figure 7 

QoS Monitoring Using DSMON 
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Capacity Planning and Other Extended Applications 

The data from the NAMs across the network can be collected by NetScout nGenius Real-Time Monitor, a component 

o f the Cisco Works LAN Management Solution (LMS) to provi de consolidated views o f network traffic (Figure 8) . 

The NAMs serve as data sources for severa) other standards-based applications for a variety of purposes including 

capacity planning, long-term historical reporting and trending, anomaly-b<JSeti threat detection, etc. 

Figure 8 

Aggregating data from NAMs across the network using NetScout nGenius Real· Time Monitor 
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Primary Advantages 

~L- ... -• ... W.O--+ 

lt'l 

• Integrated with network infrastructure-The NAMs occupy a single slot within the Cisco Catalyst 6500 Series 

or Cisco 7600 Series chassis and are deployed, managed, and supported as an integral part o f the network 

infrastructure. They do not interfere with switching and routing functions and have their own processing 

resources. They are managed as a part of the network device using CiscoWorks management tools. 

• Complete monitoring solution for LAN, WAN, and network-based services-The NAMs combine the functions 

of data collection agent and analysis application in one and provide comprehensive monitoring using a variety of 

data sources including RMON, RMON2 and NetFlow though the embedded Traffic Analyzer. 

• Total cost of ownership savings-The integrated nature of the NAM solution saves costs in acquiring network 

device-specific features Iike mini-RMON. and in maintenance and technical support. The NAM Traffic Analyzer 

is embedded in the NAMs at no extra cost. 

• Extensible, standards-based solution-The NAMs are compliant with open standards, and can be used with 

different monitoring applications to meet diverse needs. 

• Secure solution-The NAM Traffic Analyzer can be deployed with up to 168-bit encryption, and SNMP can be 

disabled for fortifying externai access to the NAM. The NAMs support Secure Shell (SSH) for secured 

command-line access. 

~ ............... ...-..,.,~ ...... ..._,._,_ 
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Network Monitoring Solutions 

Cisco Systems offers a wide variety of solutions to provide complete visibility in to network infrastructure. The 

comprehensive Cisco solution includes embedded technologies such as mini-RMON, NetFlow, Service Assurance 

Agent (SAA), Network-Based Application Recognition (NBAR); NAMs for the Cisco Catalyst 6500 Series and Cisco 

7600 Series for value-added traffic analysis. and CiscoWorks network monitor!_ng applications. nGenius Real-Time 

Monitor, a component of the CiscoWorks LAN Management Solution (LMS):collects mini-RMON data from 

switches to provide port utilization statistics and uses data from NAMs across the network to provide broad-based 

analysis and reports on network traffic. Cisco AWID (Architecture for Voice, Video and Integrated Data) partners 

extend the Cisco network monitoring solution through a variety of applications that use embedded data sources 

andNAMs. 

Technical Specifications 

NAM-1 

• High-performance dual processar architecture, 512 MB RAM 

• Two data collection interfaces to backplane: 1 for SPANNACL data sources, 1 for NetFiow 

• Second generation fabric enabled platform with interface to both bus and crossbar based architectures 

NAM-2 

• Extra high-performance dual processar architecture with hardware-based packet acceleration, 1 GB RAM 

• Gigabit monitoring performance 

• Three data collection interfaces to backplane: 2 for SPANNACL data sources (can be used independently or 

together), 1 for NetFiow 

• Second generation fabric enabled platform with interface to both bus and crossbar based architectures 

Supported Platforms 

• NAM-1 and NAM-2 can be deployed in any slot in Cisco Catalyst 6500 and 6000 Series switches and Cisco 7600 

Series routers [both bus- and crossbar (fabric)-based architectures] ; multiple NAMs can be placed in the same chassis 

• Supported with Cisco lOS® Software or Cisco Catalyst Operating System on the Supervisor Engine 

Supported Topologies and Data Sources ) 
• LAN-Switch Port Analyzer (SPAN) or Remate SPAN (RSPAN), VLAN ACL(VACL)-based captures, NetFlow 

(vl, v5, v6, v7, v8) 

• WAN-NetFlow (vl , v5, v6, v7, v8) from local and remate devices, VLAN ACL (VACL)-based captures for 

FlexWAN/Optical Service Module (OSM) interfaces (Cisco lOS Software only) 

Supported Interfaces and Applications 

• HTTP/HTTPS with embedded web based NAM Traffic Analyzer 

• SNMP vl , v2 with NetScout nGenius Real Time Monitor and other standards based applications 

Cisco Systems. Inc. 
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NAM Traffic Analyzer 

• Embedded in NAM Software Version 2.2 and )ater for NAM-1/NAM-2 

• Web based-Requires Microsoft Internet Explorer 5.0 or Netscape 4.7 (minimum) 

• Supports Secure Sockets Layer (SSL) security with up to 168-bit encryption 

• Role-based user authorization and authentication locally or using TAC_ACS+ •· 

• Real-time and historical statistics (up to 100 days) on LAN/WAN traffic and network-based services 

NAM Software Version 3.1 

• Supports NAM-1 (part number WS-SVC-NAM-1), NAM-2 (WS-SVC-NAM-2) and first-generation NAM 

(WS-X6380-NAM) 

• Supported with Cisco lOS® Software Release 12.1 (13)E or Cisco Catalyst Operating System 7 .3(1) minimum on 

the Supervisor Engine 

Supported MIB Groups 

The NAMs are standards-compliant and support RMON and RMON2 MIBs, as well as severa) extensions. The 

major MIB groups supported in the NAMs are: 

• MIB-ll (RFC 1213)-AII groups except Exterior Gateway Protocol (EGP) and transmission 

• RMON (RFC 2819)-AII groups 

• RMON2 (RFC2021)-AII groups 

• SMON (RFC2613)-DataSourceCaps and smonStats 

• DSMON (RFC 3287) 

• HC-RMON (RFC 3273) 

• Application Response Time (ART) 

Supported Protocols 

The NAMs provide RMON2 statistics on several-hundred unique protocols, including those defined in RFC 2896, 

and severa) Cisco proprietary protocols. In addition, the NAMs can automatically detect unknown protocols and 

users have the flexibility to customize the protocol directory. 

Examples of Protocols Supported by the NAMs for RMON2 Statistics: 

• TCP and UDP over IP including 1Pv6 

• VolP including SCCP(Skinny), RTP/RTCP, MGCP, SIP 

• Mobile IP protocols (Both IP in IP and GRE tunnelling) 

• Storage area network (SAN) protocols including Fiber Channel over TCP/IP 

• AppleTalk, DECnet, Novell, Microsoft 

• Database protocols including Oracle, Sybase 

• Bridge and router protocols 

• Cisco proprietary protocols 

• Unknown protocols by TCP/UDP ports. RPC program numbers, etc. 
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Operating Environment 

• Operating temperature: 32 F (O C) to 104 F (40 C) 

• Nonoperatlng and storage temperature: -40 F (-40 C) to 158 F (70 C) _ _:_ 

• Operating relative humidity: 10% to 90% (noncondensing) 

• Nonoperating relative humidity: 5% to 95% (noncondensing) 

• Operating and nonoperating altitude: Sea levei to 10,000 ft (3050 m) 

Agency Approvals 

• Regulatory: CE Marking (89/366/EEC and 73/23/EEC) 

• Safety: UL 1950, CAN/CSA-C22.2 No. 950, EN 60950, IEC 60950 ) 

Electromagnetic Emissions: FCC Part 15 (CFR 4 7) Class A, ICES-003 Class A, EN 55022 Class A, CISPR22 Class 

A, AS/NZS 3548 Class A, VCCI Class A, EN55024, EN50082-l 

Ordering lnformation 

Cisco Part Number Description 

WS-SVC-NAM-1 Network Analysis Module-1 for Cisco Catalyst 6500 Series and Cisco 7600 Series 

WS-SVC-NAM-2 Network Analysis Module-2 for Cisco Catalyst 6500 Series and Cisco 7600 Series 

SC-SVC-NAM-3.1 Network Analysis Module Software v 3.1 for NAM-1 , NAM-2 (includes ART. VolP) 

• The use of mini-RMON in Cisco Catalyst 6500 Series and Cisco 7600 Series with NAMs installed does not 

require the purchase of a separa te RMON agent license. 

• The Application Response Time (ART) MIB and the VoiP monitoring features are included at no extra cost for 

the NAM-1 and NAM-2. They require purchase of separa te licenses (SC6K-NAM-ART-LIC= and 

SC6K-NAM-VOIP-LIC=) with the first-generation NAM (WS-X6380-NAM) 

• Service Part Numbers for NAM-1 and NAM-2 are CON-xxx-WSSVCNAM1 and CON-xxx-WSSVNAM2 

respectively, where "xxx " stands for levei o f support (for example, xxx= SNT = 8x5x Next Business Day) 

More lnformation 

l11 1 p :l /www.c i seu. cul l lie lli US/prud ur is/ liwh ll ut lul e~/ psL 7Uü/ps5UL 5/ i 11de x .I li 1111 
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Note 
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Configuring PFC QoS 

This chapter describes how to configure quality of service (QoS) as implemented on the policy feature 
card (PFC) on the Catalyst 6500 series switches. 

For complete syntax and usage information for the commands used in this publication, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

This chapter contains these sections: 

• Understanding How PFC QoS Works, page 32-1 

• PFC QoS Default Configuration, page 32-24 

• PFC QoS Configuration Guidelines and Restrictions, page 32-29 

• Confi guring PFC QoS, page 32-31 

Note • With Release 12.1(13)E and later releases and with an MSFC2, you can configure Network-Based 
Application Recognition (NBAR) on LAN ports instead ofusing PFC QoS. 

• Ali ingress and egress traffic on a port that is configured with NBAR is processed in software on the 
MSFC2. 

• The PFC2 provides hardware support for input ACLs on ports where you configure NBAR. 

• When PFC QoS is enabled, the traffic through ports where you configure NBAR passes through the 
ingress and egress queues and drop thresholds. When PFC QoS is enabled, the MSFC2 sets egress 
CoS equal to egress IP precedence. 

• After passing through an ingress queue, ali traffic is processed in software on the MSFC2 on ports 
where you configure NBAR. 

• To configure NBAR, refer to this publication: 

http:/ /www.cisco.com/univercd/cc/td/ doc/product/software/ios 122/ 122newftJ 122t/122t8/ dtnbarad.htrn 
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Typically, networks opera te on a best-effort delivery basis, which means that ali traffic has equal priority 
and an equal chance o f being delivered in a timely manner. When congestion occurs, ali traffic has an 
equal chance o f being dropped. ' 
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Chap!er 32 Configuring PFC QoS 

QoS selects network traffic (both unicast and multicast), prioritizes it according to its relative 
importance, and uses congestion avo i dance to provi de priority-indexed treatrnent; QoS can also limit the 
bandwidth used by network traffic. QoS makes network performance more predictable and bandwidth 
utilization more effective. 

Note On the Catalyst 6500 series switches, queue architecture and QoS queueing features such as 
Weighted-Round Robin (WRR) and Weighted Random Early Detection (WRED) are implemented with 
a fixed configuration in Application Specific Integrated Circuits (ASICs) . The queueing architecture 
cannot be reconfigured . For more information, see the '' Rece ive Queues" i!_ec ti on on page 32-1 3 and the 
"Transmit Queues" sec ti on 0 11 page 32 -2 1. •· 

These sections describe PFC QoS: 

Hard wa re Supported by PFC QoS . pagc 32 -2 

• Qo S Term inology, page 32 -3 

PFC QoS Fea turc Flowcharts, pagc 32-5 

PFC QoS Feature Summary, page 32- 1 I 

lngress LAN Port Features , page 32- 12 

PFC Marking and Policing, page 32-1 6 

LAN Egress Port Features, page 32 -2 1 

• PFC QoS Statistics Data Ex port , page 32-24 

Hardware Supported by PFC QoS 

With Release 12. l(lla)E and !ater, PFC QoS supports both LAN ports and optical services module 
(OSM) ports: 

• LAN ports are Ethemet ports on Ethemet switching modules, except for the 4-port Gigabit Ethemet 
WAN (GBIC) module (OSM-4GE-WAN). Except for the OSM-4GE-WAN module, OSMs have four 
Ethemet LAN ports in addition to WAN ports . With earlier releases, PFC QoS supports only LAN 
ports. 

OSM ports are the WAN ports on OSMs . The PFC provides ingress QoS for traffic from OSM ports. 
For more information, see the following sections: 

- " lngress OSM Port Features" sect ion on page 32-11 

- " Egress OSM Port Features" secti on 0 11 page 32 -1 2 

- " PFC Markin g and Poli cing" sec ti on 0 11 page 32-1 6 

- "Attac hing Policy Maps" secti on on page 32-2 1 

- "Config unng the Trust State of Eth crn et LAN and OSM lngress Po rts" sectio n on pagc 32 -5 1 

• Refer to the following publication for information about additional OSM QoS features: 

http://www.cisco.com/univercd/cc/td/doc/product/core/cis7600/cfgnotes/osm_i nst/ index.htm 

• The PFC does not provide QoS for FlexWAN module ports. Refer to the following publications for 
information about FlexWAN module QoS features: 

- Cisco !OS Quality o f Service Solutions Configuration Guide, Release 12.1: 

http://www.ci sco.com/univercd/cc/td/doc/product/software/ios 12 1 I 121 cgcr/qos_c/i ndex.htm 
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Cisco /OS Quality o f Service So/utions Command Reference, Re1ease 12.1 : 

http:llwww.cisco.comlunivercdlccltdldoclproductlsoftwarelios 121 I 121 cgcrlqos_rlindex. 

- C/ass-Based Marking: 

http:l lwww.cisco.com/univercd/ccltd/doclproductlsoftwarelios 1211121 newft/121 t/121 t51cbpmark2 
.htm 

- Traffic Policing: 

http:llwww.cisco.com/univercd/ccltd/doclproduct/softwarelio!!_l2l/121 newft/121 t/121 t51dtpoli.htm 

- Distributed C/ass-Based Weighted Fair Queueing and Diúributed Weighted Random Ear/y 
Detection : 

http:llwww.cisco.com/univercd/ccltd/doclproduct/softwarelios 121 I 121 newft/121 t/121 t51dtcbwred. 
htm 

- Distributed Low Latency Queueing: 

http:llwww.cisco.comlunivercdlccltdldoclproductlsoftwarelios 1211121 newft/121 ti 121 t51dtllqv 
ip.htm 

- Configuring Burst Size in Low Latency Queueing: 

http:llwww.cisco.comlunivercdlccltdldoclproductlsoftwarel ios 12l/121 newft/121 t/121 t31dtcfg 
bst.htm 

- Distributed Traffic Shaping: 

http:llwww.cisco.com/univercd/ccltd/doclproduct/softwarelios 1211121 newft/121 t/121 t51dtdts.htm 

- MPLS QoS: 

http:llwww.cisco.comlunivercdlccltdldoclproductlcorelcis76001cfgnoteslosm_instlmp1s.htm 

QoS T erminology 
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This section defines some QoS termino1ogy: 

• Packets carry traffic at Layer 3. 

• Frames carry traffic at Layer 2. Layer 2 frames carry Layer 3 packets . 

• Labe/s are prioritization va1ues carried in Layer 3 packets and Layer 2 frames : 

- Layer 2 class o f service (CoS) va1ues, which range between zero for 1ow priority and seven for 
high priority: 

~ .. 
Note 

_Layer 2 Inter-Switch Link (ISL) frame headers have a 1-byte User fie1d that carries an IEEE 
802.1 p CoS va1ue in the three 1east significant bits. 

Layer 2 802.1 Q frame headers have a 2-byte Tag Contro1 Information fie1d that carries the CoS 
va1ue in the three most significant bits, which are called the User Priority bits. 

Other frame types cannot carry Layer 2 CoS values. 

On LAN ports configured as Layer 2 ISL trunks, ali traffic is in ISL frames. On LAN ports 
configured as Layer 2 802.1 Q trunks, ali traffic is in 802.1 Q frames except for traffic in the 
na tive VLAN. 

..,...,..,.u.,.....,...r......,._._ 
. .tJE.: nv U:3iLUUc: ::;:-~- -
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- Layer 3 IP precedence values-The IP version 4 specification defines the three most significant 
bits o f the 1-byte Type o f Service (ToS) field as IP precedence. IP precedence values range 
between zero for low priority and seven for high priority. 

- Layer 3 differentiated services co de point (DSCP) values- The Internet Engineering Task 
Force (IETF) has defined the six most significant bits o f the 1-byte IP ToS field as the DSCP. 
The per-hop behavior represented by a particular DSCP value is configurable . DSCP values 
range between O and 63 (see the "Configuring DSCP Value Maps" secti on on page 32-64). 

~ .. 
Note Layer 3 IP packets can carry either an IP precedence value or:.a DS.CP value. PFC QoS 

supports the use of either value, since DSCP values are backwards compatible with IP 
precedence values (see Ta bl c 32 -1 on page 32-4) . 

lãble .12-1 /P Precedence and DSCP Values 

3-bit IP 6 MSb1 ofToS &-bit 3-bit IP 6 MSb1 ofToS &-bit 
Precedence 8 7 6 5 4 3 DSCP Precedence 8 7 6 5 4 3 DSCP 

o o o o o o o o 4 1 o o o o o 32 
o o o o o 1 I 1 o o o o 1 33 
o o o o 1 o 2 1 o o o 1 o 34 
o o o o 1 1 3 1 o o o 1 1 35 
o o o 1 o o 4 1 o o 1 o o 36 
o o o I O 1 5 1 o o 1 o 1 37 
o o o 1 1 o 6 1 o o 1 1 o 38 
o o o 1 1 1 7 1 o o 1 1 1 39 

1 o o 1 o o o 8 5 1 o 1 o o o 40 
o o 1 O O I 9 I o I o o I 41 
o o 1 O I O lO I o 1 O I o 42 
o o I o 1 1 11 1 o 1 o 1 1 43 
o o 1 1 o o 12 I o 1 I o o 44 
o o 1 1 o 1 13 1 o 1 1 o 1 45 
o o 1 1 1 o 14 1 o 1 I 1 o 46 
o o 1 1 I I 15 I o 1 1 I I 47 

2 o 1 o o o o 16 6 I 1 o o o o 48 
o 1 o O O I 17 1 1 o o o 1 49 
o I o O I O 18 1 I o o I o 50 
o I o O I I 19 I I o o 1 I 51 
o I o 1 o o 20 1 1 o 1 o o 52 
o 1 o 1 o 1 21 I 1 o I O I 53 
o 1 o 1 1 o 22 1 1 o 1 1 o 54 
o 1 o 1 1 1 23 I 1 o I 1 1 55 

3 o 1 1 o o o 24 7 1 I I o o o 56 
o 1 1 o o 1 25 I I I o o I 57 
o 1 1 o 1 o 26 I 1 1 o 1 o 58 
o 1 1 o I 1 27 I I 1 o I 1 59 
o 1 1 1 o o 28 1 I I I o o 60 
o I 1 1 o 1 29 I 1 I I o 1 61 
o 1 1 1 1 o 30 I I I I I o 62 
o 1 1 I I I 31 1 I 1 I I I 63 

I . MSb = most s ignificant bit 
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Chapter 32 Conliguring PFC QoS 
Understanding How PFC 

• Classi.fication is the selection of traffic to be marked. 

Marking, according to RFC 2475, is the process ofsetting a Layer 3 DSCP value in a packet; 1 

publication, the definition o f marking is extended to include setting Layer 2 C oS values. 

• Scheduling is the assignment o f Layer 2 frames to a queue. PFC QoS assigns frames to a queue 
based on Layer 2 CoS values. 

• Congestion avoidance is the process by which PFC QoS reserves ingress and egress LAN port 
capacity for Layer 2 frames with high-priority Layer 2 CoS values. PFC QoS implements 
congestion avoidance with Layer 2 CoS value-based drop thresholds. A drop threshold is the 
percentage o f queue buffer utilization above which frames witha specified Layer 2 CoS value is 
dropped, leaving the buffer available for frames with higher-priority Layer 2 CoS values. 

• Policing is limiting bandwidth used by a flow oftraffic. Policing is done on the Policy Feature Card 
(PFC) or on the Policy Feature Card 2 (PFC2) and distributed forwarding cards (DFCs). Policing 
can mark or drop traffic . 

PFC QoS Feature flowcharts 

78-14099-03 BO 

~ .. 
Note 

Figure 32-1 show how traffic tlows through the components that support PFC QoS features. 

Figure 32-1 Tratfic Flow Through PFC QoS Features with PFC2 
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PFC QoS supports traffic from OSMs with Release 12.l(lla)E and !ater. 
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Figure 32-2 Tralfic Flow Through PFC QoS Features with PFC 
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Ethernet 
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Multilayer Switch 
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Note • The PFC can provide Layer 3 switching for FlexWAN traffic but does not provide PFC QoS for 
FlexWAN traffic . 

• PFC QoS does not change the ToS byte in FlexWAN ingress traffic . 

• Traffic that is Layer 3-switched does not go through the MSFC and retains the Layer 2 CoS value 
assigned by the PFC. 

Figure 32-3 through Figure 32-8 show how the PFC QoS features are implemented on the switch 
components. 
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Figure 32-3 lngress lAN Port layer 2 PFC QoS Features 
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• Understanding How PFC QoS Works 

PFC C!assilícation, Marking, and Po/icing 
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Egress Interface 
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Figure 32-5 Malking with PFC2 and Multilayer Switch Feature Card 2 
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Figure 32-6 Malking with PFC1 and Multilayer Switch Feature Card 1 or 2 

From PFC 

Multilayer Switch Feature Card (MSFC) marking 

IP traffic Yes 
from PFC? 

No 

Write ToS 
byte into 
packet 

.... 
o 
;::. 

L------------------------------+--------------------~ N 
:J..---.CoS =O for ali traffic 

(not configurable) 

· 'i Fls: 

-kf·l 
~ Doe: 

071~ 
3 6 9 7 f 

I ----------
··----·--··-~- •• ...,v ... --- -_.._,_.._,,.. •• , 



Chapter 32 Configuring PFC QoS 
• Understanding How PFC QoS Worb 

I 

r/ 

Figure 32-7 Egress WAN Port Marldng 
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Figure 32-8 Egress LAN Port Scheduling, Congestion Avoidance, and Marking 
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Chapter 32 Configw-ing PFC QoS 

PFC QoS Feature Summary 

These sections summarize the PFC QoS features : 

Jngress LAN Port Features, pagc 32- 11 

I 11 gress OSM Port Features , page 32-11 

PFC QoS Fea tures , page 32-11 

Eg rcss LAN Port Features , page 32-1 2 

Egress OS M Port Fea tures, page 32-1 2 

MSFC Fcaturcs , page 32-1 2 

lngress LAN Port Features 

PFC QoS supports classification, marking, scheduling, and congestion avoidance using Layer 2 CoS 
values at ingress LAN ports. Classification, marking, scheduling, and congestion avoidance at ingress 
LAN ports do not use or set Layer 3 IP precedence or DSCP values . You can configure ingress LAN port 
trust states that can be used by the PFC to set Layer 3 IP precedence or DSCP values and the Layer 2 
CoS value. See Figure 32-3 and the " l11 grcss LAN Pon Fea turcs" scction on page 32-1 2. 

lngress OSM Port Features 

PFC QoS associates CoS zero with ali traffic received through ingress OSM ports. You can configure 
ingress OSM port trust states that can be used by the PFC to set Layer 3 IP precedence or DSCP values 
and the Layer 2 CoS value. You can configure the trust state o f each ingress OSM port as follows : 

• Untrusted (default) 

• Trust IP precedence 

• Trust DSCP 

• Trust CoS (CoS is always zero because the default port CoS is not configurable on OSM ports.) 

PFC QoS Features 

78-14099-03 BO 

On the PFC, PFC QoS supports ingress classification, marking, and policing using policy maps. You can 
attach one policy map to an ingress port. Each policy map can contain multiple policy-map classes. You 
can configure a separate policy-map class for each type oftraffic received through the ingress port. See 
the " PFC Marking and Poli cing" sec tt on 0 11 page 32-1 6. 

Note • You can globally disable marking and policing with the mls qos queueing-only command (see the 
Enabling Queueing-Onl y Mode, page 32-32). 

• You can disable marking and policing on a per-interface basis with the no mls qos interface 
command (see the "E 11 abli11g or Disab li11 g PFC Feat urc~ 011 an Interface " sec ti on 011 pagc 32 -49 . 

• • ' · - ~· ~· ~ ..... QI<Q __ ,...,.~,~-""""' ..... : ' 

Catalyst 6500 Series Switéh Cisco lOS Software ConfigÓf~t~ 00\dl!;:l(" ·u5 .. "•,·· 

: rJoc: 



.-, 

Chapter 32 Configuring PFC QoS 

• Understanding How PFC QoS Wortts 

MSFC Features 

~ .. 

Ingress PFC QoS sets Layer 3 DSCP values that can be used by the OSM egress QoS features . 

PFC QoS marks IP traffic transmitted to the MSFC with rewritten Layer 3 DSCP values . With PFC2, 
CoS is equal to IP precedence in ali traffic sent from the MSFC2 to egress ports; with PFC I, C oS is zero . 

Note Traffic that is Layer 3 switched does not go through the MFSC and retains the CoS value assigned by 
the PFC. 

lngress LAN Port Features 

These sections describe ingress LAN port PFC QoS features: 

• lngress LAN Port Trust States, page 32-12 

Marking at Untrusted lngress LAN Ports, page 32-13 

Marking at Trusted lngress LAN Ports, page 32-13 

lngress LAN Port Scheduling and Congestion Avoidance, page 32-13 

lngress LAN Port T rust States 

~ .. 

The trust state o f an ingress LAN port determines how the port marks, schedules, and classifies received 
Layer 2 frames, and whether or not congestion avoidance is implemented. You can configure the trust 
state of each ingress LAN port as follows : 

• Untrusted (default) 

• Trust IP precedence (not supported on lq4t LAN ports except Gigabit Ethemet) 

• Trust DSCP (not supported on lq4t LAN ports except Gigabit Ethemet) 

• Trust CoS (not supported on lq4t LAN ports except Gigabit Ethemet) 

See the "Configuring th e Trust State o f Ethernet LAN and OSM lngress Ports" sect ion on page 32-51 . 
PFC QoS implements ingress LAN port congestion avoidance only on LAN ports configured to trust 
Co S. 

Note Ingress LAN port marking, scheduling, and congestion avoidance use Layer 2 CoS values and does not 
use or set Layer 3 IP precedence or DSCP values . 

Catalyst-6500 Series Switch Cisco lOS Software Configuration Guide · 
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Marking at Untrusted lngress LAN Ports 

PFC QoS marks ali frames received through untrusted ingress LAN ports with the ingress portf'r'l•...o-...n; 
(the default is zero). PFC QoS does not implement ingress port congestion avoidance on untrusted 
ingress LAN ports. 

Marking at T rusted lngress LAN Ports 

~ .. 

When an ISL frame enters the Catalyst 6500 series switch through a.truste.Q ingress LAN port, PFC QoS 
accepts the three least significant bits in the User field as a CoS value. When an 802.1 Q frame enters the 
switch through a trusted ingress LAN port, PFC QoS accepts the User Priority bits as a CoS value. PFC 
QoS marks ali traffic received in untagged frames with the ingress port CoS value. 

Note The ingress port CoS value is configurable for each ingress LAN port (see the "Configuring the lngress 
LA N Port CoS Value" section on page 32-52). 

( lngress LAN Port Scheduling and Congestion Avoidance 

Receive Queues 

c 

Scheduling 

78-14099-03 BO 

On ingress LAN ports configured to trust CoS, PFC QoS uses Layer 2 CoS-value based receive-queue 
drop thresholds to avoid congestion (see the '"Configuring the Trust State o f Ethernet LAN and OSM 
lngress Ports" section on page 32-51 ) . 

Enter the show queueing interface { ethernet I fastethernet I gigabitethernet I tengigabitethernet} 
slotlport I include type command to see the queue structure o f a LAN port. 

• lq2t indicates one standard queue with one configurable tail-drop threshold and one 
nonconfigurable tail-drop threshold. 

lq4t indicates one standard queue with four configurable tail-drop thresholds (usable only on 
Gigabit Ethemet ports). 

lplq4t indicates one strict-priority queue and one standard queue with four configurable tail-drop 
thresholds. 

lplqOt indicates one strict-priority queue and one standard queue with no configurable threshold 
(effectively a tail-drop threshold at 100 percent) . 

lplq8t indicates one strict-priority queue and one standard queue with eight configurable 
WRED-drop thresholds and one non-configurable (100 percent) tail-drop threshold. 

Strict-priority queues are queues that are serviced in preference to other queues. PFC QoS services 
traffic in a strict-priority queue before servicing the standard queue. When PFC QoS services the 
standard queue, after receiving a packet, it checks for traffic in the strict-priority queue. I f PFC QoS 
detects traffic in the strict-priority queue, it suspends its service o f the standard queue and completes 
servi c e o f ali traffic in the strict-priority queue before returning to the standard queue. 

PFC QoS schedules traffic through the receive queues based on Layer 2 CoS values . In the lplq4t, 
lplqOt and lplq8t default configurations, PFC QoS assigns ali traffic with CoS 5 to the strict-priority 
queue; PFC QoS assigns ali other traffic to the standard queue. In the lq4t default configuration, PFC 
QoS assigns ali traffic to the standard queue. 

· . ..:S n" UJt.iüU5 . 
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• Understanding How PFC QoS Worts 

Congestion Avoidance 
T 

. .,, .·... . If i ingress LAN port is configured to trust CoS, PFC QoS implements Layer 2 CoS-value-based 
r ~ .. '/,.-~ ~ ••. ~,~e1 e-queue drop thresholds to avoid congestion in received traffic. 

( ~ ••. 1 1~ gress LAN ports have this default drop-threshold configuration: 
\ • '-J • 

)'"--. _./ ."':(' rames with CoSO, I , 2, 3, or 4 go to tail-drop threshold I, where the switch drops incoming frames 
,., \ when the standard receive-queue buffer is 80 percent full. 

Frames with CoS 5, 6, or 7 go to tail-drop threshold 2, where the switch drops incoming frames when 
the standard receive-queue buffer is I 00 percent full . -

1 q4t ingress LAN ports h ave this default drop-threshold configuration:.; 

Using receive-queue tail-drop threshold I, the switch drops incoming frames with CoSO or I when 
the receive-queue buffer is 50 percent or more full. 

Using receive-queue tail-drop threshold 2, the switch drops incoming frames with CoS 2 or 3 when 
the receive-queue buffer is 60 percent or more full. 

• Using receive-queue tail-drop threshold 3, the switch drops incoming frames with CoS 4 or 5 when 
the receive-queue buffer is 80 percent or more full. 

• Using receive-queue tail-drop threshold 4, the switch drops incoming frames with CoS 6 or 7 when 
the receive-queue buffer is I 00 percent fui I. 

lplq4t ingress LAN ports have this default drop-threshold configuration: 

• Frames with C oS 5 go to the strict-priority receive queue ( queue 2), where the switch drops 
incoming frames only when the strict-priority receive-queue buffer is I 00 percent fui I. 

• Frames with CoSO, I, 2, 3, 4, 6, or 7 go to the standard receive queue. 

- Using standard receive-queue tail-drop threshold I, the switch drops incoming frames with 
CoS O or I when the receive-queue buffer is 50 percent or more full. 

- Using standard receive-queue tail-drop threshold 2, the switch drops incoming frames with 
CoS 2 or 3 when the receive-queue buffer is 60 percent or more full. 

- Using standard receive-queue tail-drop threshold 3, the switch drops incoming frames with 
CoS 4 when the receive-queue buffer is 80 percent or more full. 

- Using standard receive-queue tail-drop threshold 4, the switch drops incoming frames with 
C oS 6 o r 7 when the receive-queue buffer is I 00 percent fui I. 

lplqOt ingress LAN ports have this default drop-threshold configuration: 

• Frames with CoS 5 go to the strict-priority receive queue (queue 2), where the switch drops 
incoming frames only when the strict-priority receive-queue buffer is I 00 percent fui I. 

Frames with CoS O, I, 2, 3, 4, 6, or 7 go to the standard receive queue. The switch drops incoming 
frames when the receive-queue buffer is 100 percent full. 
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lplq8t ports have this default drop-threshold configuration: 

• Frames with CoSO, I, 2, 3, 4, 6, or 7 go to the standard receive queue, which uses WRED-drop 
thresholds : 

- Using standard receive-queue WRED-drop threshold 1 for incoming frames with CoS O, the 
switch starts to drop frames when the receive-queue buffer is 40 percent fuli and drops ali 
frames with CoS O when the receive-queue buffer is 70 percent or more full. 

- - & · 

- Using standard receive-queue WRED-drop threshold 2 fo,r incoming frames with CoS I, the 
switch starts to drop frames when the receive-queue buffer is 40 percent fuli and drops ali 
frames with CoS I when the receive-queue buffer is 70 percent or more full. 

- Using standard receive-queue WRED-drop threshold 3 for incoming frames with CoS 2, the 
switch starts to drop frames when the receive-queue buffer is 50 percent fuli and drops ali 
frames with CoS 2 when the receive-queue buffer is 80 percent or more full. 

- Using standard receive-queue WRED-drop threshold 4 for incoming frames with CoS 3, the 
switch starts to drop frames when the receive-queue buffer is 50 percent fuli and drops ali 
frames with CoS 3 when the receive-queue buffer is 80 percent or more full. 

- Using standard receive-queue WRED-drop threshold 5 for incoming frames with CoS 4, the 
switch starts to drop frames when the receive-queue buffer is 60 percent fuli and drops ali 
frames with CoS 4 when the receive-queue buffer is 90 percent or more fuli. 

- Using standard receive-queue WRED-drop threshold 6 for incoming frames with CoS 6, the 
switch starts to drop frames when the receive-queue buffer is 60 percent fuli and drops ali 
frames with CoS 6 when the receive-queue buffer is 90 percent or more full. 

- Using standard receive-queue WRED-drop threshold 7 for incoming frames with CoS 7, the 
switch starts to drop frames when the receive-queue buffer is 70 percent fuli and drops ali 
frames with CoS 7 when the receive-queue buffer is I 00 percent or more fui I. 

~ .. 
Note You can configure the standard receive queue to use both a tail-drop and a WRED-drop 

threshold by mapping a CoS value to the queue or to the queue and a threshold. The switch 
uses the tail-drop threshold for traffic carrying CoS values mapped only to the queue. The 
switch uses WRED-drop thresholds for traffic carrying CoS values mapped to the queue and 
a threshold. See the "Configuring Standard Qucue WRED-Drop Thresholds" section on 
page 32-55. 

Note The explanations in this section use default values. You can configure many of the parameters (see the 
"Confi gurin g PFC QoS" sect1on on pagc 32-31 ). Ali LAN ports ofthe same type use the same 
drop-threshold configuration. 

Figure 32-9 iliustrates the drop thresholds for a tq4t ingress LAN port. Drop thresholds in other 
configurations function similarly. 
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eceive Queue Drop Thresholds 

Available for ----+ 
traffic with any 
CoS value 

1 00% available for CoS 6 and 7 

80% available for CoS 4 and 5 

60% available for CoS 2 and 3 

50% available for CoS O and 1 

PFC Marking and Policing 

~ .. 

Drop threshold 4: 1 00% 

Drop threshold 3: 80% 

Drop threshold 2: 60% 

t 
Receive queue 

Chapter 32 Configuring PFC QoS 

Traffic is dropped 

(Default values shown) 

m 
~ 
"' N 

Note • To mark untrusted traffic without policing in Release 12.1 (12c )E 1 and I ater releases, use the set ip 

~ .. 

dscp or set ip precedence policy map class commands (see the "Confi gurin g Policy Map Class 
Actions" sec tion on page 32 -42). 

• To mark untrusted traffic without policing in earlier releases, create a policer that only marks and 
does not police . 

These sections describe PFC marking and policing: 

Internai DSCP Values, page 32 -17 

Policy Maps , pagc 32- 18 

Policers , page 32-19 

Anac hin g Policy Maps. page 12 - ~ I 

Eg ress CoS and ToS Va lues. pagc 32-21 

Note Filtering for PFC QoS can use Layer 2, 3, and 4 values. Marking uses Layer 2 CoS values and Layer 3 
IP precedence or DSCP values . 
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Internai DSCP Values 

These sections describe the internai DSCP values: 

• Internai DSCP Sources, page 32-17 

• Egress DSCP and CoS Sources, page 32-i7 

Internai DSCP Sources 

During processing, PFC QoS represents the priority of ali traffic (ineludiftg non-IP traffic) with an 
internai DSCP value. PFC QoS derives the internai DSCP value frorri the following: 

• For trust-cos traffic, from received or ingress port Layer 2 CoS values 

~ .. 
Note Traffic from an untrusted ingress LAN port has the ingress port CoS value and iftraffic from 

an untrusted ingress Ethernet port matches a trust-cos policer, PFC QoS derives the internai 
DSCP value from the ingress port CoS value. 

• For trust-ipprec traffic, from received IP precedence values 

• For trust-dscp traffic, from received DSCP values 

• For untrusted traffic, from ingress port CoS or configured DSCP values 

The trust state oftraffic is the trust state ofthe ingress LAN port unless set otherwise by a matching ACE. 

Note A trust-cos policer cannot restare received CoS in traffic from untrusted ingress LAN ports. Traffic from 
untrusted ingress LAN ports always has the ingress port CoS value. 

PFC QoS uses configurable mapping tables to derive the internai 6-bit DSCP value from CoS or IP 
precedence, which are 3-bit values (see the"Mapping Received CoS Vaiues to Internai DSCP Vaiues" 
secti on on r agc 32-64 orthe " Mapping Rece ivcd IP Precedcnce Valucs to Internai DSCP Values" sectio 11 
0 11 pagc 32-65). 

Egress DSCP and CoS Sources 

78-14099-03 BO 

~ .. 

For egress IP traffic, PFC QoS creates a ToS byte from the internai DSCP value and sends it to the egress 
port to be written into IP packets. For trust-dscp and untrusted IP traffic, the ToS byte includes the 
original 2 least-significant bits from the received ToS byte. 

Note The internai DSCP value can mimic an IP precedence value (see Tabi c 32 -1 011 pagc 32-4) . 

For ali egress traffic, PFC QoS uses a configurable mapping table to derive a CoS value from the internai 
DSCP value associated with traffic (see the " Mappin g Internai DSCP Valu cs to Egrcss CoS Va lucs" 
scct ion on page 32-65). PFC QoS sends the CoS value to the egress LAN ports for use in scheduling and 
to be written into ISL and 802.1 Q frames . 

-: ~ ... ..... ~ ........ -.. --~ ........... _ ... ,,"'-' ...... ..- . 
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Note • You can globally disable marking and policing with the mls qos queueing-only command (see the 
Enabling Queueing-Only Mode, page 32-32). 

You can disable marking and policing on a per-interface basis with the no mls qos interface 
command (see the " Enabling or Di sabling PFC Features on an Interface" secti on on page 32-49. 

The PFC supports filtering, marking, and policing using policy maps (see the "Conti guring a Policy 
Map" section on pagc 32-40). Each policy map can contain multiple policy-map classes. You can 
configure a separa te policy-map class for each type o f received traffic. 

Policy-map classes specify filtering with the following: 

Cisco lOS access controllists (optional for IP, required for IPX and MAC-Layer filtering) 

Class-map match commands for Layer 3 IP precedence and DSCP values 

Policy-map classes specify actions with the following: 

(Optional) Policy-map class trust commands. I f specified, PFC QoS applies the policy-map class 
trust state to matched traffic. Policy-map class trust states supersede ingress LAN port trust states . 

~ .. 
Note I f traffic matches a policy-map class that does not conta in a trust command, the trust state 

remains as set on the ingress LAN port. 

(Optional) Aggregate and microflow policers, which can use bandwidth limits to either mark o r drop 
both conforming and nonconforming traffic. See the "PFC Marking and Policing" section on 
page 32-16. 

The PFC uses the trust state (set by the ingress LAN port configuration or by a trust policy-map class 
command) to select the Layer 2 and Layer 3 PFC QoS labels that the egress port writes into the packets 
and frames before it is transmitted: 

• Trust IP precedence-Sets the internai DSCP value to a mapped value based on received IP 
precedence (see the ··Mapp1ng Rece Jved IP Preccdcnce Values to Internai DSC P Values" secti on on 
page 32-65). 

Trust DSCP-Sets the internai DSCP value to the received DSCP value . 

Trust CoS-Sets the internai DSCP value to a mapped value based on received or port Co S. With 
trust CoS, note the following: ) 

- Received CoS is overwritten with port CoS in traffic received through ports not configured to 
trust CoS. 

- Received CoS is preserved only in traffic received through ports configured to trust CoS. 

- Port CoS is applied to ali traffic received in untagged frames, regardless o f the port trust state. 

- For information about mapping, see the " Mapping Rece ivcd C' oS Values to Internai DSC P 
Valucs" scct ion on pagc 32-64. 

Untrusted-Sets the internai DSCP value to a configured DSCP value . 

~ .. 
Note With the default values, PFC QoS applies DSCP zero to traffic froni ingress LAN ports 

contigured as untrusted . 
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Policers 

78-14099-03 BO 

Note Policing with the conform-action transmit keywords supersedes the ingress LAN port trust state of 
matched traffic with trust DSCP or with the trust state defined by a trust policy-map class command (see 
the "Confi guring the Policy Map Class Trust State" secti on on page 32-43). 

~ .. 

You can create policers that do the following : 

Mark traffic 

• Limit bandwidth utilization and mark traffic 

For more information, see the "Crea ting Named Aggrcgatc Policcrs" section on page 32-33 and the 
"Confi guring Poli cy Map Cl ass Acti ons" section 011 page 32-42. 

Policing rates are based on the Layer 3 packet size. You specify the bandwidth utilization limitas a 
committed information rate (CIR). With a PFC2, you can also specify a higher peak information rate 
(PIR). Packets that exceed a rate are "out o f profile" o r "nonconforming." 

In each policer, you specify if out-of-profile packets are to be dropped or to have a new DSCP value 
applied to them (applying a new DSCP value is called "markdown"). Because out-of-profile packets do 
not reta in their original priority, they are not counted as parto f the bandwidth consumed by in-profile 
packets. 

With a PFC2, i f you configure a PIR, the PIR out-of-profile action cannot be less severe than the CIR 
out-of-profile action. For example, i f the CIR out-of-profile action is to mark down the traffic, then the 
PIR out-of-profile action cannot be to transmit the traffic. 

For ali policers, PFC QoS uses a configurable global table that maps the internai DSCP value to a 
marked-down DSCP value (see the "Co11figuri11g DSCP Markdow11 Values" sectio11 011 page 32-66). 
When markdown occurs, PFC QoS gets the marked-down DSCP value from the table. You cannot 
specify marked-down DSCP values in individual policers. 

Note By default, the markdown table is configured so that no markdown occurs: the marked-down DSCP 
values are equal to the original DSCP values. To enable markdown, configure the table appropriately for 
your network. 

You can create two kinds ofpolicers: aggregate and microflow: 

PFC QoS applies the bandwidth limits specified in an aggregate policer cumulatively to ali flows in 
matched traffic . You can create up to I 023 aggregate policers. You can c reate two types o f aggregate 
policer: named and per port. Both types can be attached to more than one port: 

- You define per-interface aggregate policers in a policy map class with the police command. If 
you attach a per-interface aggregate policer to multiple ingress ports, it polices the matched 
traffic on each ingress port separately. 

- You create named aggregate policers with the mls qos aggregate-policer command. Ifyou 
attach a named aggregate policer to multiple ingress ports, it polices the matched traffic from 
ali the ingress ports to which it is attached. 

. .. ·"-~ .. ·,~~ ._ ... .. ~ -- -.......__ 
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• Understanding How PFC QoS Worts 

~ .. 

~ .. 
Note Aggregate policing works independently on each DFC-equipped switching module and 

independently on the PFC2, which supports any non-DFC-equipped switching modules. 
Aggregate policing does not combine flow statistics from different DFC-equipped switching 
modules. You can display aggregate policing statistics for each DFC-equipped switching 
module and for the PFC2 and any non-DFC-equipped switching modules supported by the 
PFC2. 

• PFC QoS applies the bandwidth limit specified in a microflow policer separately to each flow in 
matched traffic as follows : -

- You can create microflow policers with up to 63 different rate and burst parameter 
combinations. 

- You create microflow policers in a policy map class with the police flow command. 

- For IPX microflow policing, PFC QoS considers IPX traffic with the same source network, 
destination network, and destination no de to be part o f the same flow, including traffic with 
different source nades or source sockets. 

- For MAC-Layer microflow policing, PFC QoS considers MAC-Layer traffic with the same 
protocol and the same source and destination MAC-Layer addresses to be part ofthe same flow, 
including traffic with different ethertypes. 

- By default, microflow policers only affect traffic routed by the MSFC. To enable microflow 
policing o f other traffic, including traffic in bridge groups, enter the mls qos bridged command 
(see the "Enabling Microflow Poli cing o f Bridged Traffic" section on page 32-48). 

You can include both an aggregate policer and a microflow policer in each policy map class to police a 
flow based on both its own bandwidth utilization and on its bandwidth utilization combined with that o f 
other flows. 

Note I f traffic is both aggregate and microflow policed, then the aggregate and microflow policers must both 
be in the same policy-map class and each must use the same conform-action keyword option: drop , 
set-dscp-transmit, set-prec-transmit, or transmit. 

For example, you could create a microflow policer with a bandwidth limit suitable for individuais in a 
group and you could create a named aggregate policer with bandwidth limits suitable for the group as a 
whole . You could include both policers in policy map classes that match the group's traffic . The 
combination would affect individual flows separately and the group aggregately. 

For policy map classes that include both an aggregate and a microflow policer, PFC QoS responds to an 
out-of-profile status from either policer and, as specified by the policer, applies a new DSCP value or 
drops the packet. I f both policers retum an out-of-profile status, then i f either policer specifies that the 
packet is to be dropped, it is dropped; otherwise PFC QoS applies a marked-down DSCP value. 

Note To avoid inconsistent results, ensure that ali traffic policed by the same aggregate policer has the same 
trust state. 
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Attaching Policy Maps ~ · -..Jj 
" C; 

You can configure each ingress LAN port for either physical port-based PFC QoS (defau oi _ ~ 
VLAN-based PFC QoS (see the "Enabling VLAN-Based PFC QoS on Layer 2 LAN Ports" se · n 
page 32-50) and attach a policy map to the selected port (see the "Attaching a Pol icy Map to an Interface" 
section on page 32-47). 

On ports configured for port-based PFC QoS, you can attach a policy map to the ingress LAN port as 
follows : 

• On a nontrunk ingress LAN port configured for port-based PFC-QoS, ali traffic received through the 
port is classified, marked, and policed according to the policy map attached to the port. 

• On a trunking ingress LAN port configured for port-based PFC QoS, traffic in ali VLANs received 
through the port is classified, marked, and policed according to the policy map attached to the port. 

On a nontrunk ingress LAN port configured for VLAN-based PFC QoS, traffic received through the port 
is classified, marked, and policed according to the policy map attached to the port 's VLAN. 

On a trunking ingress LAN port configured for VLAN-based PFC QoS, traffic received through the port 
is classified, marked, and policed according to the policy map attached to the trajjic 's VLAN. 

You can attach policy maps to OSM ports. 

Egress CoS and ToS Values 

PFC QoS associates CoS and ToS values with traffic as specified by the trust state and policers in the 
policy map (see the "Internai DSCP Yalues" section on page 32-17). The associated CoS and ToS are 
used at the egress port (see the "LAN Egress Port Features" section on page 32-21 ). 

LAN Egress Port Features 

~ .. 

These sections describe how PFC QoS schedules traffic through the transmit queues based on CoS values 
and uses CoS-value-based transmit-queue drop thresholds to avoid congestion in traffic transmitted from 
egress LAN ports: 

• Transmit Queues. pagc 32-21 

Scheduling and Congestion Avoidancc, page 32-22 

Marking , page 32-24 

Note Egress LAN port scheduling and congestion avoidance uses Layer 2 CoS values. Egress LAN port 
marking writes Layer 2 CoS values into trunk traffic and the Layer 3 ToS byte into ali IP traffic. 

T ransmit Queues 

78-14099-03 BO 

Enter the show queueing interface { ethernet I fastethernet I gigabitethernet I tengigabitethernet} 
slot/port I include type command to see the queue structure o f an egress LAN port. 

The command displays one o f the following : 

• 2q2t indicates two standard queues, each with two configurable tail-drop thresholds 

1 p2q2t indicates one strict-priority queue and two standard queues, each with two configurable 
WRED-drop thresholds . 
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lp3qlt indicates one strict-priority queue and three standard queues, each with one configurable 
WRED-drop threshold (on lp3qlt ports, each standard queue also has one nonconfigurable 
tail-drop threshold). 

lp2qlt indicates one strict-priority queue and two standard queues, each with one configurable 
WRED-drop threshold (on lp2qlt ports, each standard queue also has one nonconfigurable 
tail-drop threshold). 

Ali port types have a low-priority anda high-priority standard transmit queue. lp3qlt ports have a 
medium-priority standard transmit queue. lp2q2t, lp3qlt and lp2qlt ports have a strict-priority 
transmit queue in addition to the standard queues. 

On 2q2t ports, the default PFC QoS configuration allocates a minimum"of 80 percent of the total 
transmit queue size to the low-priority standard queue anda minimum of20 percent to the high-priority 
standard queue . 

On lp2q2t, lp3qlt, and lp2qlt ports, the switch services traffic in the strict-priority queue before 
servicing the standard queues. When the switch is servicing a standard queue, after transmitting a packet, 
it checks for traffic in the strict-priority queue. lfthe switch detects traffic in the strict-priority queue, it 
suspends its service o f the standard queue and completes service o f ali traffic in the strict-priority queue 
before returning to the standard queue. 

On 1 p2q2t ports, the default PFC QoS configuration allocates a minimum o f 70 percent o f the total 
transmit queue size to the low-priority standard queue, a minimum of 15 percent to the high-priority 
standard queue , and a minimum of 15 percent to the strict-priority queue . 

On lp3qlt ports, the transmit queue size is not configurable and is allocated equally among ali queues. 

On lp2qlt ports, the default PFC QoS configuration allocates a minimum of 50 percent ofthe total 
transmit queue size to the low-priority standard queue, a minimum of 30 percent to the high-priority 
standard queue, and a minimum o f 20 percent to the strict-priority queue . 

Note Transmit-queue size is limited to the configured value (see the "Setting the Receive-Queue Size Ratio 
on a 1 p 1 qOt o r 1 p 1 q8t lngress LAN Ports" section on page 32-62), but any queue can use ali available 
bandwidth (bandwidth is only available when there is no traffic in the other queues). 

Scheduling and Congestion Avoidance 

~ .. 

These sections describe scheduling and congestion avoidance: 

• 2q2t Ports, page 32-23 

I p2q2t Ports , pagc 32-23 

I p3q I t Ports , pagc 32-23 

I p2q I t Ports , page 32-24 

Note The explanations in these sections use default values. You can configure many o f the parameters (for 
more information, see the "Contl gurin g PFC QoS" sccti on on page 32-3 1). Ali ports ofthe same type 
use the same drop-threshold configuration. 
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2q2tPons 

1p2q2tPons 
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Understanding How(PFC ~~~ 

1 ~.aj) 1 

Fo' 2q2t port•, e"'h """'mit queue "'" two tail-dmp th.e•hold• thot funotion a. follow~ 
• Frames with CoSO, 1, 2, or 3 go to the 1ow-priority transmit queue (queue 1): 

- Using transmit queue 1, tai1-drop threshold 1, the switch drops frames with C oS O o r I when the 
low-priority transmit-queue buffer is 80 percent fui!. 

- Using transmit queue 1, tail-drop threshold 2, the switch drops frames with CoS 2 or 3 when the 
low-priority transmit-queue buffer is 100 percent fui!. 

• Frames with CoS 4, 5, 6, or 7 go to the high-priority transmit-<ÍÜeue (queue 2): 

- Using transmit queue 2, tail-drop threshold I, the switch drops frames with CoS 4 or 5 when the 
high-priority transmit-queue buffer is 80 percent full . 

- Using transmit queue 2, tail-drop threshold 2, the switch drops frames with CoS 6 or 7 when the 
high-priority transmit-queue buffer is I 00 percent fui!. 

lp2q2t ports have a strict-priority queue and two standard transmit queues. The two standard transmit 
queues each have two WRED-drop thresholds. 

• Frames with CoS 5 go to the strict-priority transmit queue (queue 3), where the switch drops frames 
only when the buffer is I 00 percent fui!. 

• Frames with CoS O, I, 2, o r 3 go to the low-priority standard transmit queue ( queue I): 

- Using standard transmit queue I, WRED-drop threshold I, the switch drops frames with CoSO 
or I when the low-priority transmit-queue buffer is 80 percent fui!. 

- Using standard transmit queue I, WRED-drop threshold 2, the switch drops frames with CoS 2 
o r 3 when the low-priority transmit-queue buffer is I 00 percent full. 

• Frames with CoS 4, 6, or 7 go to the high-priority standard transmit queue (queue 2) : 

- Using standard transmit queue 2, WRED-drop threshold 1, the switch drops frames with C oS 4 
when the high-priority transmit-queue buffer is 80 percent fui!. 

- Using standard transmit queue 2, WRED-drop threshold 2, the switch drops frames with CoS 6 
or 7 when the high-priority transmit-queue buffer is I 00 percent fui!. 

lp3qlt ports have a strict-priority queue and three standard transmit queues. The standard transmit 
queues each have one WRED-drop threshold and one nonconfigurable tail-drop threshold. 

• Frames with C oS 5 go to the strict-priority transrriit queue ( queue 4 ), where the switch drops frames 
only when the buffer is I 00 percent fui!. 

• Frames with CoSO and I go to the low-priority standard transmit queue (queue 1). 

• Frames with CoS 2, 3, or 4 go to the medium-priority standard transmit queue (queue 2). 

• Frames with CoS 6 or 7 go to the high-priority standard transmit queue (queue 3). 

~ .. 
Note You can configure each standard transmit queue to use both a non-configurable I 00 percent 

tail-drop threshold anda configurable WRED-drop threshold (see the "Co nfiguring Standard 
Q ucuc WR E D-Drnp Thrcs hold s" scc tt o n o n pagc :12-5 5) . 
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• Understanding How PFC QoS Wortcs 

~ T 

1p 1~~):, 
\ \~ ./~ 2qlt ports have a strict-priority queue and two standard transmit queues . The standard transmit 

(; p ( , ueues each have one WRED-drop threshold and one nonconfigurable tail-drop threshold. 

Marking 

• Frames with CoS 5 go to the strict-priority transmit queue (queue 3), where the switch drops frames 
only when the buffer is I 00 percent fui!. 

• The standard transmit queues have WRED-drop thresholds: 

- Frames with CoSO, I , 2, or 3 go to the low-priority transmit queue (queue 1), where the switch 
starts to drop frames when the low-priority transmit-queue buffer is 70 percent full and drops 
ali frames with C oS O, I, 2, o r 3 when the buffer is I 00 percenrtúii. •· 

- Frames with CoS 4, 6, or 7 go to the high-priority transmit queue (queue 2) , where the switch 
starts to drop frames when the high-priority transmit-queue buffer is 70 percent full and drops 
ali frames with C oS 4, 6, o r 7 when the buffer is 100 percent full . 

~ .. 
Note You can configure each standard transmit queue to use both the tail-drop and the 

WRED-drop threshold. See the "Confi gur ing Standard Queue WRED-Drop Thresholds" 
section on page 32-55. 

When traffic is transmitted from the switch, PFC QoS writes the ToS byte into IP packets. On LAN ports, 
PFC QoS also writes the CoS value that was used for scheduling and congestion avoidance in to ISL and 
802.1 Q frames (se e the "Egress C oS and ToS Values" section on page 32-21 ). 

PFC QoS Statistics Data Export 

~ .. 
Note Release 12.1 (li b )E or !ater supports PFC QoS statistics data export. 

~ .. 

The PFC QoS statistics data export feature generates per-LAN-port and per-aggregate policer utilization 
information and forwards this information in UDP packets to traffic monitoring, planning, or accounting 
applications. You can enable PFC QoS statistics data export on a per-LAN-port or on a per-aggregate 
policer basis . The statistics data generated per port consists o f counts ofthe input and output packets and 
bytes. The aggregate policer statistics consist o f counts o f allowed packets and counts o f packets 
exceeding the policed rate. 

The PFC QoS statistics data collection occurs periodically at a fixed interval, but you can configure the 
interval at which the data is exported. PFC QoS statistics collection is enabled by default , and the data 
export feature is disabled by default for ali ports and ali aggregate policers configured on the 
Catalyst 6500 series switch. 

Note The PFC QoS statistics data export feature is completely separate from NetFlow Data Export and does 
not interact with it. 
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PFCQoS 

PFC QoS Default Configuration 
Tablc 32-2 shows the PFC QoS default configuration. 

Tãble 32-2 PFC QoS DeFault Conlíguration 

Feature Default Value 

PFC QoS global enable state Disabled 
-

Note With PFC QoS enabled and ali othei"PFC QoS parameters at default 
values, PFC QoS sets Layer 3 DSCP to zero and Layer 2 CoS to zero in 
ali traffic transmitted from the switch. 

PFC QoS queueing-only mode Disabled 

PFC QoS port enable state Enabled when PFC QoS is globally enabled 

Port CoS value o 
Microflow policing Enabled 

c Intra VLAN microflow policing Disabled 

Port-based or VLAN-based PFC QoS Port-based 

CoS to DSCP map CoSO= DSCP o 
(DSCP set from CoS values) CoSI= DSCP 8 

CoS 2 = DSCP 16 
CoS 3 = DSCP 24 
CoS 4 = DSCP 32 
CoS 5 = DSCP 40 
CoS 6 = DSCP 48 
CoS 7 = DSCP 56 

IP precedence to DSCP map IP precedence O = DSCP o 
(DSCP set from IP precedence values) IP precedence 1 = DSCP 8 

IP precedence 2 = DSCP 16 
IP precedence 3 = DSCP 24 
IP precedence 4 = DSCP 32 
IP precedence 5 = DSCP 40 
IP precedence 6 = DSCP 48 
IP precedence 7 = DSCP 56 

DSCP to CoS map DSCP 0-7 =CoSO 
(CoS set from DSCP values) DSCP 8-15 = CoS I 

DSCP 16-23 = CoS 2 
( 

DSCP 24-31 = CoS 3 
DSCP 32-39 = CoS 4 
DSCP 40-4 7 = C oS 5 
DSCP 48-55 = CoS 6 
DSCP 56-63 = CoS 7 

Marked-down DSCP from DSCP map Marked-down DSCP value equals original DSCP value (no markdown) 

Policers None 

Policy maps None 
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• . PFC.QoS Default Configuration ~ · "\ 

~· ' l>.Q5~1 I \ ble 3f,-2-1f:pps Default Conlíguration (continued)\__ l. ~;V 
\'Fe~// Default Value 

~lt~abled 

Ingress LAN port trust state Untrusted 

2q2t transmit-queue size ratio Low priority: 80%; high priority: 20% 

lplqOt receive-queue size ratio Standard: 80%; strict priority: 20% 

lp2q2t transmit-queue size ratio Low priority: 70%; high priority: 15%; strict priority: 15% 

lp2qlt transmit-queue size ratio Low priority: 70%; high priority: 15%; strict priority: 15% 

lp2qlt standard transmit-queue low:high 100:255 
priority bandwidth allocation ratio 

2q2t, lp2q2t, and lp2qlt standard 5:255 
transmit-queue low:high priority 
bandwidth allocation ratio 

lp3qlt standard transmit-queue 100:150:255 
low:medium:high-priority bandwidth 
allocation ratio ) 
lq4t/2q2t receive and transmit queue . Receive queue 1/drop threshold 1(50%) and 
CoS value/drop-threshold mapping transmit queue 1/drop thresho1d I (80%): CoSO and 1 

. Receive queue 1/drop threshold 2 (60%) and 
transmit queue 1/drop threshold 2 (100%): CoS 2 and 3 

. Receive queue 1/drop threshold 3 (80%) and 
transmit queue 2/drop threshold I (80%): CoS 4 and 5 

. Receive queue 1/drop threshold 4 (100%) and 
transmit queue 2/drop threshold 2 (100%): CoS 6 and 7 

lq2t port receive-queue CoS . Receive queue 1/drop threshold I: 
value/drop-threshold mapping and - CoSO, I, 2, 3, and 4 
threshold percentages 

- Drop threshold: 80% 

. Receive queue 1/drop threshold 2: 

- CoS 5, 6, and 7 

- Drop threshold: 100% (not configurable) 

Note Transmit queues same as lplq4t/lp2q2t ) 
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Table 32-2 PFC QoS Deláult Configuration (continued) 

PFC QoS DefO'" ~~~ I 
·, ~1 · 

Feature 

lplq4t/lp2q2t port receive and transmit 
queue CoS value/drop-threshold mapping 
and threshold percentages: 

Default Value 

• Strict-priority receive queue and 
strict-priority transmit queue: CoS 5 

• Receive queue 1/drop threshold I and 
transmit queue 1/drop threshold I : 

- CoSO and I 

. v 
I . 

- Transmit queue low and high WRED-drop thresholds: 40% and 70% 

• Receive queue 1/drop threshold 2 and 
transmit queue 1/drop threshold 2: 

- CoS 2 and 3 

- Transmit queue low and high WRED-drop thresholds: 70% and 100% 

• Receive queue 1/drop threshold 3 and 
transmit queue 2/drop threshold I: 

- CoS 4 and 6 

- Transmit queue low and high WRED-drop thresholds: 40% and 70% 

• Receive queue 1/drop threshold 4 and 
transmit queue 2/drop threshold 2: 

- CoS 7 

- Transmit queue low and high WRED-drop thresholds: 70% and I 00% 

l plqOt receive queue CoS value mapping • Receive queue I (standard) nonconfigurable 100% tail-drop threshold: 

lp3qlt transmit queue CoS 
value/drop-threshold mapping 
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CoSO, I, 2, 3, 4, 6, and 7 

• Receive queue 2 (strict priority): CoS 5 

• Transmit queue I (standard low priority) tail-drop threshold: 

- CoSO and I 

- Low and high WRED-drop threshold: 70% and I 00% 

• Transmit queue 2 (standard medium priority) tail-drop threshold: 

- CoS 2, 3, and 4 

- Low and high WRED-drop threshold: 70% and I 00% 

• Transmit queue 3 (standard high priority) tail -drop threshold: 

- CoS 6 and 7 

- Low and high WRED-drop threshold: 70% and I 00% 

• Transmit queue 4 (strict priority) : CoS 5 



PFC QoS Default Configuration 

lp2qlt transmit queue port CoS 
value/drop-threshold mapping 

PFC QoS Data Export 

Global PFC QoS data export 

Per port PFC QoS data export 

Chapter 32 Configuring PFC QoS 

• Receive queue 1 (standard) WRED-drop thresho1d: 
CoSO, 1, 2, 3, 4, 6, and 7: 

- Drop threshold 1: CoS O 
Low WRED threshold: 40% 
High WRED-drop threshold: 70% 

- Drop threshold 2: CoS 1 
Low WRED threshold: 40% 
High WRED-drop threshold: 70% 

- Drop threshold 3: C oS 2 
Low WRED threshold: 50% 
High WRED-drop threshold: 80% 

- Drop threshold 4: CoS 3 
Low WRED threshold: 50% 
High WRED-drop threshold: 80% 

- Drop threshold 5: CoS 4 
Low WRED threshold: 60% 
High WRED-drop threshold: 90% 

- Drop threshold 6: CoS 6 
Low WRED threshold: 60% 
High WRED-drop threshold: 90% 

- Drop threshold 6: CoS 7 
Low WRED threshold: 70% 
High WRED-drop threshold: 100% 

• Receive queue 2 (strict priority): CoS 5 

• Transmit queue 1 (standard 1ow priority) WRED-drop thresho1d: 

- C oS O, I, 2, and 3 

- Low WRED threshold: 70% 

- High WRED-drop threshold: 100% 

• Transmit queue 2 (standard high priority) WRED-drop threshold: 

- CoS 4, 6, or 7 

- Low WRED threshold: 70% 

- High WRED-drop threshold: 100% 

• Transmit queue 3 (strict-priority): CoS 5 

Disabled 

Disabled 

Per named aggregate policer PFC QoS data Disabled 
export 

Per class map policer PFC QoS data export Disabled 

PFC QoS data export time interval 300 seconds 
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PFC QoS Configuration Guidelines,...tF~s • 

Táble 32-2 PFC QoS DeFault Configuration (continued) 

(/[~\ 
I ~~;jx \ \ ~JJ 

Feature Default Value 

Export destination Not configured 

PFC QoS data export field delimiter Pipe character ( I ) 
With PFC QoS disabled 

lngress LAN port trust state trust-dscp 

Receive-queue drop-threshold percentages Ali thresholds set to I 00% 

Transmit-queue drop-threshold Ali thresholds set to I 00% 
percentages 

Transmit-queue bandwidth allocation ratio 255:1 

Transmit-queue size ratio Low priority: 100% (other queues not used) 

CoS value/drop threshold mapping Ali CoS values mapped to the low-priority queue 

C PFC QoS Configuration Guidelines and Restrictions 
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Follow these guidelines and restrictions when configuring PFC QoS: 

• With an MSFC2, Release 12.1(13)E and later releases support the match protocol class map 
command, which configures NBAR and sends ali traffic on the port, both ingress and egress, to be 
processed in software on the MSFC2. To configure NBAR, refer to this publication: 

http:/ /www.cisco.com/univercd/cc/td/ doc/product/software/ios 122/ 122newft! 122t/122t8/ dtnbarad.htm 

Earlier releases provide PFC QoS and Layer 3 switching in hardware, which prevents support ofthe 
match protocol class map command except for traffic being processed in software on the MSFC. 

• PFC QoS does not support the match cos, match any, match classmap, match 
destination-address, match input-interface, match mpls, match qos-group, or match 
source-address class map commands. 

• PFC QoS supports class maps that contain a single match command. 

• PFC QoS filters only by access lists, dscp values, or IP precedence values. 

• PFC QoS does not support the class class_name destination-address, class class_name 
input-interface, class c/ass_name protocol, class c/ass_name qos-group, or class class_name 
source-address policy map commands. 

• PFC QoS does not support the bandwidth, priority, queue-Iimit, or random-detect policy map 
class commands. 

• With Release 12.1(12c)El and !ater releases, PFC QoS supports the set ip dscp and 
set ip precedence policy map class commands (see the "Confi guring Poli cy Map Class Acti ons·· 
sccti on on pagc 32-42). With Release 12.1 ( 12c )E 1 and I ater releases, PFC QoS does not support the 
set mpls experimental or set qos-group policy map class commands. With earlier releases, PFC 
QoS does not support any set policy map class commands. 

• With Release 12.1 ( 11 b)E I and la ter releases, OSM QoS supports the set mpls experimental policy 
map class command. Refer to the following publication for information about OSM QoS : 

http://www.cisco.com/univercd/cc/td/doc/product/core/cis7600/cfgnotes/osm_inst/index.htm 

• PFC QoS does not support the output service-policy keyword. 

PFC QoS has the following hardware granularity for CIR and PIR rate values: 
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PFC QoS Configuration Guidelines and Restrictions 

CIR and PIR Rate Value Range Granularity 

32768 to 2097152 (2 Mbps) 32768 (32 Kb) 

2097153 to 4194304 (4 Mbps) 65536 (64 Kb) 

4194305 to 8388608 (8 Mbps) 131072 (128 Kb) 

8388609 to 16777216 (16 Mbps) 262144 (256 Kb) 

16777217to 33554432 (32 Mbps) 524288 (512 Kb) 

33554433 to 67108864 (64 Mbps) 1048576 (I Mb) 

67108865 to 134217728 (128 Mbps) 2097152 (2Mb) 

134217729 to 268435456 (256 Mbps) 4194304 (4Mb) 

268435457 to 536870912 (512 Mbps) 8388608 (8Mb) 

536870913 to 1073741824 (1 Gps) 16777216 (16Mb) 

1073741825to2147483648 (2 Gps) 33554432 (32Mb) 

2147483649to4294967296 (4 Gps) 67108864 (64Mb) 

Within each range, PFC QoS programs the PFC hardware with rate values that are multiples ofthe 
granularity values . 

• PFC QoS has the following hardware granularity for CIR and PIR token bucket (burst) sizes: 

CIR and PIR Token Bucket Size Range Granularity 

I to 32768 (32 KB) 1024 (I KB) 

32769 to 65536 (64 KB) 2048 (2 KB) 

65537 to 131072 (128 KB) 4096 (4 KB) 

131073 to 262144 (256 KB) 8196 (8 KB) 

262145 to 524288 (512 KB) 16392 (16 KB) 

524289 to 1048576 (I MB) 32768 (32 KB) 

1048577 to 2097152 (2MB) 65536 (64 KB) 

2097153 to 4194304 (4MB) 131072 (128 KB) 

4194305 to 8388608 (8MB) 262144 (256 KB) 

8388609 to 16777216 (16MB) 524288 (512 KB) 

16777217 to 33554432 (32 MB) 1048576 (I MB) 

Within each range, PFC QoS programs the PFC hardware with token bucket sizes that are multiples 
o f the granu1arity values. 

• For these commands, PFC QoS applies identical configuration to ali LAN ports controlled by the 
same application-specific integrated circuit (ASIC): 

- rcv-queue queue-limit 

- wrr-queue queue-limit 

- wrr-queue bandwidth ( except Gigabit Ethernet LAN ports) 

- priority-queue cos-map 
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- rcv-queue cos-map 

- wrr-queue cos-map 

- wrr-queue threshold 

- rcv-queue threshold 

- wrr-queue random-detect 

- wrr-queue random-detect min-threshold 

- wrr-queue random-detect max-threshold 

Configuring PFC QoS 

~ .. 

These sections describe how to configure PFC QoS on the Catalyst 6500 series switches: 

Enabling PFC QoS G loba ll y, pagc 32-3 1 

Enabling Q ueue1ng-Onl y Mode, pagc 32 -32 

• Creat1ng Named Aggregate Po li ce rs, pagc 32-3 3 

• Confi gurin g a PFC QoS Po li cy. pagc 32-35 

Enabling or Disab lin g Mi cro tl ovv Po iJ CJn g, page 32-4R 

Enabling Mi crofl ow Poli c ing of Bridgcd Traffi c, pagc 32-48 

Enabling or Disa bling PFC Features on an Interface , pagc 32-49 

Enabling VLAN-Based PFC QoS on Layc r 2 LAN Ports, page 32-50 

• Confi gurin g th e Trust State of Eth ern et LAN and OS M lngress Ports, page 32-51 

• Confi gurin g th e lngress LAN Port CoS Value, page 32-52 

• Confi guring LAN-Port Drop Thrcsho ld Percentages , page 32-52 

Enabling and Di sabling WR E D-Drop Thres holds, page 32 -57 

Mapp ing CoS Values to LAN- Port Drop Thresho lds, page 32 -57 

• A ll ocating Band w1dth Bctwccn LAN- Port Transmit Qucucs, pagc 32-62 

Se tting th e Rccci vc-Q ueue Sizc Rat10 on a lpl qO t o r lplq Rt lngrcss LA N Ports, pagc 32-62 

Scttin g the LAN-Port Transmit-Q ueuc Size Rati o, page 32-63 

• Confi gurin g DSCP Va lue Maps, pagc 32 -64 

• Confi gurin g PFC QoS Stat1 sti cs Data Ex port. page 32-6R 

Note • PFC QoS processes both unicast and multicast traffic. 

• With Release 12.1(11b)E and !ater releases, when you are in configuration mode you can enter 
EXEC mode-level commands by entering the do keyword before the EXEC mode-Ievel command. 

Enabling PFC QoS Globally 

To enable PFC QoS globally, perform this task: 

· •~o-: ~~·.,.u . . l\.1".._ .. .,~~·-... ,.. . " 
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• Configuring PFC QoS 

mls qos 

no mls qos 

Purpose 

Enables PFC QoS globally on the switch. 

Disables PFC QoS globally on the switch. 

Step2 Router(config)# end 

Step 3 Router# show mls qos 

Exits configuration mode. 

Verifies the configuration. 

This example shows how to enable PFC QoS globally: 

Router# configure terminal 
Router(config)# mls qos 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos 
QoS is enabled globally 
Microflow QoS is enabled globally 

QoS global counters: 
Total packets : 544393 
IP shortcut packets: 1410 
Packets dropped by policing: O 
IP packets with TOS changed by policing : 467 
IP packets with COS changed by policing : 59998 
Non-IP packets with COS changed by policing : O 

Enabling Queueing-Only Mode 

To enable queueing-only mode on the switch, perform this task: 

Command 

Step 1 Router (config) # mls qos queueing-only 

Router(config)# no mls qos queueing-only 

Purpose 

Enables queueing-only mode on the switch. 

Disables PFC QoS globally on the switch. 

Note You cannot disable queueing-only mode 
separately. 

Step2 Router(config)# end 

Step 3 Router# show mls qos 

Exits configuration mode. 

Verifies the configuration. 

When you enable queueing-only mode, the switch does the following: 

Disables marking and policing globally 

Configures ali ports to trust Layer 2 CoS 

~ .. 
Note The switch applies the port CoS value to untagged ingress traffic and to traffic that is 

received through ports that cannot be configured to trust CoS . 

This example shows how to enable queueing-only mode: 
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Router# configure terminal 
Router(config)# mls qos queueing-only 
Router(config)# end 
Router# 

Creating Named Aggregate Policers 

To create a named aggregate policer (see the "Pol icers" scction on page 32-19), perform this task: 

Command 

Router(config)# mls qos aggregate-policer 
policer_name bits_per_second normal_burst_bytes 
[max imum burst bytes] [pir 1 peak rate bps] 
[[[confo~-action {drop I set-ds~p-tr~nsmit2 

dscp_value I set-prec-transmit2 ip_precedence_value 
transmit}l exceed-action {drop I policed-dscp I 
transmit}l violate-action1 {drop I policed-dscp 
transmit}l 

Router(config)# no mls qos aggregate-policer 
policer_name 

I. Supported only with PFC2. 

Purpose 

Creates a named aggregate policer. 

Deletes a named aggregate policer. 

2. With PFC2, the set-dscp-transmit and set-prec-transmit keywords are only supported for IP traffic . 

~. 
Note With PFC2, aggregate policers can be applied to ingress interfaces on multiple modules, but aggregate 

policing works independently on each DFC-equipped switching module and independently on the PFC2, 
which supports any non-DFC-equipped switching modules. Aggregate policing does not combine flow 
statistics from different DFC-equipped switching modules. You can display aggregate policing statistics 
for each DFC-equipped switching module and for the PFC2 and any non-DFC-equipped switching 
modules supported by the PFC2. 
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When creating a named aggregate policer, note the following : 

Policing uses the Layer 3 packet size. 

See the "PFC QoS Configurati on GuJdclincs and Rcstricti ons" section on pagc 32-29 for 
information about rate and burst size granularity. 

The valid range o f values for the CIR bits _per _second parameter is as follows: 

- Minimum-32 kilobits per second, entered as 32000 

- Maximum-4 gigabits per second, entered as 4000000000 

The normal_burst_bytes parameter sets the CIR token bucket size. 

The maximum_burst_bytes parameter sets the PIR token bucket size. 

When configuring the size of a token bucket, note the following: 

- The minimum token bucket size is I kilobyte, entered as 1000 (the maximum_burst_bytes 
parameter must be set larger than the normal_burst_bytes parameter) 

- The maximum token bucket size is approximately 32 megabytés, entered as 31250000 

- To sustain a specific rate, set the token bucket size to be at least the rate value divided by 4000, 
because tokens are removed from the bucket every I /4000th o f a second (0.25 ms) . 

, . ..........., •.. .,....__.,.""~ 
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- Because the token bucket must be large enough to hold at least one frame, set the parameter 
larger than the maximum Layer 3 packet size o f the traffic being policed. 

- For TCP traffic, configure the token bucket size as a multiple ofthe TCP window size, with a 
minimum value at least twice as large as the maximum Layer 3 packet size o f the traffic being 
policed. 

The rnaxirnurn_burst_bytes parameter is supported with PFC2. The rnaxirnurn_burst_bytes 
parameter is not supported with PFC, but can be entered with a value equal to the 
norrnal_burst_bytes parameter. 

The valid range o f values for the pir bits _per _second para meter is a_S::_follo:vs: 

- Minimum-32 kilobits per second, entered as 32000 (the vaiué cannot be smaller than the 
CIR bits _per _second parameters) 

- Maximum-4 gigabits per second, entered as 4000000000 

The pir bits _per _second parameter is supported with the PFC2. The pir bits _per _second parameter 
is not supported with the PFC I but can be entered with the PFC I i f the value is e qual to the CIR 
bits _per _second parameter. 

(Optional) You can specify a conform action for matched in-profile traffic as fo llows: 

- The default conform action is transmit, which sets the policy map class trust state to trust 
DSCP unless the policy map class contains a trust command (see the "Policy Maps" section on 
page 32-18 and the "Co ntigunng Policy Map Class Actions" sec tion on page 32-42). 

- To set PFC QoS labels in untrusted traffic, enter the set-dscp-transmit keyword to mark 
matched untrusted traffic with a new DSCP value or enter the set-prec-transmit keyword to 
mark matched untrusted traffic with a new IP precedence value (with the PFC2, the 
set-dscp-transmit and set-prec-transmit keywords are only supported for IP traffic ). PFC QoS 
sets egress ToS and CoS from the configured value. 

- Enter the drop keyword to drop ali matched traffic. 

~ .. 
Note When you configure drop as the conform action, PFC QoS configures drop as the exceed 

action and the violate action. 

(Optional) For traffic that exceeds the CIR, you can specify an exceed action as follows: 

- The default exceed action is drop, except with a rnaxirnurn_burst_bytes parameter (drop is not 
supported with a rnaxirnurn_burst_bytes parameter) . 

~ .. 
Note When the exceed action is drop, PFC QoS ignores any configured violate action. 

- Enter the policed-dscp-transmit keyword to cause ali matched out-of-profi le traffic to be 
marked down as specified in the markdown map (see the ''Configuring DSCP Markdown 
Valucs" scction on pagc 32-66). 

~ .. 
Note When you create a policer that does not use the pir keyword and the rnaxirnurn_burst_bytes 

parameter is equal to the norrnal_burst_bytes parameter (which is the case ifyou do not 
enter the rnaxirnurn_burst_bytes parameter), the exceed-action policed-dscp-transmit 
keywords cause PFC QoS to mark traffic down as defined by the policed-dscp max-burst 
markdown map. 
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(Optional) For traffic that exceeds the PIR, you can specify a violate action as follows: 

- To mark traffic without policing, enter the transmit keyword to transmit ali matched 
out-of-profile traffic. 

- The default violate action is equal to the exceed action. 

- Enter the policed-dscp-transmit keyword to cause ali matched out-of-profile traffic to be 
marked down as specified in the markdown map (see the "Contiguring DSCP Markdown 
Yalues" section on page 32-66). 

- For marking without policing, ente r the transmit keyword t~ tran~mit ali matched out-of-profile 
traffic. 

The violate-action keyword is not supported with the PFC I, but the keyword can be entered with a 
PFC I i f the parameters match the exceed-action parameters. 

This example shows how to create a named aggregate policer with a 1-Mbps rate limit anda I 0-MB burst 
size that transmits conforming traffic and marks down out-of-profile traffic: 

Router(config)# m1s qos aggregate-po1icer aggr-1 1000000 10000000 conform-action transmit 
exceed-action po1iced-dscp-transmit 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show m1s qos aggregate-po1icer aggr-1 
ag1 1000000 1000000 conforrn-action transrnit exceed-action po1iced-dscp-transrnit Agld=O 
[pol4] 
Router# 

The output displays the following: 

The Agld parameter displays the hardware policer ID. 

The policy maps that use the policer are listed in the square brackets ([]). 

Configuring a PFC QoS Pol icy 
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~ .. 
Note 

These sections describe PFC QoS policy configuration: 

PFC QoS Policy Contigurati on Overvicw. page 32-36 

Con tiguring MAC-Laye r Named Access Lists (Optional) , page 32-37 

Contiguring a Class Map (Optional), pagc 32-38 

Yerifying Class Map Contigurat Jon , pagc 32-39 

Contiguring a Policy Map, pagc 32-40 

Ycrifying Policy Map Conti gurat10n. pagc 32-46 

Attaching a Policy Map to an Interface. page 32-47 

PFC QoS policies process both unicast and multicast traffic. 
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To mark traffic without Iimiting bandwidth utilization, create a policer that uses the transmit keywords 
for both conforming and nonconforming traffic. 

These commands configure traffic classes and the policies to be applied to those traffic classes and attach 
the policies to ports: 

access-Iist (Optional for IP traffic. You can fi !ter IP traffic with class:map commands.): 

- PFC QoS supports these access Iist types : 

Protocol Numbered Access lists? Extended Access lists? Named Access lists? 

IP Yes: Yes : Yes 
I to 99 100 to 199 

1300 to 1999 2000 to 2699 

IPX 1 Yes: 800 to 899 Yes: 900 to 999 Yes 

MAC Layer1 No No Yes2 

I . Supported with Release 12. I (I )E and !ater. 

2. Supported with Release 12.l(I)E and !ater; see the "Confi gunng MAC-Laycr Namcd Acccss Li sts (Üptional)" 
scction on pagc 32-37. 

- In Release 12.1 (19)E and !ater releases, PFC QoS supports time-based Cisco lOS ACLs. 

- In Release 12.1 (I )E and late r releases, PFC QoS supports IPX access lists that contain a 
source-network parameter and the optional destination-network and destination-node 
parameters. PFC QoS does not support IPX access controllists that contain other parameters 
(for example, source-node, protocol, source-socket, destination-socket, or service-type). 

- Except for MAC-Layer named access Iists (see the "Configuring MAC-Layer Named Access 
Lists (Optional)" section 011 page 32-37), refer to the Cisco lOS Security Configuration Guide, 
Release 12.1, "Traffic Filtering and Firewalls," "Access Contrai Lists : Overview and 
Guidelines," at this URL: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios I 21112 I cgcr/secur_c/scprt3 /ind 
ex.htm 

- See Chapter 23 , "Configuri11g Network Security," for additional information about ACLs on the 
Catalyst 6500 series switches. 

class-map ( optional)-Enter the class-map command to define one o r more traffic classes by 
specifying the criteria by which traffic is classified (see the "Co11figuring a Class Map (Üpt ional)" 
sectio11 011 page 32-3 8). 

Note You can also create class-maps during policy map creation with the policy-map class 
command (see the "C rea ting a Po lt cy Map Cl ass and Conti gurin g Filtering" sec ti on on 
page 32-4 I). 

policy-map-Enter the policy-map command to define the following: 

- New class maps 

- Policy map class trust mode 
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- Aggregate policing and marking 

- Microflow policing and marking 

service-policy-Enter the service-policy command to attach a policy map to an interface. 

Configuring MAC-Layer Named Access Lists (Optional) 

In Release 12.1 (I )E and I ater releases, you can configure named access lists that filter DECnet, 
AppleTalk, VINES, or XNS traffic based on Layer 2 addresses . _ 

To configure a MAC-Layer named access Iist, perform this task: -' 

Command Purpose 

Step1 Router(config)# mac access-list extended 
list_name 

Configures a MAC-Layer named access list. 

Router(config)# no mac access-list extended 
list name 

Deletes a MAC-Layer named access Iist. 

Step2 Router(config- e x t - macl)# {permit I deny) 
{src-mac-mask I any) {de s t-mac-mask I any} [aarp 
I amber I appletalk I diagnostic I decnet-iv I 

dec-spanning I dsm I etype-6000 I etype-8042 I 
lat I lavc-sca I mop-console I mop-dump I msdos 
mumps I netbios I vines-ip I vines-echo I xns] 

Configures an access contrai entry (ACE) in a 
MAC-Layer named access list. 

Router(config-ext-macl)# no {permit I deny) 
{src-mac-mask I any} {dest -mac-mask I any} [aarp 
I amber I appletalk I diagnostic I decnet-iv I 

dec-spanning I dsm I etype-6000 I etype-8042 I 

lat I lavc-sca I mop-console I mop-dump I msdos 
mumps I netbios I vines-ip I vines-echo I xns] 

Deletes an ACE from a MAC-Layer named access list. 
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When configuring an entry in a MAC-Layer access Iist, note the following: 

You can enter MAC addresses as three 4-byte values in dotted hexadecimal format. For example, 
0030.9629.9f84. 

You can enter MAC address masks as three 4-byte values in dotted hexadecimal format. Use I bits 
as wildcards. For example, to match an address exactly, use 0000.0000.0000 ( can be entered as 
0.0.0). 

Entries without a protocol parameter match any protocol. 

• Access lists entries are scanned in the arder you enter them. The first matching entry is used. To 
improve performance, place the most commonly used entries near the beginning ofthe access list. 

An implicit deny any any entry exists at the end of an access list unless you include an explicit 
permit any any entry at the end o f the list. 

Ali new entries to an existing list are placed at the end o f the list. You cannot add entries to the 
middle of a list. 

This list shows the ethertype values matched by the protocol keywords : 

Ox0600-xns-idp-Xerox XNS IDP 

OxOBAD-vines-ip-Banyan VINES IP 

OxObaf~vines-echo-:-:-Banyan VINES Echo 

Ox6000-etype-6000-DEC unass igned, experimental 
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• Ox6001-mop-dump-DEC Maintenance Operation Protocol (MOP) Dump!Load Assistance 

• Ox6002-mop-console-DEC MOP Remate Console 

• Ox6003-decnet-iv-DEC DECnet Phase IV Route 

• Ox6004-lat-DEC Local Area Transport (LAT) 

• Ox6005-diagnostic-DEC DECnet Diagnostics 

• Ox6007-lavc-sca-DEC Local-Area VAX Cluster (LAVC), SCA 

• Ox6008-amber-DEC AMBER 

• Ox6009-mumps-DEC MUMPS 

• Ox8038-dec-spanning-DEC LANBridge Management 

• Ox8039-dsm-DEC DSM/DDP 

• Ox8040-netbios-DEC PATHWORKS DECnet NETBIOS Emulation 

• Ox8041-msdos-DEC Local Area System Transport 

• Ox8042-etype-8042-DEC unassigned 

• Ox809B-appletalk-Kinetics EtherTalk (AppleTalk over Ethemet) 

• Ox80F3-aarp-Kinetics AppleTalk Address Resolution Protocol (AARP) 

This example shows how to create a MAC-Layer access list named mac_layer that denies dec-phase-iv 
traffic with source address 0000.4700.0001 and destination address 0000.4700.0009, but permits ali 
other traffic : 

Router(config)# mac access-list extended mac_layer 
Router(config-ext-macl)# deny 0000 . 4700 . 0001 0.0.0 0000.4700 . 0009 0 . 0. 0 dec - phase-iv 
Router(config-ext-macl)# permit any any 

Configuring a Class Map (Optional) 

These sections describe class map configuration: 

• Creat in g a Class Map, page 32-38 

• Co nfi guring Filtering in a Class Map. page 32-39 

~ .. 
Note You can also create class maps during policy map creation with the policy-map class command (see the 

"Creating a Policy Map Class and Configuring Filtering" section on page 32-4 1 ). 

Creating a Class Map 

To create a class map, perform this task: 

Command 

Route r (con f ig)# class-map class_name 

Route r (confi g)# no class-map class n a me 

Purpose 

Creates a class map . 

Detetes a class map. 
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Configuring Filtering in a Class Map 

Note Except for MAC-Layer ACLs (see the "Configuring MAC-Layer Named Access Lists (Optiona 
section on page 32-3 7), access lists are not documented in this publication. See the reference under 
access-list in the "Configuring a PFC QoS Policy" section on page 32-35. 

To configure filtering in a class map, perform one o f these tasks: 

Command 

Router(config-cmap)# match access-group name 
acl index or name - - -
Router(config-cmap)# no match access-group name 
acl_index_or_name 

Router (config-cmap)# match ip precedence ipp_valuel 
[ipp_value2 [ipp_valueN]] 

Router (config-cmap)# no match ip precedence 
ipp_valuel [ipp_value2 [ipp_valueN]] 

Router (config-cmap)# match ip dscp dscp_valuel 

[dscp_value2 [dscp_valueN]] 

Router (config-cmap)# no match ip dscp dscp_valuel 

[dscp_value2 [dscp_valueN]] 

~ .. 

Purpose 

(Optional) Configures the class map to filter using an ACL. 

Clears the ACL configuration from the class map. 

(Optional-for IP traffic only) Configures the class map to 
filter on up to eight IP precedence values. 

Clears configured IP precedence values from the class map. 

(Optional-for IP traffic only) Configures the class map to 
filter on up to eight DSCP values. 

Clears configured DSCP values from the class map. 

Note • With an MSFC2, Release 12.1(13)E and !ater releases support the match protocol class map 
command, which configures NBAR and sends all traffic on the port, both ingress and egress, to be 
processed in software on the MSFC2. To configure NBAR, refer to this publication: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/dtnbarad.htm 

Earlier releases provide PFC QoS and Layer 3 switching in hardware, which prevents support ofthe 
match protocol class map command except for traffic being processed in software on the MSFC. 

PFC QoS supports class maps that contain a single match command. 

PFC QoS does not support the match cos, match any, match classmap, match 
destination-address, match input-interface, match mpls, match qos-group, and match 
source-address class map commands. 

Catalyst 6500 series switches do not detect the use o f unsupported commands until you attach a 
policy map to an interface (see the "Attaching a Policy Map to an Interface" section on page 32-47). 

Verifying Class Map Configuration 

To verify class map configuration, perform this task : 

Command 

Step 1 Router (config-cmap) # end 

Step 2 Router# show clal!s-map class name 
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Purpose 

Exits configuration mode. 

Verifies the configuration . 
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This example shows how to create a class map named ippS and how to configure filtering to match traffic 
with IP precedence 5: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z . 
Router(config)# class-map ipp5 
Router(config-cmap)# match ip precedence 5 
Router(config-cmap)# end 
Router# 

This example shows how to verify the configuration: 

Router# show class-map ippS 
Class Map match-all ippS (id 1) 

Match ip precedence 5 

Router# 

Configuring a Policy Map 

Creating a Policy Map 

Command 

You can attach only one policy map to an interface. Policy maps can contain one or more policy map 
classes, each with different policy map commands. 

Configure a separa te policy map class in the policy map for each type oftraffic that an interface receives. 
Put ali commands for each type of traffic in the same policy map class. PFC QoS does not attempt to 
apply commands from more than one policy map class to matched traffic. 

These sections describe policy map configuration: 

Creating a Policy Map, page 32-40 

Creating a Policy Map Class and Configuring Filtering, page 32-41 

Configuring Policy Map Class Actions, page 32-42 

To create a policy map, perform this task: 

Purpose 

Router(config)# policy-map policy_name 

Router(config)# no policy-map policy_name 

Creates a policy map. 

Deletes the policy map. 
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Creating a Policy Map Class and Configuring Filtering 

Command 

~ .. 
Note • With an MSFC2, Release 12.1(13)E and !ater releases support the class class_name protocol policy 

map command, which configures NBAR and sends ali traffic on the port, both ingress and egress, to 
be processed in software on the MSFC2. To configure NBAR, refer to this publication: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft! 122t/ 122t8/ dtnbarad.htm 

Earlier releases provide PFC QoS and Layer 3 switching in hardware, which prevents support ofthe 
class c/ass_name protocol policy map command except for traffic beiilg processed in software on 
the MSFC. . 

PFC QoS does not support the class c/ass_name destination-address, class c/ass_name 
input-interface, class c/ass_name qos-group, and class c/ass_name source-address policy map 
commands. 

PFC QoS does not detect the use o f unsupported commands until you attach a policy map to an 
interface (see the "A ttac hing a Poli cy Map to an In te rface" secti on on page 32-47). 

Policy maps can contain one or more policy map classes. Enter one ofthese class commands to create a 
policy map class and configure filtering in it. 

To create a policy map class and configure it to fi !ter with an already defined class map, perform this task: 

Purpose 

Router(config-pmap)# class class_name Creates a policy map class and configures it to filter with a 
class map (see the "Creating a Class Map" section on 

Router(config-pmap)# no class class_name 

page 32-3 8). 

Note PFC QoS supports class maps that contain a single 
match command. 

Clears use o f the class map. 

To create a policy map class and a class map simultaneously, perform this task: 

Command 

Router(config-pmap)# class class_name {access-group 
acl index or name I dscp dscp 1 [dscp 2 [dscp Nll I 
pre~edenc; ipp_l [ipp_2 [ipp_NJ J} - -

Router(config-pmap)# no class class name 

~ .. 

Purpose 

Creates a policy map class and creates a class map and 
configures the policy map class to filter with the class map. 

Note This command creates a class map that can be used in 
other policy maps. 

Clears use o f the class map (does not delete the class map ). 

Note Put ali trust-state and policing commands for each type of traffic in the same policy map class. 

PFC QoS does not attempt to apply commands from more than one policy map class to traffic. 
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Command 

Chapter 32 Configuring PFC QoS 

ap Class Actions 

When configuring policy map class actions, note the followi ng: 

For hardware-switched traffic, PFC QoS does not support the bandwidth, priority, queue-Iimit, or 
random-detect policy map class commands. You can configure these commands because they can 
be used for software-switched traffic. 

With Release 12.1 (12c)E 1 and la ter releases, PFC QoS does not support the set mpls o r 
set qos-group policy map class commands. With earlier releases, PFC QoS does not support any set 
policy map class commands. 

With Release 12.1(12c)E1 and !ater releases, PFC QoS supports the se.t ip dscp and 
set ip precedence policy map class commands (see the "Contiguring Policy Map Class Marking" 
section on page 32-42). 

With Release 12.1(12c)E1 and !ater releases, you cannot do ali three ofthe following in a policy 
map class: 

- Mark traffic with the set ip dscp or set ip precedence commands 

- Configure the trust state 

- Configure policing 

In a policy map class, you can either mark untrusted traffic with the set ip dscp or set ip precedence 
commands o r do one o r both o f the following : 

- Configure the trust state 

- Configure policing 

~ .. 
Note When configure policing, you can mark traffic with policing keywords (see the "Configuring 

Policy Map Class Policing" section on page 32-43). 

These sections describe policy map class action configuration: 

Confi guring Policy Map Class Marking, page 32 -42 

Confi guring the Poli cy Map Class Trust Statc, page 32-43 

Configuring Poli cy Map Cla ss Poli cing, page 32-43 

Configuring Policy Map Class Marking 

With Release 12.1(12c)E1 and !ater releases, PFC QoS supports policy map class marking for untrusted 
traffic with the set ip dscp and set ip precedence policy map class commands. 

To configure policy map class marking for untrusted traffic, perform this task: 

Purpose 

Router(config-pmap-c)# set ip {dscp dscp_value I 
precedence ip_precedence_value} 

Configures the policy map class to mark matched untrusted 
traffic with the configured DSCP or IP precedence value. 

Router(co n f ig-pmap-c)# no set ip {dscp dscp_value 
precedence ip_precedence_value} 

Clears the marking configuration. 
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Configuring lhe Policy Map Class Trust State 

To configure the poiicy map class trust state, perform this task: 

Command Purpose 

Router(config-pmap-c)# trust {coa I dscp I 
ip-precedence} 

Configures the poiicy map ciass trust state, which seiects the 
vaiue that PFC QoS uses as the source o f the internai DSCP 
vaiue (see the "I ntcrnal DSCP Valucs" section on 
page 32-17). _ 

Router(config-pmap-c)# no trust Reverts to the defauit poi"icy-map ciass trust state (untrusted). 

Command 

~. 

When configuring the policy map class trust state, note the following: 

Enter the no trust command to use the trust state configured on the ingress port (this is the default). 

With the cos keyword, PFC QoS sets the internai DSCP vaiue from received or ingress port CoS (see 
the "Mapping Rcccived CoS Values to lmernal DSCP Values" section on page 32-64). 

With the dscp keyword, PFC QoS uses received DSCP. 

With the ip-precedence keyword, PFC QoS sets DSCP from received IP precedence (see the 
"Mapping Received IP Preccdence Valucs to Internai DSCP Values" section on page 32-65). 

Configuring Policy Map Class Policing 

When you configure policy map ciass poiicing, note the following: 

• PFC QoS does not support the set-qos-transmit policer keyword. 

PFC QoS does not support the set-dscp-transmit or set-prec-transmit keywords as arguments to 
the exceed-action keyword. 

PFC QoS does not detect the use ofunsupported keywords untii you attach a poiicy map to an 
interface (see the "Attaching a Policy Map to an Interface" section on page 32-47). 

These sections describe configuration o f poiicy map class poiicing: 

Using a Named Aggregate Policer. page 32 -43 

Co nfigunn g a Per-Interface Poli ccr. pagc 32-44 

Note Policing with the conform-action transmit keywords sets the port trust state o f matched traffic to trust 
DSCP or to the trust state configured by a trust command in the poiicy map ciass. 

Using a Named Aggregate Policer 

To use a named aggregate policer (see the ·'Crca tin g Named Aggregatc Policers" scction on page 32-33), 
perform this task: 

Purpose 

Router(config-pmap-c)# police aggregate 
aggregate_name 

Configures the policy map ciass to use a previously defined 
named aggregate poiicer. 

Router(config-pmap-c)# no police aggregate 
aggregate name 

78-14099-03 BO 

Clears use o f the named aggregate policer. 
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Purpose 

Router(config-pmap-c)# police [flow] bits_per_second 
normal burst bytes [maximum burst bytes] [pir1 

peak r~te bp~] [[[conform-a~tion {drop I 
set-dscp-transmit2 dscp_value I set-prec-transmit2 

ip_precedence_value I transmit}l exceed-action {drop 
I policed-dscp I transmit}l violate-action1 {drop I 
policed-dscp I transmit}l 

Creates a per-interface policer and configures the policy map 
class to use it. 

Router(config-pmap-c)# no police [flow] 
bits_per_second normal_burst_bytes 

Deletes the per-interface policer from the policy map class. 

[maximum burst bytes] [pir peak rate bps] 
[[[confo~-action {drop I set-d~cp-t;ansmit 
dscp_value I set-prec-transmit ip_precedence_value 
transmit}l exceed-action {drop I policed-dscp I 
transmit}l violate-action {drop I policed-dscp I 
transmit}] 

I. Supported only with PFC2. Not supported in microflow policers (the tlow keyword configures a microtlow policer). 

2. With PFC2, the set-dscp-transmit and set-prec-transmit keywords are only supported for IP traffi c. 

When configuring a per-interface policer, note the following: 

Policing uses the Layer 3 packet size. 

See the "PFC QoS Configuration Guidelines and Restrictions" section on page 32-29 for 
information about rate and burst size granularity. 

You can enter the flow keyword to define a microflow policer. During microflow policing, the 
following occurs: 

- PFC QoS considers IPX traffic with same source network, destination network, and destination 
node to be part o f the same flow, including traffic with different source nodes or sockets . 

- PFC QoS considers MAC-Layer traffic with the same protocol and the same source and 
destination MAC-Layer addresses to be parto f the same flow, including traffic with different 
ethertypes. 

- Microflow policers do not support the maximum_burst_bytes parameter, the 
pir bits _per _second keyword and parameter, o r the violate-action keyword. 

The valid range o f values for the CIR bits _per _second parameter is as follows: 

- Minimum-32 kilobits per second, entered as 32000 

- Maximum-4 gigabits per second, entered as 4000000000 

The normal_burst_bytes parameter sets the CIR token bucket size. 

The maximum_burst_bytes parameter sets the PIR token bucket size (not supported with the flow 
keyword) 

When configuring the size of a token bucket, note the fo llowing: 

- The minimum token bucket size is I kilobyte, entered as 1000 (the maximum_burst_bytes 
parameter ·must be set targer than the normal_burst_bytes parameter) 

- The maximum token bucket size is approximately 32 megabytes, entered as 31250000 

- To sustain a specific rate, set the token bucket size to be at least the rate value divided by 4000, 
because tokens are removed from the bucket every I /4000th o f a second (0.25 ms). 
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- Because the token bucket must be large enough to hold at least one fram 
larger than the maximum Layer 3 packet size o f the traffic being policed. 

- For TCP traffic, configure the token bucket size as a multiple o f the TCP window size, with a 
minimum value at least twice as large as the maximum Layer 3 packet size o f the traffic being 
policed. 

The maximum_burst_bytes parameter is supported with the PFC2. The maximum_burst_bytes 
parameter is not supported with the PFCI, but the keyword can be entered with a value equal to the 
normal_burst_bytes parameter. 

• (Not supported with the flow keyword.) The valid range of va_liies forthe pir bits _per _second 
parameter is as follows : 

- Minimum-32 kilobits per second, entered as 32000 (the value cannot be smaller than the CIR 
bits _per _second parameters) 

- Maximum-4 gigabits per second, entered as 4000000000 

The pir bits _per _second parameter is supported with the PFC2. The pir bits _per _second parameter 
is not supported with the PFC 1, but can be entered with the PFC I i f the value is equal to the CIR 
bits _per _second parameter. 

• (Optional) You can specify a conform action for matched in-profile traffic as follows: 

- The default conform action is transmit, which sets the policy map class trust state to trust 
DSCP unless the policy map class contains a trust command (see the "Pol icy Maps" section on 
page 32-18 and the "Configuring Policy Map Class Actions" section on page 32-42). 

- To set PFC QoS labels in untrusted traffic, you can enter the set-dscp-transmit keyword to 
mark matched untrusted traffic with a new DSCP value or enter the set-prec-transmit keyword 
to mark matched untrusted traffic with a new IP precedence value (with the PFC2, the 
set-dscp-transmit and set-prec-transmit keywords are only supported for IP traffic). PFC QoS 
sets egress ToS and CoS from the configured value. 

- You can enter the drop keyword to drop ali matched traffic. 

- Ensure that aggregate and microflow policers that are applied to the same traffic each specify 
the same conforrn-action behavior. 

• (Optional) For traffic that exceeds the CIR, you can specify an exceed action as follows: 

- For marking without policing, you can enter the transmit keyword to transmit ali matched 
out-of-profile traffic. 

- The default exceed action is drop, except with a maximum_burst_bytes parameter {drop is not 
supported with a maximum_burst_bytes parameter) . 

~~ 
Note When the exceed action is drop, PFC QoS ignores any configured violate action. 

- You can enter the policed-dscp-transmit keyword to cause ali matched out-of-profile traffic to 
be marked down as specified in the markdown map (see the "Configuring DSCP Markdown 
Valucs" scction on pagc :>2-66). 

~~ 
Note . When you create a policer that does not use the pir keyword and the maximum_burst_bytes 

parameter is e qual to the normal_burst_bytes parameter (which is the case i f you do not 
enter the maximum_burst_bytes parameter), the exceed-action policed-dscp-transmit 
keywords cause PFC QoS to mark traffic down as defined by the policed-dscp max-burst 
markdown map. 
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(Optionai-Not supported with the flow keyword) For traffic that exceeds the PIR, you can specify 
a violate action as follows: 

- For marking without policing, you can enter the transmit keyword to transmit ali matched 
out-of-profile traffic. 

- The default violate action is equal to the exceed action. 

- You can enter the policed-dscp-transmit keyword to cause ali matched out-of-profile traffic to 
be marked down as specified in the markdown map (see the "Configuring DSCP Markdown 
Values" section on page 32-66). 

The violate-action keyword is not supported with the PFC I, but ths-Jreyword can be entered with 
the PFC I i f the parameters match the exceed-action parameters. 

Note Aggregate policing works independently on each DFC-equipped switching module and independently 
on the PFC2, which supports any non-DFC-equipped switching modules. Aggregate policing does not 
combine flow statistics from different DFC-equipped switching modules. You can display aggregate 
policing statistics for each DFC-equipped switching module and for the PFC2 and any 
non-DFC-equipped switching modules supported by the PFC2. 

This example shows how to create a policy map named max-pol-ippS that uses the class-map named 
ippS, which is configured to trust received IP precedence values and is configured with a 
maximum-capacity aggregate policer and with a microflow policer: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# policy-map max-pol-ippS 
Router(config-pmap)# class ippS 
Router(config-pmap-c)# trust ip-precedence 
Router(config-pmap-c)# police 2000000000 2000000 conform-action set-pre c-transmit 6 
exceed-action policed-dscp-transmit 
Router(config-pmap-c)# police flow 10000000 10000 conform-action set-pr ec-transmit 6 
exceed-action policed-dscp-transmit 
Router(config-pmap-c)# end 

Verifying Policy Map Configuration 

To verify policy map configuration, perform this task: 

Command 

Step1 Router(config-pmap-c)# end 

Step 2 Router# show policy-map policy_name 
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Purpose 

Exits policy map class configuration mode. 

Note Enter additional class commands to create 
additional classes in the policy map. 

Verifies the configuration. 
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This example shows how to verify the configuration: 

Router# show policy-map max-pol-ippS 
Policy Map max-pol-ipp5 
class ipp5 

class ipp5 
police flow 10000000 10000 conform-action set-prec-transmit 6 exceed-action 

policed-dscp-transmit 
trust precedence 
police 2000000000 2000000 2000000 conform-action set-prec-transmit 6 exceed-action 

policed-dscp-transmit 

Router# 

Attaching a Policy Map to an Interface 

~ .. 
Note PFC QoS does not support the output service-policy keyword. 

To attach a policy map to an interface, perforrn this task: 

Command Purpose 

Step1 Router(config)# interface {{vlan vlan_ID) I 
{type1 slot/port) I {port-channel number)) 

Selects the interface to configure. 

Step 2 Router (config- if) # service-policy input 
policy_map_name 

Attaches a policy map to the input direction o f the 
interface. 

Step3 

Step4 

Router(config-if)# no service-policy input 
policy_map_name 

Removes the policy map from the interface. 

Router(config-if)# end Exits configuration mode. 

Router# show policy-map interface {{vlan vlan ID) 
I {type1 slot/ port) I {port-channel number)) -

Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, tengigabitethernet, ge-wan, pos, or atm 

~ .. 
Note Aggregate policing works independently on each DFC-equipped switching module and independently 

on the PFC2, which supports any non-DFC-equipped switching modules. Aggregate policing does not 
combine flow statistics from different DFC-equipped switching modules . You can display aggregate 
policing statistics for each DFC-equipped switching module and for the PFC2 and any 
non-DFC-equipped switching modules supported by the PFC2 . 

This example shows how to attach the policy map named pmapl to Fast Ethernet port 5/36: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z. 
Router(config)# interface fastethernet 5/36 
Router(config-if)# service-policy input pmap1 
Router(config-if)# end 
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This example shows how to verify the configuration: 

Router# show policy-map interface fastethernet 5/36 
FastEthernet5/36 
service-policy input: prnapl 

class-rnap: crnapl (rnatch-all) 
O packets, O bytes 
5 rninute rate O bps 
rnatch: ip precedence 5 

class crnapl 
police 8000 8000 conforrn-action 
class-rnap: crnap2 (rnatch-any) 

O packets, O bytes 
5 rninute rate O bps 
rnatch: ip precedence 2 

O packet s , O bytes 
5 rninute rate O bps 

class crnap2 

transrnit exceed-action drop 

police 8000 10000 conforrn-action transrnit exceed-action drop 
Router# 

Enabling or Disabling Microflow Policing 

Chapter 32 Configuring PFC QoS 

To enable or disable microflow policing (see the " Policers" sect ion on page 32-19), perform this task: 

Command Purpose 

Step 1 Router (config) # mls qos flow-policing 

Router(config)# no mls qos flow-policing 

Enables microflow policing. 

Disables microflow policing. 

Step2 Router(config)# end 

Step 3 Router# show mls qos 

Exits configuration mode. 

Verifies the configuration. 

This example shows how to disable microflow policing: 

Router# configure terminal 
Enter configuration cornrnands, one per line . End with CNTL/Z. 
Router(config)# no mls qos flow-policing 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos I include Microflow 
Microflow QoS is disabled globally 

Router# 

Enabling Microflow Policing of Bridged Traffic 

~ .. 
Note To apply microflow policing to multicast traffic, you must enter the mls qos bridged command on the 

Layer 3 multicast ingress interfaces. 
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Command 

Step 1 Router(config)# interface {{vlan vlan ID) 
{type1 slot / port)) -

Step2 Router(config - if)# mls qos bridged 

Router(config-if)# no mls qos bridged 

Purpose 

Selects the interface to configure. 

Enables microflow policing o f bridged traffic, including 
bridge groups, on the YLAN. 

•· 
Disables microflow J:iolicing o f bridged traffic. 

Step3 Router(config-if) # end 

Step 4 Router# show mls qos 

Exits configuration mode. 

Verifies the configuration. 

I. type : ethernet, fastethernet, gigabitethernet, or tengigabitethernct 

This example shows how to enable microflow policing o f bridged traffic on VLANs 3 through 5: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/ Z. 
Router(config)# interface range vlan 3 - 5 
Router(config - if)# mls qos bridged 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos I begin Bridged QoS 
Bridged QoS is enabled on the following interfaces: 

Vl3 Vl4 VlS 
< . • . output truncated .. . > 

Router# 

Enabling or Disabling PFC Features on an Interface 

You can enable or disable the PFC QoS features implemented on the PFC for traffic from an interface 
(see the "'PFC Marking and Pol1 c ing·· sccnon on pagc 32-16). Disabling the PFC QoS features on an 
interface leaves the configuration intact. The mls qos interface command reenables any previously 
configured PFC QoS features . The mls qos interface command does not affect the port queueing 
configuration. 

To enable or disable PFC features for traffic from an interface, perforrn this task: 

Command 

Stepl Router(config)# interface {{type1 slot / port) I 
{port-channel number}} 

Step 2 Router ( conf ig- if) # mls qos 

Router(config-if)# no mls qos 

Step3 Router(config-if)# end 

Step 4 Router# show mls qos 

Purpose 

Selects the interface to configure. 

Enables PFC QoS on the interface. 

Disables PFC QoS on the interface. 

Exits configuration interface. 

Verifies the configuration. 

I. type : ethernet, fastethernet, gigabitethernet , tengigabitethernet, ge-wan, pos, or atm 
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configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# interface vlan 5 
Router(config-if)# no mls qos 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos I begin QoS is disabled 
QoS is disabled on the following interfaces: 

Vl5 
< . •. Output Truncated ... > 

Router# 

Enabling VLAN-Based PFC QoS on layer 2LAN Ports 

~ .. 

j 

Note With DFCs installed, Supervisor Engine 2 does not support VLAN-based PFC QoS. 

By default, PFC QoS uses policy maps attached to LAN ports. For ports configured as Layer 2 LAN 
ports with the switchport keyword, you can configure PFC QoS to use policy maps attached to a VLAN 
(see the "Attaching Policy Maps" section on page 32-21 ). Ports not configured with the switchport 
keyword are not associated with a VLAN. 

To enable VLAN-based PFC QoS on a Layer 2 LAN port, perform this task: 

Command 

Step 1 Router (config) # interface { { type1 slot/port} 
{port-channel number}} 

Purpose 

Selects the interface to configure. 

Step 2 Router ( conf ig- i f)# mls qos vlan-based 

Router(config-if)# no mls qos vlan-based 

Enables VLAN-based PFC QoS on a Layer 2 LAN port. 

Disables VLAN-based PFC QoS. 

Step3 Router(config-if)# end 

Step 4 Router# show mls qos 

Exits configuration mode. 

Verifies the confi guration. 

I. type ~ ethernet, fastethernet, gigabitethernet, or tengigabitethernet 

This example shows how to enable VLAN-based PFC QoS on Fast Ethemet port 5/42: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/ Z. 
Router(config)# interface fastethernet 5/42 
Router(config-if)# mls qos vlan-based 
Router(config-if)# end 

This example shows how to verify the configuration: 

Router# show mls qos I begin QoS is vlan-based 
QoS is vlan-based on the following interfaces: 

FaS/42 
< .. . Output Truncated ... > 
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~ .. 
Note Configuring a Layer 2 LAN port for VLAN-based PFC QoS preserves the policy map port configuration. 

The no mls qos vlan-based port command reenables any previously configured port commands. 

Configuring the T rust State of Ethernet LAN and OSM lngress Ports 

Command 

By default, ali ingress ports are untrusted. You can configure the ingress port trust state on ali Ethernet 
LAN ports except non-Gigabit Ethernet lq4t/2q2t ports (see the ~trl-gres~-LAN Port Features" section 
on pagc 32-12). You can configure the ingress port trust state on OSM ports (see the "lngrcss OSM Port 
Features" section on page 32-1 I). 

To configure the trust state of an ingress port, perform this task: 

Purpose 

Step 1 Router (config) # interface { { type1 slot/port) 
{port-channel number)) 

Selects the interface to configure. 

Step 2 Router (config-if) # mls qos trust [dscp 
ip-precedence I cos2

] 

Configures the trust state o f the port. 

Router(config-if)# no mls qos trust Reverts to the default trust state (untrusted). 

Step3 Router(config-if)# end 

Step 4 Router# show mls qos 

Exits configuration mode. 

Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, tengigabitethernet, ge-wan, pos, or atm. 

2. Not supported for pos or atm interface types. 
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When configuring the trust state o f an ingress port, note the following: 

With no other keywords, the mls qos trust command is equivalent to mls qos trust dscp. 

The mls qos trust cos command enables receive-queue drop thresholds. To avoid dropping traffic 
beca use o f inconsistent C oS values, configure ports with the mls qos trust cos command only when 
the received traffic is ISL or 802.1 Q frames carrying CoS values that you know to be consistent with 
network policy. 

Use the no mls qos trust command to set the port state to untrusted. 

This example shows how to configure Gigabit Ethernet port 1/l with the trust cos keywords: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# interface gigabitethernet 1/1 
Router(config-if)# mls qos trust cos 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/1 I include trust 
Trust state: trust COS 

Router# 

-
j CPMI / 
' . (,...,; ,...,-
'Fl's : ' ~s 1- -· ~ - I 

I 1
' , ; 369 ~ 
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Command 
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Whether or not PFC QoS uses the CoS value applied with the mls qos cos command depends on the trust 
state o f the port and the trust state o f the traffic received through the port. The mls qos cos command 
does not configure the trust state o f the port or the trust state o f the traffic received through the port. To 
use the CoS value applied with the mls qos cos command, configure the ingress port as trusted or 
configure a trust-CoS policy map that matches the ingress traffic. 

-
You can configure the CoS value that PFC QoS assigns to untagged frames from ingress LAN ports 
configured as trusted and to ali frames from ingress LAN ports configured as untrusted. 

To configure the CoS value for an ingress LAN port, perform this task: 

Purpose 

Step1 Router(config)# interface { {type1 slot/ port} 
{port-channel number}} 

Selects the interface to configure. 

Step2 Router(config-if)# mls qos cos default_cos 

Router(config-if)# [no] mls qos cos default cos 

StepJ Router(config-if)# end 

Step 4 Router# show queueing interface { ethernet I 
fastethernet I gigabitethernet} slot/port 

Configures the ingress LAN port CoS value. 

Reverts to the default port CoS value. 

Exits configuration mode. 

Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 

This example shows how to configure the CoS 5 as the default on Fast Ethemet port 5/24 and verify the 
configuration: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z. 
Router(config)# interface fastethernet 5/24 
Router(config-if)# mls qos cos 5 
Router(config-if)# end 
Router# show queueing interface fastethernet 5/24 I include Default COS 

Default COS is 5 
Router# 

Configuring LAN-Port Drop Threshold Percentages 

~~ 

These sections describe LAN-port drop-threshold configuration: 

Configuring Taii-Drop Threshold Pcrcentages on lq4t/2q2t LAN Ports, pagc 32-53 

Configurin g I q2t and I p I q4t Stancl ard Receive-Queue Taii-Drop Threshold Perce ntages, page 
32-54 

Contiguring Standarcl Queue WR ED-Drop Thresholcl s. page 32-55 

Note Enter the show queueing interface {ethernet I fastethernet I gigabitethernet I tengigabitethernet} 
slotlport I include type command to see the queue structure o f a port. 
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Configuring Taii-Drop Threshold Percentages on 1q4t/2q2t LAN Ports 

Command 

The receive- and transmit-queue drop thresholds have this relationship: 

Receive queue 1 (standard) threshold I = transmit queue 1 (standard low priority) threshold 1 

• Receive queue 1 (standard) threshold 2 = transmit queue 1 (standard low priority) threshold 2 

Receive queue 1 (standard) threshold 3 = transmit queue 2 (standard high priority) threshold I 

Receive queue I (standard) threshold 4 = transmit queue 2 (standard high priority) threshold 2 

To configure tail-drop threshold percentages for the standard receiyi"-and tTansmit queues on lq4t/2q2t 
LAN ports (see the "Transmit Qucucs" sec tion on page 32-2 1), perfotrn this task: 

Purpose 

Step 1 Router (config) # interface { ethernet I 
fastethernet I gigabitethernet} slot / port 

Selects the interface to configure. 

Step 2 Router (config-if) # wrr-queue threshold queue_ id 

thrl% thr2% 
Configures the receive- and transmit-queue tail-drop 
thresholds. 

~ Router(config-if)# no wrr-queue threshold 
[queue_id] 

Reverts to the default receive- and transmit-queue 
tail-drop thresholds . 

Step 3 Router (config-if) # end Exits configuration mode. 

Verifies the configuration. Step 4 Router# show queueing interface { ethernet 
fastethernet I gigabitethernet} slot/port 
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When configuring the receive- and transmit-queue tail-drop thresholds, note the following: 

You must use the transmit queue and threshold numbers. 

The queue_id is 1 for the standard low-priority queue and 2 for the standard high-priority queue. 

The percentages range from 1 to 100. A value o f 1 O indicates a threshold when the buffer is 
1 0-percent full . 

Always set threshold 2 to 100 percent. 

This example shows how to configure receive queue 1/threshold I and transmit queue 1/threshold I for 
Gigabit Ethemet port 211 : 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z . 
Router(config)# interface gigabitethernet 2/l 
Router(config-if)# wrr-queue threshold 1 60 100 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 2/l 
Transmit queues [type = 2q2t] : 

< .. . Output Truncated .. . > 

queue tail-drop-thresholds 

1 60 [1] 100 [2] 
2 40 [1] 100 [2] 

< •. • Output Truncated .. . > 
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Receive queues [type = lq4t) : 

< • • • Output Truncated .. . > 

queue tail-drop-thresholds 

1 60[1) 100[2] 40[3] 100[4] 
< ... Output Truncated .. . > 

Router# 

~ .. 
Note Receive-queue tail-drop thresholds are supported only on ingress Gigabit E~hernet LAN ports configured 

to trust CoS . 

Configuring 1q2t and 1p1q4t Standard Receive-Queue Taii-Drop Threshold Percentages 

~ .. 
Note Configure lq4t standard receive-queue tail-drop threshold percentages with the wrr-queue threshold 

command (see the ··co11figuring Taii-Drop Thrcshold Pcrce11tages on lq4t/2q2t LAN Ports" sectio11 011 
pagc 32-53). 

To configure tail-drop threshold percentages for the standard receive queues on a lq2t or lplq4t ingress 
LAN port (see the "Rece ivc Queues" scc tio11 011 page 32-13), perform this task: 

Command 

Step 1 Router (config) # interface { fastethernet I 
gigabitethernet} slot / port 

Purpose 

Selects the interface to configure. 

Step2 Router(config-if)# rcv-queue threshold queue_id 
thrl% thr2% [thr3% thr4%] 

Configures the receive-queue tail-drop threshold 
percentages. 

Router(config-if)# no rcv-queue threshold 
[queue_id] 

Reverts to the default receive-queue tail-drop threshold 
percentages. 

Step 3 Router (config-if) # end 

Step 4 Router# show queueing interface { fastethernet I 
gigabitethernet} slot/port 

Exits configuration mode. 

Verifies the configuration. 

When configuring the receive-queue tail-drop threshold percentages, note the foll owing: 

The queue_id is always I . 

• The percentages range from I to I 00. A value o f 1 O indicates a threshold when the buffer is 
I 0-percent full. 

On a 1 q2t ingress LAN port, always set threshold 2 to 100 percent. 

On a lplq4t ingress LAN port, always set threshold 4 to 100 percent. 

This example shows how to configure the receive-queue drop thresholds for Gigabit Ethernet port 111: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z. 
Router(config)# interface gigabitethernet 1/1 
Router(config-if)# rcv-queue threshold 1 60 75 85 100 
Router(config-if)# end 
Router# 
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This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/1 I begin Receive queues 
Receive queues [type = 1plq4t] : 

Queue Id Schedu1ing Num of thresho1ds 

1 

2 
Standard 
Priority 

Trust state : trust COS 

queue tai1-drop-thresho1ds 

1 60[1] 75[2] 85[3] 100[4] 
< •.• Output Truncated ... > 
Router# 

4 

1 

Configuring Standard Queue WRED-Drop Thresholds 

~ .. 

lp2q2t, lp3qlt, and lp2qlt ports have WRED-drop thresholds in their standard transmit queues. 

lplq8t ports have WRED-drop thresholds in their standard receive queue. 

Note lp3qlt (transmit), lp2qlt (transmit), and lplq8t (receive) ports also have nonconfigurable tail-drop 
thresholds (see the "I p3q I t Ports" section on page 32-23). 

Command 

To configure the WRED-drop thresholds (see the "Transmit Queues" section on page 32-21 ), perform 
this task: 

Purpose 

Step 1 Router (config) # interface type1 slot / port Selects the interface to configure. 

Configures the low WRED-drop thresholds. Step2 Router(config-if)# wrr-queue random-detect 
min-threshold queue_id thrl% [thr2% [thr3% thr4% 
thr5 % thr6% thr7% thrB%]] 

Step3 

Step4 

Step 5 

Router(config-if)# no wrr-queue random-detect 
min-threshold [queue_id] 

Router(config-if)# wrr-queue random-detect 
max-threshold queue_id thrl% [thr2% [thr3% thr4% 
thr5% thr6% thr7% thrB%]]] 

Router(config-if)# no wrr-queue random-detect 
max-threshold [queue_id] 

Router(config-if)# end 

Router# show queueing interface type1 slot / port 

I. type ; fastethernet , gigabitethernet, or tengigabitethernet 

Reverts to the default low WRED-drop thresholds. 

Configures the high WRED-drop thresholds. 

Reverts to the default high WRED-drop thresholds. 

Exits configuration mode. 

Verifies the configuration. 

When configuring the WRED-drop thresholds, note the following: 

• Each threshold h as a low- and a high-WRED value. 

WRED values are a percentage o f the queue capacity (the range is from I to I 00) . 

The low-WRED value is the traffic levei under which no traffic is dropped. The low~WRED value 
must be lower than the high-WRED value. Configure the low-WRED value with the min-threshold 
keyword . · 
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he high-WRED value is the traffic levei above which ali traffic is dropped. Configure the 
high-WRED value with the max-threshold keyword. 

~ .. 
Note Traffic in the queue between the low- and high-WRED values has an increasing chance of 

being dropped as the queue fills. 

When configuring 1 p2q2t ports, note the following : 

- Queue number I is the Iow-priority standard transmit queue 

Queue number 2 is high priority standard transmit queue 

- Each queue has two thresholds . 

When configuring lp3qlt ports, note the following: 

- Queue number I is the Iow-priority standard transmit queue. 

- Queue number 2 is the medium priority standard transmit queue. 

- Queue number 3 is the high priority standard transmit queue. 

- Each queue has one threshold. 

- When you configure each standard transmit queue, the single percentage that you enter sets the 
threshold . 

When configuring lplq8t ports, note the following : 

- Queue number I is the single standard receive queue. 

- When you configure the single standard receive queue, note the following: 

The first percentage that you enter sets the lowest-priority threshold. 

The second percentage that you enter sets the next highest-priority threshold. 

The eighth percentage that you enter sets the highest-priority threshold. 

When configuring lp2qlt ports, note the following: 

- Queue number I is the low-priority standard transmit queue 

- Queue number 2 is high priority standard transmit queue 

- When you configure each standard transmit queue, the single percentage that you enter sets the 
threshold. 

This example shows how to configure the low-priority transmit queue high-WRED-drop thresholds for 
Gigabit Ethemet port I/I : 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z . 
Router(config)# interface gigabitethernet 1/1 
Router(config-if)# wrr-queue random-detect max-threshold 1 70 70 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/1 I begin Transmit queues 
Transmit queues [ type = 1p2q2t ] : 

Queue Id 

1 

2 

3 

Scheduling Num of thresholds 

WRR low 
WRR high 
Priority 

2 

2 

1 
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queue random-detect-max-thresholds 

1 40 [1] 70 [2] 

2 40[1] 70[2] 

< • • • Output Truncated .. . > 

Router# 

Enabling and Disabling WRED-Drop Thresholds 

To enable or disable WRED-drop thresholds on lp3qlt or lp2qlt tninsmit queues or lplq8t receive 
queues, perform this task: 

Command 

Step 1 Router (config) # interface type1 slot/port 

Step2 Router(config-if)# wrr-queue random-detect 
queue_id 

Router(config-if)# no wrr-queue random-detect 
[queue_id] 

Step3 Router(config-if)# end 

Step4 Router# show queueing interface type' slot / port 

I. type = fastethernet or tengigabitethernet 

Purpose 

Selects the interface to configure. 

Enables WRED-drop thresholds on queue l , 2, o r 3. 

Reverts to the default WRED-drop thresholds. 

Exits configuration mode. 

Verifies the configuration. 

Mapping CoS Values to LAN-Port Drop Thresholds 

These sections describe mapping CoS values to LAN-port drop thresholds: 

• M a pping CoS Va lues to lq4t /2q2t LAN Po rts, pagc 32-57 

Ma ppin g CoS Va lu e~ o n l pl q4t ' lp2q 2t. l pl q0t/ l p3 qlt . a nd lplq 8 t/ lp 2qlt L AN Po rt s, pagc 32-58 

Mapping CoS Values to 1q4t/2q2t LAN Ports 

~ .. 
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Note Enter the show queueing interface { ethernet I fastethernet I gigabitethernet I tengigabitethernet} 
slotlport I include type command to see the queue structure o f a port. 

On lq4t/2q2t LAN ports, the receive- and transmit-queue tail-drop thresholds have this relationship: 

• Receive queue I (standard) threshold I = transmit queue I (standard low priority) threshold I 

• Receive queue I (standard) threshold 2 = transmit queue I (standard low priority) threshold 2 

• Receive queue I (standard) threshold 3 = transmit queue 2 (standard high priority) threshold I 

• Receive queue I (standard) threshold 4 = transmit queue 2 (standard high priority) threshold 2 

·o' ' • r OC: 



Chapter 32 Configuring PFC QoS J 

.7G'~)-', 
\ \..: -~ · :,!" tap CoS values to tail-drop thresholds, perform this task: 

C' ;;-í-~~~ 
cà':i', ........... _, Purpose 

Step 1 Router (config) # interface type1 slot / port 

Step2 Router(config-if) # wrr-queue cos-map 
transmit_queue_# threshold_# cosl [cos2 [cosJ 
[cos4 [cos5 [cos6 [cos7 [cos8]]]]]]] 

Step 3 Router (config-if) # no wrr-queue cos-map 

Step 4 Router (config-if) # end 

Step 5 Router# show queueing interface type1 slot / port 

Selects the interface to configure. 

Maps CoS values to a tail-drop threshold. 

Reverts to the default mapping. 

Exits configuration mode .-' . .:. 

Verifies the configuration. 

I . type = ethernet, fastethernet, glgabltethernet, or tengigabitethernet 

When mapping CoS values to a tail-drop threshold, note the following: 

Use the transmit queue and threshold numbers. 

Queue I is the low-priority standard transmit queue. 

Queue 2 is the high-priority standard transmit queue. 

• There are two thresholds in each queue. 

Enter up to 8 CoS values to map to the threshold. 

This example shows how to map the CoS values O and I to standard transmit queue 1/threshold I for 
Fast Ethernet port 5/36: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# interface fastethernet 5/36 
Router(config-if)# wrr-queue cos-map 1 1 O 1 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface fastethernet 5/36 I begin queue thresh cos-map 
queue thresh cos-map 

1 1 o 1 
1 2 2 3 
2 1 4 5 
2 2 6 7 

< ... Output Truncated .. . > 

Router# 

Mapping CoS Values on 1p1q4t/1p2q2t, 1p1q0t/1p3q1t, and 1p1q8t/1p2q1t LAN Ports 

~ .. 
Note Enter the show queueing interface {ethernet I fastethernet I gigabitethernet I tengigabitethernet} 

slotlport I include type command to see the queue structure o f a port. 

These sections describe how to map CoS values: 

Ma pping CoS Valu cs to Standard Rccc tve-Qucue Taii-Drop Thrcshold s, page 32-59 

Ma pping CoS Valu es to WR ED- Dro p Thrcs ho lds, pagc 32 -5') 

Ma ppin g CoS Va lu cs tn S trt c t-Prt o rity Q uc ucs . pagc 32-6 1 
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Mapping CoS Values to Standard Receive-Queue Taii-Drop Thresholds 

To map CoS values to the standard receive-queue tail-drop thresholds on lq2t, lplq4t, and lplqOt 
ingress LAN ports, perform this task: 

Command 

Step1 Router(config)# interface {fastethernet I 
gigabitethernet} slot/port 

Step2 Router(config-if)# rcv-queue cos-map queue_# 
threshold_# cosl [cos2 [cos3 [cos4 [cos5 [cos6 
[cos7 [cosB)))J))] 

Router(config-if)# no rcv-queue cos-map 

Step 3 Router (config-if) # end 

Step 4 Router# show queueing interface { fastethernet I 
gigabitethernet} slot / port 

Purpose 

Selects the interface to configure. 

Maps CoS values to thã standard receive queue tail-drop 
thresholds. The queu"e number is always I. 

Reverts to the default mapping. 

Exits configuration mode. 

Verifies the configuration. 

This example shows how to map the CoS values O and I to threshold I in the standard receive queue for 
Gigabit Ethemet port 111: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z . 
Router(config)# interface gigabitethernet 1/1 
Router(config-if)# rcv-queue cos-map 1 1 O 1 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/1 
< .•• Output Truncated ... > 

queue thresh cos-map 

1 1 o 1 

1 2 2 3 
1 3 4 5 

1 4 6 7 

< • •. Output Truncated . .. > 

Router# 

Mapping CoS V atues to WRED-Drop Thresholds 

To map CoS values to WRED-drop thresholds, perform this task: 

Command 

Step1 Router(config)# interface {fastethernet 
gigabitethernet} slot / port 

Step2 Router(config-if)# wrr-queue cos-map 
transmit_queue_# threshol d_# c o s l [cos2 [cos3 
[cos4 [cos5 [cos6 [cos7 [cosB)llllll 

Step 3 

Step4 

Router(config-if)# no wrr-queue cos-map 

Router(config-if)# end 

Router# show queueing interface {fastethernet I 
gigabitethernet} slot / port 
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Purpose 

Selects the interface to configure. 

Maps CoS values to a WRED-drop threshold . 

Reverts to the default mapping. 

Exits configuration mode. 

Verifies the configuration. 
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When associating CoS values to a WRED-drop threshold, note the following: 

On lp2q2t egress LAN ports : 

- Queue I is the low-priority standard transmit queueo 

- Queue 2 is the high-priority standard transmit queueo 

- There are two WRED-drop thresholds in each queueo Threshold I is low-priority and 
threshold 2 is high-priorityo 

On lp3qlt egress LAN ports : 

- Queue I is the low-priority standard transmit queueo 

- Queue 2 is the medium-priority standard transmit queueo 

- Queue 3 is the high-priority standard transmit queue o 

- Each queue has two thresholdso Threshold O is the nonconfigurable I 00-percent tail-drop 
thresholdo Threshold I the WRED-drop threshold (see the '"E nabling and Di sab ling 
WRED-Drop Threshold s" scct ion on page 32-57 and the "Configuring Standard Queue 
WRED-Drop Thresholds" scct ion on page 32-55)0 

On lplq8t ingress LAN ports: 

- Queue I is the standard queueo 

- Queue I has nine thresholdso Threshold O is the nonconfigurable 1 00-percent tail-drop 
thresholdo Thresholds I through 8 are the WRED-drop thresholds (see the " Enabling and 
Disabling WRED-Drop Thresholds" section on page 32-57 and the "Configuring Standard 
Queue WRED-Drop Thresholds" section on page 32-5 5)0 

On lp2qlt egress LAN ports: 

- Queue I is the standard queueo 

- Queue I has two thresholdso Threshold Ois the nonconfigurable I 00-percent tail-drop thresholdo 
Threshold I the WRED-drop threshold (see the "Enabling and Disabling WRED-Drop 
Thresholds" section on page 32-57 and the "Configu ring Standard Queue WRED-Drop 
Thresholds" section on page 32-55)0 

You can enter up to 8 CoS values to map to the thresholdo 

This example shows how to map the CoS values O and I to standard transmit queue 1/threshold I for 
Fast Ethernet port 5/36: 

Router# configure terminal 
Enter configuration commands, one per line o End with CNTL/Zo 
Router(config)# interface fastethernet 5/36 
Router(config-if)# wrr-queue cos-map 1 1 O 1 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface fastethernet 5/36 I b e gin queue thresh cos-map 
queue thresh cos-map 

1 1 o 1 

1 2 2 3 

2 1 4 5 

2 2 6 7 
<o o OOutput Truncated o o o> 
Router# 
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Mapping CoS Values to Strict-Priority Queues 

Command 

To map CoS values to the receive and transmit strict-priority queues on lplq4t/lp2q2t, lplq0t/lp3ql t 
and lplq8Ulp2qlt LAN ports, perform this task: 

Purpose 

Step 1 Router (config) # interface type' slot / port Selects the interface to configure. 

Step 2 Router (config-if) # priority-queue cos-map queue_# 
cosl [cos2 [cos3 [cos4 [cos5 [cos6 [cos7 
[cos8]]]]]]] 

Maps CoS values to th~ receive and transmit 
strict-priority queue&.--

Router(config-if)# no priority-queue cos-map Reverts to the default mapping. 

Step 3 Router (config-if) # end Exits configuration mode. 

Verifies the configuration. Step 4 Router# show queueing interface type1 slot / port 

I. type = fastethernet, gigabitethernet, or tengigabitethernet 

78-14099-03 BO 

When mapping CoS values to the strict-priority queues, note the following: 

The queue number is always I . 

You can enter up to 8 CoS values to map to the queue. 

This example shows how to map CoS value 7 to the strict-priority queues on Gigabit Ethernet port 1/1: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# interface gigabitethernet 1/1 
Router(config-if)# priority-queue cos-map 1 7 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/1 
< . • • Output Truncated . . . > 

Transmit queues [type = 1p2q2t] : 
< . .. Output Truncated . . . > 

queue thresh cos-map 

1 

1 

2 
2 

3 

1 

2 

1 

2 

1 

o 1 

2 3 
4 

6 
5 7 

Receive queues [type 
< • •. Output Truncated . .. > 

queue thresh cos-map 

1 1 o 1 
1 2 2 3 

1 3 4 

1 4 6 

2 1 5 7 

< . . . Output Truncated .. . > 

Router# 
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ndwidth Between LAN-Port T ransmit Queues 

The switch transmits frames from one standard queue ata time using a WRR algorithm. WRR uses the 
ratio between queue weight values to decide how much to transmit from one queue before switching to 
the other. The more the ratio favors a queue, the more transmit bandwidth is allocated to it. 

To allocate bandwidth for an egress LAN port, perform this task: 

Command Purpose 

Selects the interface to COI)tlgure. •· Step 1 Router (config) # interface type 1 slot / port 

Step 2 Router (config-if) # wrr-queue bandwidth 
low_priority_queue_weight 
[medium_priori ty_ queue_ weight] 
high_priority_queue_weight 

Allocates bandwidth between standard transmit queues. 
The valid values for weight range from I to 255. 

Router(config-if)# no wrr-queue bandwidth 

Step3 Router(config-if)# end 

Step 4 Router# show queueing interface type1 slot/port 

Reverts to the default bandwidth allocation. 

Exits configuration mode. 

Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 

This example shows how to allocate a 3-to-1 bandwidth ratio for Gigabit Ethernet port 112: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z. 
Router(config)# interface gigabitethernet 1/2 
Router(config-if)# wrr-queue bandwidth 3 1 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/2 I inc1ude bandwidt h 
WRR bandwidth ratios: 3[queue 1] l[queue 2] 
Router# 

Setting the Receive-Queue Size Ratio on a 1p1q0t or 1p1q8t lngress LAN Ports 

To set the size ratio between the strict-priority and standard receive queues on a lplqOt or lplq8t 
ingress LAN ports, perform this task: 

Command 

Step 1 Router (config ) # interface { fastethernet I 
tengigabitethernet} slot / port 

Step2 Router(config - if)# rcv-queue queue-limit 
standard_ queue_ weight 
strict_priori ty_ queue_ weight 

Router(config-if)# no rcv-queue queue-limit 

Step3 Router(config-if ) # end 

Step 4 Router# show queueing interface { fastethernet I 
tengigabitethernet} slot/port 

Purpose 

Selects the interface to configure. 

Sets the size ratio between the strict-priority and standard 
receive queues. 

Reverts to the default the size ratio . 

Exits configuration mode. 

Verifies the configuration. 
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When setting the receive-queue size ratio, note the following: 

The rcv-queue queue-limit command configures ports on a per-ASIC basis. 

Estima te the mix o f strict priority-to-standard traffic on your network (for example, 80 percent 
standard traffic and 20 percent strict-priority traffic). 

Use the estimated percentages as queue weights. 

Valid values are from 1 to 100 percent, except on lplq8t ingress LAN ports, where valid values for 
the strict priori ty queue are from 3 to 1 00 percent. 

This example shows how to set the receive-queue size ratio for F~,st-=Ethemet port 2/2: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/ Z. 
Router(config)# interface fastethernet 2/2 
Router(config-if)# rcv-queue queue-limit 75 15 
Router(config-if)# end 
Router# 

This example shows how to verify the configuration: 

Router# show queueing interface fastethernet 2/2 I include queue-limit 
queue-limit ratios : 75[queue 1] lS[queue 2] 

Router# 

Setting the LAN-Port T ransmit-Queue Size Ratio 

To set the transmit-queue size ratio on an egress LAN port, perform this task: 

Command Pu r pose 

Step 1 Router (config) # interface type1 slot/ port 

Step2 Router(config-if)# wrr-queue queue-limit 
low_priority_queue_weight 
!medium_priority_queue_weight] 
high_priority_queue_weight 

Selects the interface to configure. 

Sets the transmit-queue size ratio between transmit 
queues . 

Router(config-if)# no wrr-queue queue-limit Reverts to the default transmit-queue size ratio. 

Step 3 Router (config-if) # end Exits configuration mode. 

Verifies the configuration. Step 4 Router# show queueing interface type1 slot/port 

I. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 
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When setting the transmit-queue size ratio between transmit queues, note the following: 

Estimate the mix of low priority-to-high priority traffic on your network (for example, 80 percent 
low-priority traffic and 20 percent high-priority traffic) . 

On lp2q2t egress LAN ports, PFC QoS sets the strict-priority queue size equal to the high priority 
queue size. 

Use the estimated percentages as queue weights. 

Valid values are from I to 100 percent, except on lp2qlt egress LAN ports, where valid values for 
the high priority queue are from 5 to I 00 percent. 
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This exampie shows how to set the transmit-queue size ratio for Gigabit Ethernet port 112: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# interface gigabitethernet 1/2 
Router(config-if)# wrr-queue queue-limit 75 15 
Router(config-if)# end 
Router# 

This exampie shows how to verify the configuration: 

Router# show queueing interface gigabitethernet 1/2 I include queue-limit 
queue-limit ratios: 75[queue 1] 25[queue 2] -

Router# -' 

Configuring DSCP V alue Maps 

These sections describe how DSCP vaiues are mapped to other vaiues: 

Mapping Received CoS Vaiues to Internai DSCP Vaiues, page 32-64 

Mapping Received IP Precedence Vaiues to Internai DSCP Vaiues, page 32-65 

Mapping Intern ai DSCP Vaiues to Egress CoS Vaiues, page 32-65 

Configuring DSCP Markdown Vaiucs , pagc 32-66 

Mapping Received CoS Values to Internai DSCP Values 

To configure the mapping ofreceived CoS vaiues to the DSCP vaiue that PFC QoS uses internally on the 
PFC (see the "Internai DSCP Values" sect ion on page 32-17), perform this task: 

Command Purpose 

Step 1 Router (config) # mls qos map cos-dscp dscpl dscp2 
dscp3 dscp4 dscp5 dscp6 dscp7 dscpB 

Configures the received CoS to internai DSCP map. You 
must enter 8 DSCP vaiues to which PFC QoS maps CoS 
vaiues O through 7. 

Router(config)# no mls qos map cos-dscp Reverts to the defauit map . 

Step2 Router(config)# end Exits configuration mode. 

Verifies the configuration. Step 3 Router# show mls qos maps 

/ 

This exampie shows how to configure the received CoS to internai DSCP map: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# mls qos map cos-dscp O 1 2 3 4 5 6 7 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos maps I begin Cos-dscp map 
Cos-dscp map: 

c os : o 1 2 3 4 5 6 7 

dscp: o 1 2 3 4 5 6 7 
< ... Output Truncated ... > 

Router# 

6500 Series Switch Cisco lOS Software Configuration Guide . 
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Mapping Received IP Precedence Values to Internai DSCP Values 

Command 

To configure the mapping o f received IP precedence values to the DSCP value that PFC QoS uses 
internally on the PFC (see the "I nternal DSCP Values" section on page 32-17), perform this task: 

Purpose 

Step 1 Router (config) # mls qos map ip-prec-dscp dscpl 
dscp2 dscp3 dscp4 dscp5 dscp6 dscp7 dscpB 

Configures the received IP precedence to internai DSCP 
map. You must enter 8 jnternal DSCP values to which 
PFC QoS maps receiyea IP J1recedence values O 
through 7. 

Router(config)# no mls qos map ip-prec-dscp Reverts to the default map. 

Step2 Router(config)# end Exits configuration mode. 

Verifies the configuration. Step 3 Router# show mls qos maps 

This example shows how to configure the received IP precedence to internai DSCP map: 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# mls qos map ip-prec-dscp O l 2 3 4 5 6 7 

Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos maps I begin IpPrecedence-dscp map 
IpPrecedence-dscp map: 

ipprec : O 1 2 3 4 5 6 7 

dscp: o 1 2 3 4 5 6 7 
< ••• Output Truncated ... > 

Router# 

Mapping Internai DSCP Values to Egress CoS Values 

Step 1 

To configure the mapping ofthe DSCP value that PFC QoS uses internally on the PFC to the CoS value 
used for egress LAN port scheduling and congestion avoidance (see the "Internai DSCP Values" section 
on page 32-17 and the "LAN Egress Port Features" section on page 32-21 ), perform this task: 

Command 

Router(config)# mls qos map dscp-cos dscpl [dscp2 
[dscp3 [dscp4 [dscp5 [dscp6 [dscp7 [dscpB))]]))] 
to cos value 

Router(config)# no mls qos map dscp-cos 

Purpose 

Configures the internai DSCP to egress CoS map. 

Reverts to the default map. 

Step 2 R ou ter ( conf ig) # end Exits configuration mode. 

Verifies the configuration. Step 3 Router# show m1s qos maps 
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When configuring the internai DSCP to egress CoS map, note the following: 

You can enter up to 8 DSCP values thatPFC QoS maps to a CoS value. 

You can enter multiple commands to map additional DSCP values to a CoS value. 

You can enter a separate command for each CoS value. 

: ·"":~r·~-.-....~-.-.... r~~'w.:.•w, • .,. . 
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This example shows how to configure internai DSCP values O, 8, 16, 24, 32, 40, 48, and 54 to be mapped 
to egress CoS value 0: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z. 
Router(config)# mls qos map dscp-cos O 8 16 24 32 40 4 8 54 to O 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos map I begin Dscp-cos map 
Dscp-cos map : (dsc p= d1d2) 

d1 d2 o 1 2 3 4 5 6 7 8 9 
j 

: 

------------ ------- -------- - ---- ---- -
o 00 00 00 00 00 00 00 00 00 01 
1 01 01 01 01 01 01 00 02 02 02 
2 02 02 02 02 00 03 03 03 03 03 
3 03 03 00 04 04 04 04 04 04 04 
4 : 00 05 05 05 05 05 05 05 00 06 
5 06 06 06 06 00 06 07 07 07 07 

6 07 07 07 07 
< ... Output Truncated . .. > 

Router# 

---

In the Dscp-cos display, the CoS values are shown in the body o f the matrix; the first digito f the DSCP 
value is in the column labeled dl and the second digit is in the top row. In the example shown, DSCP 
values 41 through 47 ali map toCoS 05. 

Configuring DSCP Markdown Values 

To configure the mapping o f DSCP markdown values used by policers (se e the " Pol icers" section on 
page 32-19), perform this task: 

Command 

Step 1 Router (config) # m1s qos map policed-dscp 
{normal-burst I max-burst} dscpl [dscp2 [dscp3 
[dscp4 [dscp5 [dscp6 [dscp7 [dscpB))))))) to 
markdown _ dscp 

Router(config)# no mls qos map policed-dscp 
{normal-burst I max-burst} 

Step2 Router(config)# end 

Step 3 Router# show mls qos mapa 

Purpose 

Configures a DSCP markdown map. 

Reverts to the default map. 

Exits configuration mode. 

Verifies the confi guration. 

When configuring a DSCP markdown map, note the following: 

You can enter the normal-burst keyword to configure the markdown map used by the 
exceed-action policed-dscp-transmit keywords. 

You can enter the max-burst keyword to configure the markdown map used by the violate-action 
policed-dscp-transmit keywords. 
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~. 

~. 
Note When you create a policer that does not use the pir keyword, and the maxim ' bürst tes 

parameter is equal to the normal_burst_bytes parameter (which occurs ifyou do not enter 
the maximum_burst_bytes parameter), the exceed-action policed-dscp-transmit keywords 
cause PFC QoS to mark traffic down as defined by the policed-dscp max-burst markdown 
map. 

To avoid out-of-sequence packets, configure the markdown maps so that conforming and 
nonconforming traffic uses the same queue. 

.•· 
You can enter up to 8 DSCP values that map to a marked-down DSCP value. 

You can enter multiple commands to map additional DSCP values to a marked-down DSCP value. 

You can enter a separate command for each marked-down DSCP value. 

Note Configure marked-down DSCP values that map toCoS values consistent with the markdown penalty (see 
the "M apping Intern ai DSC P Values to Egrcss CoS Valu es" secti on on pagc 32-65). 

This example shows how to map DSCP I to marked-down DSCP value 0: 

Router# configure terminal 
Enter configuration commands, one per line . End with CNTL/Z. 
Router(config)# mls qos map policed-dscp normal-burst 1 to O 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show mls qos map 
Normal Burst Policed-dscp map: (dscp= dld2) 

dl : d2 o 1 2 3 4 5 6 7 8 9 

-------------------------------------
o : 00 01 02 03 04 os 06 07 08 09 
1 10 11 12 13 14 15 16 17 18 19 
2 20 21 22 23 24 25 26 27 28 29 
3 30 31 32 33 34 35 36 37 38 39 
4 : 40 41 42 43 44 45 46 47 48 49 
5 50 51 52 53 54 55 56 57 58 59 
6 60 61 62 63 

Maximum Burst Policed-dscp map: (dscp= dld2) 
dl : d2 o 1 2 3 4 5 6 7 B 9 

-------------------------------------
o 00 01 02 03 04 os 06 07 OB 09 
1 : 10 11 12 13 14 15 16 17 18 19 
2 : 20 2 1 22 23 2 4 25 26 27 28 29 
3 : 30 31 32 33 34 35 36 37 38 39 
4 : 40 41 4 2 43 44 45 46 47 48 49 
5 50 51 52 53 54 55 56 57 58 59 
6 60 61 62 63 

< . . . Output Truncated . .. > 

Router# 

~. 
Note In the Policed-dscp displays, the marked-down DSCP values are shown in the body o f the matrix; the 

first digito f the original DSCP value is in the column labeled dl and the second digit is in the top row. 
In the example shown, DSCP 41 maps to DSCP 41. 
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Note Release 12.1 ( 11 b )E and la ter releases support PFC QoS statistics data export. 

These sections describe how to configure PFC QoS statistics data export: 

Enabling PFC QoS Stati stic s Data Ex port G loba ll y, page 32-68 

Enabling PFC QoS Stati sti cs Data Ex port for a Port, page 32-69 

Enabling PFC QoS Stati st tcs Data Ex port fo r a Named Aggregate -Po l(ce r:page 32-70 

Enabling PFC QoS Statistics Data Cx port for a C lass Map, page 32-71 

Setting the PFC QoS Stati sti cs Data Ex port Time lnterva l, page 32-72 

Confi guring PFC QoS Stat ist ics Da ta Ex port Dest1n ati on Host and U DP Port. page 32-73 

Se tting the PFC QoS StatJs tl cs Data Cxpo rt Fie ld Delim iter, page 32-75 

Enabling PFC QoS Statistics Data Export Globally 

To enable PFC QoS statistics data export globally, perform this task: 

Command Purpose 

Step 1 Router (config) # mls qos statistics-export 

Router(config)# no mls qos statistics-export 

Enables PFC QoS statistics data export globally. 

Disables PFC QoS statistics data export globally. 

Step 2 Router ( conf ig) # end Exits configuration mode. 

Verifies the configuration. Step 3 Router# show mls qos statistics-export info 

~ .. 

This example shows how to enable PFC QoS statistics data export globally and verify the configuration: 

Rou t er# configure terminal 
Router(co nfig)# mls qos statistics-export 
Router( config)# end 
% Wa r ning : Expor t destinatio n not se t. 
% Use 'mls q o s statistics - export de s tinat ion' command t o configure the e xport de s tinatio n 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Stat u s and Co nfiguration information 

Export Stat us : enabled 
Export Interval : 300 seconds 
Export Delimiter : 
Exp ort Destinat ion : No t configu red 
Ro u t er# 

Note You must enable PFC QoS statistics data export globally for other PFC QoS statistics data export 
configuration to take effect. 
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Enabling PFC QoS Statistics Data Export for a Port 

To enable PFC QoS statistics data export for a port, perform this task: 

Command Purpose 

Step 1 Router (config) # interface type1 slot / port 

Step 2 Router (config-if) # mls qos statistics-export 

Selects the interface to configure. 

Router(config-if)# no mls qos statistics-export 

Enables PFC QoS statistics data export for the port. 

Disables PFC QoS st,attstics <lata export for the port. 

Stepl Router(config) # end Exits configuration mode. 

Step 4 Router# show mls qos statistics-export in f o Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, o r tengigabitethernet 

78-14099-03 BO 

This example shows how to enable PFC QoS statistics data export on FastEthemet port 5/24 and verify 
the configuration: 

Router# configure terminal 
Router(config)# interface fastethernet 5/24 
Router(config-if)# mls qos statistics-export 
Router(config-if)# end 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Status and Configuration information 

Export Status : enabled 
Export Interval : 300 seconds 
Export Delimiter : 
Export Destination : Not configured 

QoS Statistics Data Export is enabled on following ports: 

FastEthernetS/24 
Router# 

When enabled on a port, PFC QoS statistics data export contains the following fields, separated by the 
delimiter character: 

Export type ("I" for a port) 

Slot/port 

Number o f ingress packets 

Number of ingress bytes 

Number of egress packets 

Number o f egress bytes 

Time stamp 

, o~ . 
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Command 

Step 1 Router (config) # mls qos statistics-export 
aggregate-policer aggregate_policer_name 

Chapter 32 Configuring PFC QoS 

Purpose 

Enables PFC QoS statistics data export for a named 
aggregate policer. 

Router(config)# no mls qos statistics-export 
aggregate-policer aggregate_policer_name 

Disables PFC QoS statistics data export for a named 
aggregate policer. 

Step2 Router(config)# end 

Step 3 Router# show mls qos statistics-export info 

Exits configuration mode. 

Verifies the configuration. 

This example shows how to enable PFC QoS statistics data export for an aggregate policer named 
aggr!M and verify the configuration : 

Router# configure terminal 
Router(config)# mls qos statistics-export aggregate-po licer aggrlM 
Router(config)# end 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Status and Configuration i n formation 

Export Status : enabled 
Export Interval : 300 seconds 
Export Delimiter : 
Export Destination : Not configured 

QoS Statistics Data Export is enabled on following ports: 

FastEthernetS/24 

QoS Statistics Data export is enabled on following shared aggregate policers: 

aggrlM 
Router# 

When enabled for a named aggregate policer, PFC QoS statistics data export contains the following 
fields, separated by the delimiter character: 

Export type ("3" for an aggregate policer) 

Aggregate policer name 

Direction ("in") 

PFC or DFC slot number 

Number of in-profile packets 

Number o f packets that exceed the CIR 

Number of packets that exceed the PIR 

Time stamp 
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Enabling PFC QoS Statistics Data Export for a Class Map 

To enable PFC QoS statistics data export for a class map, perform this task: 

Command Purpose 

Step 1 Router (config) # mls qos statistics-export 
class-map classmap_name 

Enables PFC QoS statistics data export for a class map. 

Router(config)# no mls qos statistics-export 
class-map classmap_name 

Disables PFC QoS statistics data export for a class map. 

Step 2 Router (config) # end Exits configuration mode. 

Step 3 Router# show mls qos statistics-export info Verifies the configuration. 
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This example shows how to enable PFC QoS statistics data export for a class map named class3 and 
verify the configuration: 

Router# configure terminal 
Router(config)# mls qos statistics-export class-map class3 
Router(config)# end 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Status and Configuration information 

Export Status : enabled 
Export Interval : 300 seconds 
Export Delimiter : 
Export Destination : Not configured 

QoS Statistics Data Export is enabled on following ports : 

FastEthernetS/24 

QoS Statistics Data export is enabled on following shared aggregate policers : 

aggrlM 

QoS Statistics Data Export is enabled on following class-maps: 

class3 
Router# 

When enabled for a class map, PFC QoS statistics data export contains the following fields, separated 
by the delimiter character: 

For data from a physical port: 

- Export type ("4" for a classmap and port) 

- Class map name 

- Direction ("in") 

- Slot/port 

- Number of in-profile packets 

- Number o f packets that exceed the CIR 

Number o f packets that exceed the PIR 

Time stamp 
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For data from a VLAN interface: 

- Export type ("5" for a class map and VLAN) 

- Classmap name 

- Direction ("in") 

- PFC or DFC slot number 

- VLANID 

- Number of in-profile packets 

Number o f packets that exceed the CIR 

- Number o f packets that exceed the PIR 

- Time stamp 

For data from a port channel interface: 

- Export type ("6" for a class map and port-channel) 

- Class map name 

- Direction ("in") 

- PFC or DFC slot number 

- Port channel ID 

- Number of in-profile packets 

- Number ofpackets that exceed the CIR 

- Number o f packets that exceed the PIR 

- Time stamp 

Setting lhe PFC QoS Statistics Data Export Time lnterval 

To set the time interval for the PFC QoS statistics data export, perform this task: 

Command 

Step 1 Router {config) # mls qos statistics -export 
interval interval_in_seconds 

Router{config)# no mls qos statistics-export 
interval interval_in_seconds 

Step 2 Router (config) # end 

Step 3 Router# show mls qos statistics -export in f o 

atai t 6500 Series Switch Cisco lOS Software Configuration Guide 
\ 

Purpose 

Sets the time interval for the PFC QoS statistics data 
export. 

Note The interval needs to be short enough to avoid 
counter wraparound with the activity in your 
configuration, but because exporting PFC QoS 
statistic creates a significant load on the switch, 
be careful when decreasing the interval. 

Reverts to the default time interval for the PFC QoS 
statistics data export. 

Exits configuration mode. 

Verifies the configuration. 
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Chapter 32 Conliguring PFC QoS 

This example shows how to set the PFC QoS statistics data export interval and ve · 

Router# configure terminal 
Router(config)# mls qos statistics-export interval 250 
Router(config)# end 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Status and Configuration information 

Export Status : enabled 
Export Interval : 250 seconds 
Export Delimiter : 
Export Destination : Not configured 

QoS Statistics Data Export is enabled on following ports : 

FastEthernetS/24 

QoS Statistics Data export is enabled on following shared aggregate policers : 

aggrlM 

QoS Statistics Data Export is enabled on following class-maps: 

class3 
Router# 

Configuring PFC QoS Statistics Data Export Destination Host and UDP Port 

To configure the PFC QoS statistics data export destination host and UDP port number, perform this task: 

Command 

Step 1 Router (config) # mls qos statistics-export 
destination {host_name I host_ip_address) 
{port port_number I syslog 
[facility facility_name] 
[severity severity_value]} 

Router(config)# no mls qos statistics-export 
destination 

Step2 Router(config)# end 

Step 3 Router# show mls qos statistics-export info 

~ .. 

Purpose 

Configures the PFC QoS statistics data export destination 
host and UDP port number. 

Clears configured values . 

Exits configuration mode. 

Verifies the configuration. 

Note When the PFC QoS data export destination is a syslog server, the exported data is prefaced with a syslog 
header. 

Tabl e 32-3 lists the supported PFC QoS data export facility and severity parameter values. 

Table 32-3 Supported PFC QoS Data Export Facility Parameter Values 

Na me Definition Na me Definition 

kem kemel messages cron cron/at subsystem 

use r random user-level messages loca !O reserved for local use 

mail mail system local! reserved for local use 

i="~-

Catalyst 6500 Series Switch Cisco lOS Software Confi~b)àtl§i. Glii®;.i;-:-:7'1~'"",:~· .. :· . 
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Chapter 32 Configuring PFC QoS 

Tãble 32-3 Supported PFC QoS Data Export Facility Parameter Values (continued) 

Na me Definition Na me Definition 

daemon system daemons local2 reserved for local use 

auth security/authentication messages local3 reserved for local use 

syslog internai syslogd messages local4 reserved for local use 

lpr line printer subsytem locaiS reserved for local use 

news netnews subsytem local6 reserved for local use 
-

uucp uucp subsystem local7 reserved -for loc.al use 

Tabl e 32-4 lists the supported PFC QoS data export severity parameter values. 

Tãble 32-4 Supported PFC QoS Data Export Sevelity Parameter Va/ues 

Severity Parameter 

Na me Number Definition 

emerg o system is unusable 

alert I action must be taken immediately 

crit 2 criticai conditions 

err 3 error conditions 

warning 4 warning conditions 

notice 5 normal but significant condition 

in f o 6 inforrnational 

debug 7 debug-level messages 

This example shows how to configure 172.20.52.3 as the destination host and syslog as the UDP port 
number and verify the configuration: 

Router# configure terminal 
Router(config)# mls qos statistics-export destination 172.20.52.3 syslog 
Router(config)# end 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Status and Configuration information 

Export Status : enabled 
Export Interval : 250 seconds 
Export Delimiter : 
Export Destination : 172 . 20.52.3, UDP port 514 Facility local6, Severity debug 

QoS Statistics Data Export is enabled on following ports: 

FastEthernet5/24 

QoS Statistics Data export is enabled on following shared aggregate pol i cers: 

aggrlM 

QoS Statistics Data Export is enabled on fo llowing class - maps: 

class3 

78-14099-03 BO 
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Chapter 32 Configuring PFC QoS 

Setting the PFC QoS Statistics Data Export Field Delimiter 

Command Purpose 

Step1 Router(config)# mls qos statistics-export 
delimiter delimiter_character 

Sets the PFC QoS statistics data export field delimiter. 

Router(config)# no mls qos statistics-export 
delimiter 

Reverts to the default PfC QoS statistics data export field 
delimiter d 

Step2 Router(config)# end Exits configuration mode. 

Verifies the configuration. Step 3 Router# show mls qos statistics-export info 

78-14099-03 BO 

This example shows how to set the PFC QoS statistics data export field delimiter and verify the 
configuration: 

Router# configure terminal 
Router(config)# mls qos statistics-export delimiter 
Router(config)# end 
Router# show mls qos statistics-export info 
QoS Statistics Data Export Status and Configuration information 

Export Status : enabled 
Export Interval : 250 seconds 
Export Delimiter : , 
Export Destination : 172.20.52.3, UDP port 514 Facility local6, Severity debug 

QoS Statistics Data Export is enabled on following ports: 

FastEthernet5/24 

QoS Statistics Data export is enabled on following shared aggregate policers: 

aggr1M 

QoS Statistics Data Export is enabled on following class-maps: 

class3 

Catalyst 6500 Series Switch Cisco lOS Soflwar 
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QuickSpecs HP ProLiant ML35! 

Overview 

1 . T wo Removoble Medi o Boys 6. System fon 

2. 48X Mox IDE (ATAPI) CD-ROM Drive 7. DIMM sockets for up to 8GB oi memory, optionolly interleoved 

3. 1 .44 Floppy Drive 8. Optionol 2nd Power Supply for hot-pluggoble 1 + 1 redundoncy 

4. Six 1" Hot Plug Drive Boys 

S. Five exponsion slots(four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI) 

What's New 

• Now ovoiloble with lntei®Xeon 2 .8 GHz Processors with 533MHz system bus. 

~~ .. --........ ~.;,;,..-..... -., .. 
ij h'QS 1/' ()J(JJU5 - r • • 

I GPMI - COI~RE IO ;: . 
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HP ProLiant ML350 Generation 3 

• The Proliant ML350 G3 is an expandable rack or tower platform delivering affordable 2-way performance and essential availability to corporate 
workgroups and growing businesses 

• Intel Xeon 2.4 GHz or 2.8 GHz processors (dual processar capability) with 512-KB level2 coche standard (full speed) and Hyper-Threading 

Technology 

• ServerWorks Grand Champion LE Chipset with 533-MHz Front Side Bus for 2.8GHz processar models or 400-MHz FS B for models < 2.8 GHz 
• lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
• Smart Array Controller (standard in Array Models only) 
• NC7760 PCI Gigabit Server Adapter (embedded) 
• 512MB of 2-way interleaving capable PC21 00 DOR SDRAM, with Advanced ECC capabilities (Array modJs only;-256MB standard on other 

models): Expandable to 8GB . 

• Flexible memory configurations allow interleaving (2x 1) or non-interleaving 
• Five available expansion slots: four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI 
• Two USB ports 
• Standard 6 x 1" Wide Ultra320 ready Hot Plug Drive Cage 

• Internai storage capacity of up to 880GB (6 x 146.8 GB 1 "), 1. 1 7 4-TB (2 x 146.8 GB 1" + 6 x 146.8 GB 1 ") with optional 2-bay hot plug drive cage 

option 

• 500W Hot-Piuggable Power Supply (standard) and an optional 500W Hot-Piuggable Redundant Power Supply (1 + 1) available 
• T ool-free entry to chassis and access to components 
• RBSU (ROM based setup utility) support, redundant ROM 
• lnsight Manager, SmartStart, ROM-based BIOS Setup Utility, and Automatic Server Recovery (ASR-2) 

) 
• Protected by HP Services, including a three-year, next business day, on-site, limited global warranty and extended Pre-Failure Warranty. 
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QuickSpecs HP ProLiant ML35 

Standard Features 

Processar 
O ne oi th e loliowing 
clepencling on Maciel: 

Coche Memory 

Upgradobility 

Chipset 

Memory 
tO nc oi the follov"ng 
rl r.pr:ndrng 

on model) 

Network Controller 

Exponsion Slots 

Storage C o ntroller 

5torage 

Intel Xeon Processar 2.8 GHz/533-512KB 

Intel Xeon Processar 2.4 GHz/400-512KB 

lntegroted 512-KB Levei 2 coche (full speed) 

Upgrodoble to dual processing _; 

ServerWorks Grond Chompion LE Chipset with 400-MHz or 533-MHz Front Side Bus (model dependent) 

N OTE. For more ,,formot,on rr.gorn 111rl Sr.rvcrWorks, plr.nsr. sf!C thr. lollow"'9 URL. 
1 ·, •11 ~ wv .. N. sr:• vc •w(,,-l.., r n n· ' pr o dt JC '\ . ( ''! f"" V r:vv. h!·vl 

N O TE: Th,s Wr.h si tr. '' ovodoblc in Engl ish only . 

2-woy interleaving capable PC21 00 DOR SDRAM running at 200MHz on 400MHz models ar 266MHz on 533MHz models 
with Advanced ECC capabilities 

Standord (Non-Array Models) 

Stondord (Arroy Models) 

Moximum 

256MB 

512MB 

8GB 

NC7760 Gigobit Server Adopter (embedded) 

1/0 (5 T atol, 5 Avoiloble) 

64-bit/1 OOMHz, PCI 

32-bit/33MHz, PCI 

4 (4 availoble) 
(Arroy model hos 3 ovodoblc) 

1 (1 available) 

PCI Voltoge: 

3 .3 Volt ar universal cords 

5 Volt ar universal cords 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 
Smort Arroy 641 Controller (2 8 GI-l ~ Arroy Modf! ls On ly) 

Diskette Drives 

CD-ROM 

Hord Drives 

Moximum Internai Storoge 

Externai Storoge 

1.44MB 

48x IDE (ATAPI) CD-ROM Drive 

Nane 

1.17 4 TB GB (6 x 146.8 GB 1" with stondord internai hot plug drive coge + 
(2 x 146.8 GB 1 ") with optionol ML3xx Two Boy Hot Plug SCSI Drive Coge) 

Two externai SCSI knockouts ovoiloble, optionol Proliont ML350 Internai to Externai SCSI 

Coble Option Kit required 

• HD68 Internai to Externai SCSI Coble Option Kit PN 159547-B22 
e VHDCI Internai to Externai SCSI Coble Option Kit PN 333370-B21 

. • I 

~~ . 
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QuiclcSpecs HP ProLiant ML350 Generation 3 

Graphics 

Form Factor 

i n v • n t 

Parai lei 

Serial 

Pointing Device (Mouse) 

Graphics 

Keyboard 

Network RJ -45 

USB 2 
1''-i O TE: Pleuse sec thc lo llow"19 URL lo• odd• ••o nol tnlo rm ol ton regord•ng USB suppo•1 

IIII JJ ; , .. -vw .. ~ < ur r qJU t 1 • ur 11, pr uUuctS/ SCt VC I '.:1 / ~~UI.loMns; •J '.:IP · ~uppo11 hln d 

N O TE: Th, s Web s•lc •s ovodoble 111 Engl tsh Ônl y.· 

Extemal SCSI knockouts 2 

lntegrated ATI RAGE XL Video Contra/ler with 8-MB SDRAM Video Memory 

Tower ar rack (SU) 

NOTE: Rock mode ls (ond rock converstOI1 ktl) suppo•1: 

• Squo•e hole rod s lt om 2 ; · . 32' dee'p ( •n c l udtn~ Cornpoq/ I·IP /000, 9000, I 0000 0 11cl 119 SC11es) 

• Squorc ar •Ound ho le •ucks, l.orn 2~ " . 3)" d8ep (including HP Rock Syslem / E ond I·IP Sys lems, wtt h t ll1 od,ustrne11t ) 

• T elco rocks with 3rd po11 opl•on k•l I 10m Rock Solu1ions 

http :/ / www . rockso lul io• •s.co m/co·11puq1 p• oduCis. htn' 
NOTE: This W eb site ;~;;;; l; b l e .in English onl y. 

·,· 
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QuickSpecs HP ProLiant ML35 

Standard Features 

Proliant Essentials 

Foundation Pack 
Software 

lndustry Standard 

Compliance 

i n v • n I 

lnsight Manager 7 

Management Agents 

SmartStart 

ActiveUpdate 

ROMPaq, support software, 

and configuration utilities 

Survey Utility and diagnostics 

utilities 

Optional Proliant Essenlials 

Value Packs 

lnsight Manager 7 helps maximize system uptime and performance and reduces lhe cosi of 

maintaining lhe IT infrastructure by providing proactive notification of problems before 
those problems result in costly downtime ond reduced productivity. lnsight Monoger 7 is 

easy to sei up and provides rapid access ta detailed fault and performance information 

gathered by lhe Monagemenl Agents. One-click-access to lhe Remate lnsight Lights Out 

Edition 11 board allows systems administralors to take full graphicol contrai of Proliant 

servers in remate locations ar lights-out data centers. Finally, lnsight Manager 7 in concert 

with lhe Version Contrai Agents and Version Contrai Repository Manager enables systems 

administralors to version manage and update !inlem s<?ftware across groups of Proliant 
servers. 

The Management Agents form lhe foundation for HP's lntelligent Manageability strategy. 

They provide direcl, browser-based access to in-depth instrumenlation built into HP servers, 

workstations, desktops, and portables, and send alerts to lnsight Manager 7 and other 

enterprise management applications in case of subsystem ar environmental failures . For 

additional information about lhe Management Agents and other management products 

from HP, please visit the management Web site ai http · ~w"""V~:'l1.~ n'_'::.i.".':.:':~' : '.~~o>r:.. 

SmartStart is a tool that simplifies server setup, providing a rapid woy to deploy reliable 

and consistent server configurations. For more infarmation, please visit lhe SmartStart 
website at http. / fwwv.; hr .co m/serve ··s/ monoge. 

Smn r1Stnrt v0.rsron supported (rn mirnurn) : SrnorlStorl 5.50 

ActiveUpdate is a web-bosed application that keeps IT managers directly connected to HP 

for proactive notification and delivery of lhe lates! software updates. 

The lates! software, drivers, and firmware fully optimized and tested for your Proliant server 

and options. 

The mos! advanced configuration analysis, reporting and troubleshooting utilities used by 

HP and ai your fingertips. 

Optional software offerings that selectively extend the functionality of an Adaptive 

lnfrastructure to address specific business problems and needs: 

• Rapid Deployment Pack- an automated solution for multi-server deployment and 

provisioning, enabling companies to quickly and easily adapt to changing 

business demands. 

• Workload Management Pack - provides easier management of complex 

environments, improving overall server utilization and enabling Windows 2000 
customers for the first time to confidently deploy multiple applicalions on a single 
multiprocessar Proliant Server. 

• Performance Management Pack - a performance management solution that 

identifies and exploins hardware performance bottlenecks on Proliant servers and 

attoched options enabling users to better utilize their valuable resources. 

NOTE . Fltexible ond volume quonti ly lo ccnsc kots ore ovoiloble fo r Prolionl Essentiols V alue Pocks . Refcr to 
1'l tl p , . w ww hp com /scrvP.r S I pro lo ontP.ssf'nt•n ls Of thc vorious Prolion l Essent io ls Volve Pock product QUickSpecs for more 

rn fo r·n,n l ron 

N O TE : For rnore onforrnotoon rcgordonq Proloont Esscnt iol s Softwme. p leose sce the fol lowinq URL : 

l,t t p ' www hp.( O n1 <;(' rV ('r :=; p rn i• oP i co;o::.(' n !l n lo; 

N OTE Thr:sr W0.h sdP. s nrr> nvnilnh lc r!l Fnql rc:.h nnlv 

ACPI V1 .0B Compliant 

PCI 2 .2 Compliont 

PXE Support 

WOL Support 

PCI-X 1.0 Compliant 
Novell Certilied 

Microsoft Logo certilications 

DA - 11430 North America - Ver;;on 23 - July 17, 2003 
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Security 

Server Power Cords 

Power Supply 

System Fans 

Required Cabling 

OS Support 

I 
(\ 
\ . 
v i n v e n I 

HP ProLiont ML350 Generation 3 

lnsight Manager 7 

Redundant ROM 

System Firmware Update 

ROMPaq 
Remate lnsight Lights-Out Edition 11 (optional) 

Proliant RBSU (ROM-Based Setuf? Utility) 

Automatic Server Recovery-2 (ASR-2) 

Drive Para meter Tracking (with Smart Array Contrai ler) 
Dynamic Sector Repairing (with Smart Array Contrai ler) 
Pre-Failure Warranty (covers processors, memory and hard drives) 

Power-on possword 

Setup password 

Diskette boot contrai 

Porallel and serial interface contrai 

Disk configuration lock 

Power switch security 

One Lowline NEMA power cord ond one Highline IEC Power cord ship stondord 

T ower models ship with standard country specific power cords. 
Rack models ship with IEC cables. Depending on the country, some also ship with country specific power cords 

Redundant power supply options ship with country specific power cords with the exception of the -B21 Rack SKU which 

ships with an IEC cable only. 

500 Watts, Power Factor Correction (PFC) , Hot Plug 1 00 to 240 VAC Rated lnput Voltage (Auto-sensing), CE Mark 

Compliant 

Optional 2nd Power Supply for hot-pluggable 1 + 1 redundancy. 

2 fans ship standard, 2 fans total supported (does not include power supply fans) 

For required cabling information, reler to the HP Web site at '" 'P 1 www l 1p <.0 111 · se 1 ve1>~ fliDII O<IIM lJ"JU 

NOTE: ThiS Web S1te 15 ovodc:blc 111 E11\JI1sh o11l y. 

Microsoft Windows NT® Server 4.0 and Terminal Server 4.0 

Microsoft BackOffice Small Business Server 2000 

Microsoft Windows 2000 Server and Advanced Server 

Windows Server 2003 

Novel I NetWare 5.1 , 6.0 
Novell NetWore Small Business Suite 6 .0 

SCO OpenServer 5.0.6a 
SCO OpenUnix 8 SCO UnixWar~ 7.1.1 

IBM OS/2 Worp Server for e-business 

LINUX (Red Hat, 2.1 Advanced Server, Red Hat 8 .0 and Red Hat 7.3 , SuSE, SLES7, Unitedlinux 1.0) 

) 

) 

NOTE Fo r o m o re r omplt.~ r c tHvl up rll J l rl 1' 11<.., l rr rld ui ">uf.)puri~d OSs und vc rsruns, p lcosc ·/ rSr t ou rOS Suppur1 fv\utr rx ur 

hp· / /ftp cornpoq com; pub, p(UC'.J b ; s~ ... , v , ·r :l o~ - Juppur r - r r l ~!l, r).-j lU pJI 

N O T E Optionol hurdworç me y be r eq u Ht-!d ru suppon sorne opt~r o rr ng syste rn s . 

N O TE Fo, 011 up-lo-Jot" IISIII 'SJ oi the lu lt!Sl cl"v'' ' s uvudoiJie lo1 1l1e ProL,ol11 ML3SO. please see . 

h ttp 1 / www (() lllf)Cllj lU rt ')u ppu r l ' " ~ · :, ') t·r v • · · ·d t · · 11l t1 1 

NOTE These Web sites ore ovoi"loble " ' E11SJI'sh o11 ly . 

DA - 11 430 Nonh Ameri ca - Version 23 - July 17, 2003 Page 6 



c 

QuickSpecs 
Standard Features 

Rack Airflow Requirements 

lnstallation of Server into 

Telco Racks 

HP Factory Express 

Capabilities 

i n w • n t 

• Rock 9000 ond 10000 series Cobinets 

The increosing power of new high-performonce processar technology requires increosed cooling efficiency for rock­

mounted servers. The 9000 ond 1 0000 Series Rocks provide enhonced oirflow for moximum cooling, ollowing these 

rocks to be fully looded with servers using the lotes! processors. 

• Rock 7000 series Cobinets 

When instolling o server with processors running ot speeds of 550 MHz or greoter in Rock 7000 series rocks with 

gloss doors (165753-001 (42U), ond 163747-001 (22U)), the new processar technology requires the instollotion of 

HP's new High Airflow Rock Doer lnserts (327281-821 (42U), 327281-822 (42U 6 pock), or 157847-821 (22U)) to -- ... . 
promete enhonced oirflow for moximum cooling . .i 

CAUT ION. 11 o th .,·d.po•iy rock '' u'P.rl. oh>r,rvP. thP. fo llowing oddit•onol requiremP.nts to cnsurc adP.quotP. oirflow ond 10 

pr0.vP.nl dnmngc to th P. cqu rprnP.nl : 

O Front nnd rco r doors H vOIJr 11 ?U serve r rnck rnclurles cl osr ng front nnd reor doors, you n1ust ollow 830 

squ~re "~c hP. s (:,.J:,O 'Cf em) of holc P.venly d i,tributed from top to bottom to pcrmit odcquote oirflow 

(cqtHvolcnt to thc rcqlJircrl Ó'i pr.rccnt open oreo for venl ilol ion). 

O S•de . Thc ciP.nroncc hctwccn th<> in,tollcd rock component ond the side ponels of the rock musl hr. o 

n"lrnrn'lurn o f 2.75 rnchcs (7 crn) . 

CAUTIO N : Alwoy' use hlonk.ng ponP.I, to lifl oi I remo"'ing empty front ponP.I U·spoces "' the rock . This orrongemen~ 

cnsurcs propP.r ou-flow. U.srng n rock. wrthor1l blnnk111g pnncls resu lts in improper coolrng thot con leod to thcrmol domoge . 

N OTE: For odd itionol infonnotion. rele r to thc Sclup ond lnstol lolion Guidc or the Documenlolion CD provided wi th the 

server, or to lhe server documentolion locoled in the Supporl secl ion ot l he fo llowing URL: 
hllp : :' /www5 . hp .com /S f!fve rs/ pro:,ontr .... ,!J!JO 
N O T E: This Wcb site is ovo ilob lc in English on ly. 

ML350 G3 rock model support: Support for ali 2-post Telco rocks requires the use of the rock kit ond on odditionol option 
kit from Rock Solutions. http ://www. rocksolut ions.com/compoq 
N O TE : Thi s Web ~ ile is ovoi l;blei ,:;E,~g li sh o-;:; ly. -- c- -

HP Fadory Express gives you the flexibility to choose from a full menu of foctory capabilities ali in one monufaduring 

focility, in one process, with one touch giving you full contrai ond occess to HP's World closs monufocturing focility 

onytime. This opprooch provides you the speed to deploy your IT needs, with total quolity ossuronce, reliobility, ond 

predictability to lower your total cost of ownership by letting HP insto li, rock, and customize your software ond hardware 

options for you. 
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QuickSpecs HP ProLiant ML350 Generation 3 

HP Services provides a three-year, limited warranty, including Pre-Failure Warranty (coverage of hard drives, memory and 

processors) fully supported by a warldwide network of resellers and service providers and lifetime toll-free 7 x 24 hardware 

technical phane support. In addition, available service offerings include: 
N O TE : Lim ited Warranty includes 3 yea r Pari s, 3 yea r Labor, 3-year o n -s ite su ppori . 

A full range of HP Core Pack packaged hardware and software services: 

• lnstallatian and start up 

• Extended coverage hours and enhanced response times 

• System management and performance services 
• Availability and recovery services 

N OTE: For more wdomotron, vrs il l1rrp ww~. tqJ lOrn / setviCes,Lurepock. 

Please see the lollow"'9 URL •egord 11 19 Wu " " "' Y lrdo,.no t• on For Your 1-\P Produc ts 

~:_!lP ·!~www . conlpOq corr1 t supp(Jr t/ W\ ,, r r urt y u fJ'0 ' ud t ~ ~' we!J :,tO tt~r~r~ni ~/ I I ó/3U .lllml 

For addi llo nal ll11ormat•on regord,ng WuriJw,d<> L"n,red Wo,.ollty and Techr11cul Suppori, pleose see the lollowu1g URL 

ltp·/ ;ltp .compoq .com/pub!Suppur; ""o """"u". c 1u u"''-'Y ' I /{JI38 .pdl 

N O TE : Th~;-e- w~b sites ore ovotloble 111 Eng l.sh Olll y 

NOTE : Cer10111 restnctoons and cxclusoons opply . Consult the Custooneo Suppo il Center ot 1-800-34:,-1:,18 lar de tuo. 

(h~·--+------7\------------
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QuickSpecs 

( . 

Modefs 

ML350T03 X2 .8-
512KB/533, 
256MB 
311523-001 

ML350R03 X2.8-
512KB/533, 
256MB 
311524-001 

ML350T03 X2 .8-
512KB/533, 
512MB Array 
311525-001 

c v\L350R03 X2 .8-
512KB/533, 
512MB Array 
311526-001 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

HP ProLiant ML3 

( 1) Intel Xeon Processar 2.8 GHz Processar standard (up to 2 supported) ._ __ ~ 

lntegroted 512-KB Levei 2 coche per processar 

256 MB Advonced ECC PC21 00 DDR SDRAM DIMM (Stondord) to 8 GB (Maximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship stondord 

1.174 TB maximum hot plug (with optionol drive coge & hord drives) 
-

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB Advonced ECC PC21 00 DDR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigabit Server Adopter (lntegroted/ Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Nane ship standard 

1 . 1 7 4 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

(1) Intel Xeon Processar 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

512 MB Advonced ECC PC21 00 DDR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Smort Arroy 641 

Nane ship standord 

1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar standard (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

512 MB oi Advanced ECC PC21 00 DDR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC77 60 PCI Gigobit Server Adopter (lntegroted/ Embedded) 

lntegroted Dual Channel Wide Ultro3 SCSI Adopter 

Smort Arroy 641 

Nane ship stondord 

1.174 TB moximum hot plug (with optionol hord drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

DA - 11430 North Ame rico ersion 23 - July 1 7, 2003 
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ML350T03 X2.4-
512KB/400, 
256MB 
269786-001 

ML350R03 X2.4-
512KB/400, 
256MB 
269787-001 

i n v • n t 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drive 

Internai Storage 

Optical Drive 

Form Factor 

Processor{s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

Form Factor 

DA- 11430 

HP ProLiant ML350 Generation 3 

{1) Intel Xeon Processar 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC2l 0 0 DOR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
{Moximum) 

NC7760 PCI Gigobit Server Adopter {lntegroted/Embedded) 

lntegroted Duol Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1.174 TB moximum hot plug (with optionol hord drive coge) 

48x IDE {ATAPI) CD-ROM Drive 

Tower (SU) 

(l) Xeon 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(Moximum) 

NC77 60 PCI Gigobit Server Adopter {lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1.174 TB moximum hot plug {with optionol hord drives & drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (SU) 

North Americo - Vers ion 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML 

Options 

Proliont ML350 G3 
Unique Options 

Proliont Essentiols 
Volue Pock Softwore 

HP NetServer Tronsition 
Services 

Hot Plug Redundant Pawer Supply Option Kit 

Hat Plug Redundant Pawer Supply Option Kit (cable) 

NOTE: PN 283ó!:l5-1321 SKU COI110 oi1S lhe 211rl power supply wilh 011 IEC power cob le. 011 ly 

purchosr. of co11n<'clo11g lo PDU/U f'S lho! sunpo ois IEC cobles. Ali olhcr SKUs conloi11 counl ry specific 

powr.r cohlr.s. 

Intel Xeon 2.80 GHz-512K8 Processar Option Kit 

N OTE Thr. 2 8 Gl -17 procr-,ssor optoon kot (f'N 3 1-1763-8211 supflorls Prolocml M L350 G3 syslems 

wolh 533 Ml l7 fro111 sorlr. hus o11ly Thos l· ol c r""'"' he tJSr.d o11 400 M il? fronl side bus syslems such os 

thme woth 2 ~ Gi l?. 2 2GII7 no 2 O Gi l? procr.'Soos . ·' -

Intel Xeon 2 .40 GHz-512K8 Processar Option Kit 
NOTE · Thos po ocr.ssor onloOI1 kol (PN 25/913-821) SllflJ)Oois lhr: Proloonl ML350 G3 s~ervers . 

Intel Xeon 2 .20 GHz-512K8 Processar Option Kit 

N OTE. Thos po-oc r.ssor oploo11 l:ol (PN 283702-1321) SllflflOrls lhr: Proloonl ML350 G3 s~eovers . 

Intel Xeon 2 .0 GHz-512K8 Processar Option Kit 

NOTE : Thos processao on1oo11 koi (PN 283 70 I -132 I) Sllfl flO ois the Proloonl ML350 G3 sr.overs. 

Proliant ML350 G3 T ower to Rock Conversion Kit (CPQ brond) 

Ropid Deployment Pock, 1 User, V1.x 

NOTE . Thos locci1SC ollows I scov,.- to be 1110110QP.d ond deployed via lhe Deployonent Serve r. 

Rapid Deployment Pock, 1 O Users, V1 .x 

NOTE : This license ol lows I O servers lo he on onoged ond deployed via the Deployonent Serve r. 

Flexible Quantity License Kit 

License-Only - for use with a Master License Agreement 

Proliant Essentials Workload Management Pack 2 .0 (Featuring Compaq Resource Partitioning 
Manoger version 2.0) 

Proliant Essentiols Performance Manogement Pock Fle~ible License 

N O TE : Flexible ond volume quontil y license kits ore avoi loble for Pro lionl Essentio ls Vo lue Pocks. 
Reler to http ://www.hp.com /servcrs/ prolrontcsserd iol s or the vorious Proliont Essentiols Vo lve Pock 

producl QuockSpccs for morr: í11formnlion. 

N O TE : For more o11foronnloo11 rP.gnrchng Proloonl EssP.I1tiols Softwnrc, pleose see thP. following URL: 
http · wv1w hp con1 sc,vcr..,/pro l rnnte5~cntlnls 

N OTE. Thcsc Web soles nrr. ovnoloblr. "' E11(Jiosh 011iy . 

H P NetServer to Proliont integrotion ond ossessment service 

NOTE: HP idenlifiP.s curre111 l~evels o f NP.tScrver suppooi, services, ond manogemenl . This scrvice 

helps moxim,ze cuslomer's obili ty lo odd Proliont p lolforrns into their current environment. 

HP TopTools to lnsight Manager 7 installation and startup service 

NQT[ : rrovrOcs on-s de rc:vrc:w, rnstnl!nhon nn<l conlrg urn !lon scrvices f o,. lnsight Monoger 7. l lP 

wdl olso rc-crco te, os closP. Iy os possrblr., lhe: vrews ond rcnorls frorn the custome r's c urrent Top Tools 

confrÇ1u rnhon Thr s servrcr. nssurr.s n smooth trnnsllion to thc: Prolio nt Essentio ls softwnre . 

HP NetServer to Pro liant Essentials Rapid Deployment Pock installotion and startup service 

N O TE . lnstn!l ond con frgtJrr. RcqJ rcl Ocploymr.nt Pock in o tcst cnvrronn1en t , thcn dcploy o servcr 

n"ll( l ç.JC: ro ( l 111nxHll tJ11l n/ 2.:,0 syst r. rns rn thr. pro(hJ ctrcJn c:nvrronn1cnt . Thr s se,-vrcc heips to ns s u rc 

~urrcssftJI systf!n1 rlcploymcnf. 

DA- 11430 North Ameri co - Version - July 17, 2003 

283655-821 

314763-821 

257913-821 

283702-821 

283701 -821 

290683-821 

2671 96-821 

269817-821 

302127-821 

302128-821 

303284-821 

306697-821 

304 164-002 

304163-002 

304162-002 
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QuickSpecs HP ProLiant ML350 Generation 3 

Memory (DIMMs) 

Interno( Storage 

Optical Drives 

Hard Drives 

Intel Xeon 2.80 GHz-512KB Processar Option Kit 
N O TE: The 2.B GHz processo r oplron krl (PN 3 I 4 7 63 · B2 I ) suppons Prol ionl ML350 G3 sys lems 

wi lh 533 MHz lronl side bus on ly. This krl connol be used 111 400 MHz lronl srde bus syslems such os 

1hhose wilh 2 .4 GHz, 2 .2GHz or 2.0 G li z processors. 

Intel Xeon 2.40 GHz-512KB Processar Option Kit 
N OTE: This processar opl ron kil suppons Pr olrunr ML350 G3 servers wrlh 400 Mt-lz I ror li si de bus 
only . This ki l (PN 257913·B2 1) CCHHlOI be useJ rn 533 Ml-tz lron1 srde bus syslerns such os lhe 2 .8 
G li z syslern s. 

Intel Xeon 2 .20 GHz-512KB Processar Option Kit 
N O TE: Ti1rs processar oprron ''I su ppor1S l'r o lronr ML350 G3 Sérvers wrl h 400 Mrl7 Ira .. < srde bus 
on ly. Thrs kil (PN 283/02·B21 ) cu 1r101 be used 111 533 Ml lz lronl src.J e bus sy s l é ~lS such os lhe 2 8 
Gli z syslern s. 

Intel Xeon 2.0 GHz-512KB Processar Option Kit 
N O TE: Thrs processar op1ron ki l supporl s Pr o l runl MLJ50 GJ s,, vers wrlh '100 Mllz lrorrr srdc bus 

only . Thrs ki1 (PN 283/0 I·B2 1) co.H1ul b" used "' 533 Ml l1 lru11r srdc bus >YS'" "' s such os 1he 2.8 
G l lz sys lems. 

N O TE : The ML350 G J supporcs bo1h rnlerheoved u11J non· 11 llerleuved rne1110ry conligurolrons. Bose 
models ship slondord wr lh one 25oMB DIMM or 011e 5 12MB DIMM (Arruy rnodels) . For bes1 
pe rformance au to motrco lly u1vokP rntedeuvH1 S:J by populot1119 mcm o ry rn rd enticul pu us. lf I G B of 

1o1ol memory is desrred odd lhre·= '56MB OIMMs 10 lhe base conlrgurolron. 11 1.5GB oi memory is 
des ired odd one 256MB DIMM ·:·0 porr wrl h lhe SIOildord DIMM) ond lwo 5 12MB DIMMs. 
lnterleov ing ond instollot ion oi " " "nory 111 porrs is nol req ur red. Add ony combinotion oi memory 
DIMMs below to operole in non·ir.terl eaved made. 

N O TE: Each SDRAM Memory kil canlai ns one (I ) DI MM. 

128MB af Advanced ECC PC21 00 DOR SDRAM DIMM Memary Kit (1 x 128 MB) 

256MB af Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 256 MB) 

512MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Kit (1 x 512 MB) 

1024MB of Advanced ECC PC2100 DOR SDRAM DIMM Memary Kit (1 x 1024MB) 

2048MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memary Kit (1 x 2048MB) 

ML3xx T wo Bay Hot Plug SCSI Drive Coge 
N O TE : The drrve coge oplron kr l (PN 2-1,1U j<} . [3 2 1) hos une I cJ ~r v e buy u ~r d orlt: I 6 cl rr ve buy. l1 

insto lls 111 lwo ovurloble rern ovoblc' ~rr ed r a buys. 

16X DVD-ROM Drive Optian Kit (Carbon) 

CD-RW/DVD-ROM 48X Comba Drive Option Kit 

Ultra320 - Universal Hot Plug 

1 46.8-GB J 0,000 rpm U320 Universal Hard Orive (J '1 
72 .8-GB 10,000 rpm U320 Universal Hard Drive (1 ") 

36.4-GB 10,000 rpm U320 Universal Hard Drive (l ") 

72 .8-GB 15,000 rpm U320 Universal Hard Drive (l ") 

36.4 -GB 15,000 rpm U320 Universal Hard Drive (l ") 

18.2-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

1'-J OTE. Ali U 320 Unrvcrsu l HurLl U r r v t..~ ~ ur L' IHt LI-.. .vur d ( U tt t pu l liJit~ 10 U '2 ~; • UJ ::, }J t_; t~cl s . UJ2U d 11ves 

require an optioncil U320 Smor1 Arroy Co~rl r o l l•• r u• UJ20 SCSI li BA 10 suppor1 U320 lronsler roles 

N O T E. Pl L!u SC St.!c lhe V'/, Jc Ul;,uJLU U• • · ~ ~: • :.,u i : lul i'hJ~ Uu .u-..J /.J l:l ~l u r udd lltvt tU I lc UH IH ... UI 

ud O tll lUIIUil O t l ll H! hwd d r 1 v e ~ :::-v tJj)U tl d t.:: l u d ~, JH o '! l :-, t ' >C t ' !I te h JiiUW H I~ 

' ll l jJ 'N \1\/>N I o ,l! J! H h ! J' ' ' .JHH I 1·, . , , " • 'i' ' J 1] . 

DA. 11430 North Americo - Version 23 - July 17, 2003 

314763-B21 

257913-B21 

283702-B21 

283 701-B2 1 

287494-B21 

287495-B21 

287496-B21 

287497-B21 

301044-B21 

244059-B2 1 

217053-B21 

33131 

28671 6-B22 

286714 -B22 

286713-B22 

286778-B22 

286776-B22 

286775-B22 

Page 12 



( 

QuickSpecs HP ProLiant ML 

Options 

Storage Controllers 

Wireless HAP Solution 

i n v • n t 

Smart Array 6402/128 Cantraller 

Smart Array 64 1 Controller 

Smart Array 642 Central ler 

Compaq RAIO LC2 Controller 

Smart Array 532 Conlroller 

Smart Array 5302/128 Controller 

Smart Array 5304/256 Controller 

Smart Array 5312 Controller 

Smart Array 641 Controller 

Smart Array 642 Controller 

Ultra3 Channel Expansion Module for Smart Array 5300 Controller 

128-MB Coche Module for Smart Array 5302 Controller 

RAIO ADG Upgrade for Smart Array 5302 

256-MB Battery Backed Coche Module 

_; 

NOTE : Th ,s 256-MB Bntt~ery Bnrkcd Cnrhr Mnrhdc StJPPOiiS thc Smn1i Arrny 5300 sencs cnntrollc rs, 
MSA I 000 nnd thP. Smo1i An-oy ( h, stcr Sto'o(JC . 

256MB Coche Upgrade lar SA-6402 
N OTE: Th,s 256-MB Bnttcry-Borkrd Cnrhr: Mnrhdr JJpgrndc kit supports the Smorl Arroy 6~00 senes 
con troiiP.r only. 

64-8it/66-MHz Dual Channel Wide Ultra3 SCSI Adapter, Alternate OS 

64 -Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

N OTE: Plensc see the lollow,ng Conlroller or SCSI Adopler QuickSpecs for T echnicol Specilicotions 
sue h as PCI Bus, PCI Penk Doto T ronsler Role, SCSI Prolocols supporled, SCSI Peok Doto T ronsler 
Ro le, Chonnels, SCSI Paris, Dnves supported, Coche, RAIO suppori, ond oddilionol inlormotion: 
http·/lwwwS.ro,-npnq.com/ productsi q<IICkspccs/ I 06.'->2 no/ I 0652 ,,o_ HTML 
(RAID-LC2) ----------- --- --------------

i_:!!_p:l /www5 .cnmpos.com/ producls/quickspcxs/ l 0851 ~, CJ /1 085 ~ n(l_. H~~ 
(Smort Arroy 532) 
l~tfp · lfwww~.C()rY'I!)Oq.<.(lr·n / prnrltJrls/qt P CV~pr:r.:; ' 1 Oó· IO •1n/l 06110 110 . 1 ITML 

(SmCJii Arroy 5300 Scncs) 
http ,, wwwS cn r11poq ( 0111 , prorll rCts / clt Pd.sllí'f ~ ' ':128 .,n , I l328 '10 I !Ttv',L 

(SmCJrl Arroy 53 I 21 
http .'1www~~·- n n · t H I (f ' 1 JP1l l ' OdtH 1 S 'il r ' r~ ~ ll f'• S 1 l:oB / f)(! /. ! ~B/ ·1n l fTML 

(Smoli Arroy 6~ 02\ 
hflp . I ~-'1 . rnmp(IC'j ro r·n 1fJI'()rltKIS / flii'(L· s p0.< C:. ' 1 156::: '"1 (1 / l 1 ~(.,] r''\(J l iTMl 

(Smorl Arroy ó~ I) 

h t 11~·~0w~~o?mpnq ( Ofl1 · p rnritt<fo.;,npt1rL-c:.prr<. ! 1)1<~ nn /1 1563 nn .IITML 

(Smorl Arrny 6~ 2\ 
1~.1 ./ /_:::v_ww~. Cí>ll'~I)O(j. (O rT'! p•· on\J(· t ~ , ( I• Prk~l· r.~ o:., ' () .1?.9 nn ,'\ 0<129 "~O I !TML 

(SCSI Adoptcrl 
http~www~.c:_ornpoq . com p t·oductsl q\Híl<sprxs ; I~~~ nov/1 I :,f):, nn .HTI\AL 

(U320 Adnptcri 

Compoq WL41 O Wireless SMB Access Point 

DA- 11430 North Americo- Versioh--2_J_- July 17, 2003 

,Jr -

273915-B21 

291966-B21 

291967-821 

188044-B21 

225338-B21 

283552-821 

283551-B21 

238633-B21 

291966-821 

291967-B21 

153507-B21 

153506-B21 

288601-B21 

254786-B21 

273913-B21 

284688-B21 

268351-B21 

191811-001 

3697 
~ L)Qr· 
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QuickSpecs HP ProLiant ML350 Generation 3 

Management Options 

Security 

Monitors 

invent "'~ 

NC3123 Fast Ethernet NIC PCI 1 0/100 WOL and PXE 

NC3134 Fast Ethernet NIC 64 PCI Dual Port 1 0/1 00 

NC3135 Fast Ethernet Module Dual 10/1 00 Upgrade Module for NC3134 

NC6132 1000 5X Upgrade Module for NC3134 

NC6136 Gigabit 5erver Adapte r, 64-bit/66MHz, PC I, 1 000 5X 

NC61 70 Dual Port PCI-X 1 0005X Gigabit 5erver Adapter 

NC6770 PCI-X Gigabit 5erver Adapter, 1 000-5X 

NC7170 Dual Port PC I-X 1 OOOT Gigabit 5erver Adapter 

NC7132 Gigabit Upgrade Module 10/100/1 000-T 

NC7770 PCI-X Gigabit server adapter 

56K v.90 PCI Modem 

NOTE : Any NC3 I XX, NC6 I XX, NC 7 I XX ur NC I !XX NIC co n be used lot redundoncy wrth the 

embedded NC7760 Network Contro ller 

Remate lnsight lights-Out Edition 11 

HP/Atalla AXL600L 55L Accelerator Card for Proliant 5ervers 

Essential Sedes 

Compaq 59500 CRT Monitor (19-inch, Carbon/Silver) 

Compoq 57500 CRT Monitor (17-inch, Corbon/5ilver) 

Compoq 55500 CRT Monitor (15-inch Corbon/5ilver) 

Compoq TFT1501 Flot Ponel Monitor (15-inch, Corbon/5ilver) 

Compoq TFT1701 Flot Panel Monitor (17-inch, Corbon/5ilver) 
~l 

Advantage Sedes 

Compaq V7550 CRT Colar Monitor (1 7-inch, Carbon/Silver) 

Compoq TFT1720 Flot Panel Monitor (17-inch, Corbon/5ilver) 

Compoq FT1720M Flot Ponel Monitor 
(17 -inch, Corbon/5ilver, includes speoker, U58 port, heodphone) 

Compoq TFT1520 Flot Panel Monitor (15-inch, Corbon/5ilver) 

Compaq TFT1520M Flot Ponel Monitor 

(15-inch, Corbon/5ilver includes speoker, U58 port, heodphone) 

Performance Series 

HP P930 CRT Monitor (1 9-inch, Flat-screen, Corbon/Silver) 

HP P1130 CRT Monitor (21-inch, Flot-screen, Corbon/5ilver) 

HP L 1825 Flot Ponel Monitor (18-inch, Corbon/5ilver) 

HP L2025 Flot Ponel Monitor (20-inch, Corbon/5ilver) 

Compoq TFT1825 Fiai Ponel Monitor (18-inch, Corbon/5ilver) 

Compoq TFT2025 Fiai Ponel Monitor (20-inch, Corbon/5ilver) 

Rackmount Flat Pane/ Monitors 

TFTS 1 1 OR Flot Pane/ Monitor (Corbon) 

·NOTE : Mo nilors. lorge r thon 1/" noy be toa heovy lo r use in rock systems 

DA- 11430 North America - Versian 23 - July 17, 2003 

174830-821 

138603-821 

138604-821 

338456-823 

203539-821 

313879-821 

244949-821 

313881-821 

153543-821 

244948-821 

239137-001 

227251-001 

524545-821 

261615-003 

261606-001 

261602-001 

301042-003 

292847-003 

261611-003 

295926-003 

301958-003 

295925-003 

301957-003 

) 
302268-003 

302270-003 

303486-003 

303102-003 

296751-003 

285550-003 

281683-821 
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QuickSpecs 
Options 

Tope Drives 

i n v e n t 

Internai ond Externai DAT Tope Drives 

lnterna/12/ 24-GB DAT Drive (Opa/) 

NOTE : Plcnsc "'" thc 12/2~ -GB DAT Dr.vc Ou ickSpccs for oddttionol opt ions sue h os cosscttes ond 
for n11 up-to -dotc ltsltng of thc lotes! 0 /S Supporl rktnds, p lcosc sec thc fo llowtt>g . 

~1:t~ ·~~ww~ ro r~p r HJ r nm 'p,.orluris / n t rll l ' • I '~"' ' -:. t 07 . ~ C.J •v , I Q_2 .l~·•n I ITMI 

HP StorogeWorks 20/40-GB DAT DDS-4 Tope Drive, Internai (Corbon) 

HP StorogeWorks 20/40-G8 DAT DDS-4 Tope Drive, Externai (Corbon) 

HP StorogeWorks Internai 20/40-G8 DAT, Hot Plug (Corbon) 

N OTE : PleosP. scP. thc 20/~0-GB DAT Topr. Drivc OuickSpccs for ndditiono l ophons such os host 

hus ndoplcrs, controllcrs, cosscttcs, cmd fot 011 up-to-dntc listi11g of the lotes! 0 / S Suppofi detoils, 

pl,osr. ser. thc follow•ng 
hltp • WWW~) ííl • .. n pn q rf) r n t ll• rxh r rt~1 qtJ •r l- sp~c c:. '1 0 11 ?6 pn / 1011?6 •!(I I !TM! 

Internai ond Externai DAT 72 Tope Bockup Drive 

HP StorogeWorks DAT 72 Tope Drive Internai (Corbon) 

HP StorogeWorks DAT 72 Tope Drive, Externai (Corbon) 

HP StorageWorks DAT 72h Internai Hot Plug (Carbon) 

NOTE : Pico se se e thr. DA T 72 T opc Driv" OuickSpecs for odditionol oplions sue h os odopters, 

con trolb·s, ond msscttr.s, ond for nn up- to-dote listing of lhe lotes! 0/S Support detoils, p leose see 

the following : 

1'!1p://www5 .compnq .com : prndur ts/ flu•cksper.s/' 159 I •'o-' I 15_9~1~.1 - f.:!:t:"L 

Interno/ ond Externo/ LTO Ultrium Tope Drives 

HP StorogeWorks Ultrium 215 Tope Drive for Proliont, Interno/ (Carbon) 

HP StorogeWorks Ultrium 215 Tope Drive for Proliont, Externai (Corbon) 

NOTE : Pleose SP.e the HP StorogeWorks Ultrium 230 Tope Drive OuickSpecs for odditiono l options 

such os controllers, ond othP.r rclnterl tl ems, n11rl for 011 up- lo-dote listing of the lotes! 0 / S Support 

dctnils, p lensP. sce thc followtt>ÇJ' 
h ttr ,- Ih ) 800() WV</\'1,,1' h p ( (1 1,.., , p rn r h ,.- +c, • r jl l ' l v o; I )( 11 '• . I I ( , I R no / 1 16 78 11(1 htr·nl 

HP StorageWorks LTO Ultrium 230 Tape Drive, Internai (Carbon) 

HP StorageWorks LTO Ultrium 230 Tope Drive, Externai (Carbon) 

N OTE : Pico se SP.P. thc t-IP StorngeWorks LTO Ultnum Ou•ckSpecs for oddiltOI10 I opltOI1S sue h os 

doto ond clcontng cofiridges, ond for on up- lo-rlo te listing o i lhe lotes! 0/S Suppoti detoils, pleose 

see the followi11g. 

http . 1 /www~ .co n'"~ pnq . (-om tprod t JCic; / q tll (k-"- pí'f"C: .' ' '!} I S nn / I 1 4 15 •in HTML 

HP StorogeWorks Ultrium 460 tape drive for Proliant, Internai (Carbon) 

HP-StorogeWorks Ultrium 460 tope drive for Proliont, Externai (Carbon) 

NOTE : Plr.nsc sr.c thc t IP S•o•nor.WOfks Ult "" '" ~(,0 T npP. Drive Ou•ckSpecs for oddtt ionol options 

such ns controllr.rs, n 11d othcr rclntr.d •tcm s, nnd fn ,· n11 up-to-dote lisling of lhe lotes! 0 / S Support 
rlctn ds, p1 nnsn snc: thc: loilowHl~J 

ht 1p . www ~") < n • nr< 111 r nrn 1 )/ ( H i1 1r to; q1 11 < l· t;pncs ' 1 ~1 :~0 nn / 1 I ~30 nn I rr Ml 
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QuickSpecs HP ProLiant ML350 Generation 3 

(h~-

,...-.... / 
\ 

ln • onl ~. J 

Interna/ and Externa/ AIT Tape Drives 

NOTE : The Interna i AIT Hot Plug Drives ore supponed in hot plug drive boys onl y. When insto ll ing 

o non hot plug AIT tope dri ve into on ML3~0 Pooloont seover use the specio l scoew oncluded woth the 

drive ki t proper l it in lhe reonovobk· media boy . 

HP StorogeWorks Internai AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Externai AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 35-GB, LVD, Hot Plug (Corbo n) 

N O TE: Pleose see lhe AIT 35-GB, LVD Tope Drove Ou,ckSpecslo. odd •l•o nol up i• OilS such us 

odoplers, controlle,s, ond cusse11 es, uncllo, un up-1o-clo1" l,sl•ng ol1he lo1es1 0/S .Suppor1 cle1uds, 
pleose see lhe fotlow•ng _; - - a . 

llllp ./ / WWW~lOrflf)li LJ (U IIl/p i OLiut l ~,.._lu • l "-~lh'~'.:> . U/1) • 1U 1/j/,2 ru.l t ii1V1L 

HP StorageWorks AIT 50-GB Tope Drive, Internai (Carbon) 

HP StorogeWarks AIT 50-GB Tope Drive, Externai (Carbon) 

HP StorogeWorks Internai AIT 50-GB, Hot Plug (corbo n) 

HP StorageWorks Rockmount AIT 50-GB, 3U (Single Drive) 

NOTE: Pleose sce the AIT ~0-GE Tupe D11ve Qu ,ckSpccs lor oddit•onol opt1ons such os odopters, 

canlrollers, ond cossettes , ond lar on up- to-do te l•sliny o i the lotes! 0/S Suppar1 detods, pleosé seé 

lhe lollawrng : 

h ll p_: //www~ . compoq . colll/produ c l s/ qu• c kspec,, I U4 2:, nu/ i O~ L'~ _nu I ITM~ 

HP StorogeWorks Internai AIT 100-GB Tope Drive (Corbon) 

HP StorogeWorks Externai AIT 100-GB Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 100-GB, Hot-Piug (Carbon) 

N O TE· Pleose see the AIT I 00-GB Tope Drive OuickSpecs lo r odditionol optoons such os odopters, 

cont ro llers, and cossettes, ond lar Jll up-to-do te listong oi the lates! 0/S Suppoli deto ils, pleose sec 

the follow ing : 

h_t_te :~/www5 . c9mpoq. com;proclucts/ 'l ':' ' ck:;pc<ct 11962 nu/11062 r~ui-ITML 

DA - 11430 ~Jo rth Americo - Vers ion 23 - July 17, 2003 

216884-B21 

216885-001 

216886-B21 

157766-B22 

157767-002 

215487-B21 

274333-B21 

249189-B21 

249160-001 

249161-B21 
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QuickSpecs HP ProLiant ML3!iQ:G 
/ 

Options 

i n v • n I 

( 
Internai ond Externai DLT/ SDLT Tope Drives 

NOTE: Whcn 111stoll 1119 o DLT or SDLT topP. dnvc 111to n Prol•ont ML350, usP. the specio l sere 
•ncluded with thc drivc k1t to ensure proper fit 111 thc removob le medio boy. 

HP StorageWorks 40/ 80-G8 DL T Tape Drive, Internai (Carbon) 

HP StorageWorks 40/ 80-G8 DLT Tape Drive, Externai (Carbon) 

HP StorageWorks Rackmount DLT 40/ 80, 3U (Single Drive) 

HP StorageWorks Rackmount DLT 40/ 80, Duai-Drive, 3U (Two Drives) 

HP StorageWorks Rackmount DLT 40/80, Tape Array 111, 5U (Four Drives) 
,; 

N OTE. Plr.osr. ser. thr. ~0/80-GG DL T Dnv<' Ou•ckSpccs lor odditionol opflons su.ch os host bus 

odopters, controllcrs, cossr.ttcs, nnd fo, on up-to-dotc l•sl1119 of thc lotes! 0/S Support dctoils, plcose 

scc thc follow1119 
l1li f ) ' /wvvv./), nmpnq r on1 i "'~ ' • " l (l 1 • r t~ , r1 ., , L <..j) P ' <. ()/) 1> ,~ ·"lf l ' i () f) :'l .~ 'f l 1 !T f..J\ 1 

HP StorageWorks DLT VS 40/ 80 Tape Drive, Internai (Carbon) 

HP StorageWorks DLT VS 40/ 80 Tape Drive, Externai (Carbon) 

NOTE: Pleose scc the 40/80-GB DL T VS D··ivr. Ou•rkSpP.cs for oddit ionol options sue h os host bus 
odopters, controllers, cossettcs , oncl for on up-to-dotc l•sl1119 of the lo tes! 0/S Supporl deto ils, pleose 
seP. the following: 
htlp / :www~1 COt11poq . rom /produds/qtJ I Cks p('~ r s :' l 11l03 nn /1 1 11n3 .,n.I /T,\Ii.l 

HP StorageWorks SDLT 11 0/220, Internai (carbon) 

HP StorageWorks SDLT 11 0/220, Externai (Carbon) 

HP StorageWorks Rackmount SDLT 110/220, 3U (Single Drive) 

HP StorageWorks Rackmount SDLT 110/220, Duai-Drive, 3U (Two Drives) 

HP StorogeWorks Rackmount SDL T 110/220, Tape Array 111, 5U (Four Drives) 

N O TE· Pleosc sec the SDLT 1 I 0/220-GB T opc Orive OuickSpecs for odd itionol options sue h os 

odoptcrs, control lers, ond mcdio, ond for on up-to-dote listing olthe lotes! 0/S Support detoils, 

pico se see the following: 

':'.:'E.·!I~w":'_~ c:'~"PCl'l .C~11 /produrts/qtJICkS[JP.rs/ I OI l2 no/ 1 07 72 •1o.HTML 

HP StorageWorks SDLT 160/ 320, Internai (carbon) 

HP StorageWorks SDLT 160/320, Externai (corbon) 

NOTE PleoS(' ""' thr. SDLT I 60 !320C.'7G Tn,1c Dnvr. OtllrlópP.CS for odd.t•onol opilons such os 
orlnptr.rs, control!crs. nnd n1r.rl1n, onr1 for nn 11 p - 'n -rlfll0. l1:;linq nf thr. lntcst 0/S Sllppori dctf11b, 

11lr:nsr. ser: thr followinn 

h ttp 1wwv./1 nm pnq.r· rl l11 1 Jl lr X illr 1-:. (j\ l' f kspr ~ · c; , -10 6 n o / 1 111 0 6 "\(1 IITML 

Internai and Externai DA T Autoloader 

20/ 40-GB DAT 8 Casse ffe Autolooder Internai (Opa/) 

20/ 40-GB DAT 8 Cassette Autoloader Externai (Opal) 

NOTE . PlcosP. '"" the 20/40-GB DAT DDS-~ 8 Coss.ettr. Autoloodr.r Ou•ckSpecs for odditionol 
opt.on' ' " ch (JS rtdoptrrs, con trol lr.rs. nnd crt ssettccs, (H1d In, r111 l!f)-ln-dotc lisling of thc lofcst 0/S 
Supporl rlrtods, pfr.osP. s.er. thr. folfow1119 : 
http / / www ':1 r ompnq rnm . prndqrtc:; / rp tlfkSpP.r s I n ~) 18 11(1 • I 0.'1 18 ')("} HTML 

p~ 
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146196-822 

146197-823 

274332-821 

274335-821 

274337-821 

280129-821 

280129-822 
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192103-002 

274331-821 

274334-821 
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257319-001 

166504-821 

166505-001 



QuickSpecs HP ProLiant ML350 Generation 3 

~(óP.l·· 
. ' i" .... " t 

.j 

AIT Autoloader 

HP StorageWorks AIT 35GB Autolooder, Rockmount {corbon) 

HP StorageWorks AIT 35GB Autolooder Tobletop (corbon) 

NOTE: Pleose see the HP StorogeWorks AIT 35GB Au tolooder OurckSpecs lar oddrtionol optrons 

such os odopters, controllers, Orl(l LOssellcs, und lar un up- to-dote lrslrng olthe lotest 0/S Suppor1 

detoils, pleose see the lollowing : 

~1p .//www5 . cornpo'l2_0r:_r_/jJf0UuCIS/ quoc kspé<· ,; 11-10'1_ nu/ I 1404 llU .i·ITMl 

HP StorageWorks 1/ 8 Autoloader 

HP StorageWorks 1/ 8 Autolooder, Tobletop, Ultrium 230 

HP StorogeWorks 1/8 Autolooder, Tobletop, DLT VS80 

HP StorogeWorks 1/8 Autolooder, Rockmount kit 

. i 

NOTE: Pleose se e the I·IP StorogcWorks I /8 Autolooder OurckSpecs lar oddr tr onol oplrons sue h os 

odoplers, con lrollers, ond cosseltes, oncJ lar on up-lo-dolc lrslrng oi the lo1es1 0/S Suppor1 eJeto ris, 

pleose see lhe lollowrng 

1~-'!E.}i_w_ww~~co r::lpuq co rn/ products/ quocksfJeC>/ I 1-196 nu; I 1-I'Jó no t iTML 

SSL 1 O 1 6 tape autoloader 

SSL 1 O 16 DL Tl tope outolooder {includes two 8-cortridge magazines ond o borcode reoder) 

NOTE : Pleose see the SSLI016 [ ·LTI lope outolooder Ourck Specs lar oddrlronul rnl orrnolron 

hl1 e_·f!~8000~w_w I .hp corn! proclucrs/quock'!J'"s/ I I o26 nu, I 626 · ~o IITM L 

SSL 1016 SDLT 160/320 tape autoloader (includes fwo 8-cartridge magazines ando barcode reader) 

NOTE : Pie a se se e lhe SSL I O I 6 SOL T I 60/320 tope autoloucler Ouick Specs ler oddi lronol 

in forn1ation: 

http ://~1~ 8000:._w_ww I hp :_corn/procucls/qurckspecs/ I 1609 no; I 1609 no HTML 

Add-on drives and accessories 

SSLJ O 16 DL T / SOL T 8-cortridge magazine 

Rackmount Tape Drive Kits 

3U Rockmounf Kit 

NOTE: The 3U Rockmounl Kil (P.;~ 274338-B2 1) con suppor1 up lo (2) lu ll -herght or (4) holl-hergh1 

tope drives and cornpatible wi lh rnulliple Single-Ended anel LVD SCSI Tope Drives rncluding lhe 

12/24 -GB DAT, 20/40-GB DAT, DAT 72-GB, 20/40-GB DAT DDS-4 8 Cosset1e Au1oloocJer, AIT 

35GB LVD, AIT 50GB, AIT I 00-GB, 40/80-GG DLT, DLT VS 40/80-GB, SDLT I I 0/220-GG, SDLT 

160/320-G8, Ultrrurn 2 I 5, Ultrru<'1 230 ond Ul1rru111 460 Tope Urrves 

5U Rockmount Kit 

NOTE: The 5U Rockrnoun1 Krt (PN 27 4339-82 I) con suppor1 up lo (' i) lull-hr2rghl lape dr rves oncl rs 

compot ible wi th DLT/SDLT/LTO tope drives including the 40/80-GB DLT, SDLT 110/220, SDLT 

160/320, Ultrium 230, ond Ullrrum 460 Tope Drives. 

N OTE: Pleose see the Rockmounl Tope Dr~ ve Kr ts OuickSpecs ler oddilronolrnlormotion regording 

these ki ts, pleose se e lhe lollowrng. 

~Hp :fLv-:_wv:~~omeoq . corn/produds/q urckspec s I 085-1 nt~ / I 085·1 ..,., IHML 

Tape Storoge Enclosure Cable Kits 

LVO Coble Kit, VHDCI/ HD68 

NOTE: For use wrlh lhe 3U RM Storoge E nc losu r~ unu IJLT 1upe Arroy 111 only . 

LVD Coble Kit, HD68/HD68 

DA- 11430 North America - Version 23 - Ju ly 17, 2003 

280349-001 

292355-001 

C9572C8 

C9264CB 

C9266R 

3308 15-D,..,j 

) 

330816-821 

268664-822 

274338-821 

274339-821 

168048-821 

242381-821 
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QuickSpecs ation 3 

Options 

Tape Automation 

i n w e n I 

StorageWorks SSL2000 sma/1 system library 

SSL2020 - AITSO based library with up to 2 drives and 20 slots 

SSL2020 AIT Mini-Librory I drive, 20 slot T able T op 

SSL2020 AIT Mini-Librory 2 drive, 20 slot T able T op 

SSL2020 AIT Mini-Library 1 drive, 20 slot Rackmount 

SSL2020 AIT Mini-Library 2 drive, 20 slot Rockmount 

SSL2020 AIT Library Pass Thru with Transport 

Add-on drives ond accessories 

SSL2020 AIT Librory Poss Thru Extender 

AIT 50GB Drive Add-On LVD Drive for SSL2020 AIT Librory 

1 9 Slot Magazine for SSL2020 AIT Library 

AIT 50-GB Dato Cossette (5 pock) 

AIT Cleaning Cassette 

N OTE. f'lcn sc scc thc SSL2020 Auton1otr,rl ;\ IT 1 Oi'" Ld1rory Solul1011 Ou,ckSpccs fo r odditionof 

,nfonnot,on 1nr fucJ ,ng Upgrnde Klls, Arr • ..,ssniiCS, nnrl SCSI Cohlc Klls onrl orlclitlonof opl1ons neeclecl 

for o compl0.tr: ~oluhon nt · 
11Hp ' w,~;w'1 '' " ~~!XH1 '' "~ '· 11 · n1 ! 1 ~< ' r p •• • •,(l•"' ··. ' (),.., _9(1 ·•r 1 ' OJ~ ~ O ·l ( J 1 lT MI 

StorageWorks MSL6000 and MSL5000 Departmental tape libraries 

MSL6060L I - Ultrium 460 I based departmentallibrory up to 4 drives and 60 slots 

MSL6060L 1, O DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 TI Library 

MSL6060L 1 FC, 2 DRV Ultrium 460 embedded Fibre RM Library 

NOTE: Pleose see the StorageWorks MSL6060 LTO Librory OuickSpecs for additiono l inlormot ion 

inclucling Upgrode Kits, Accessories, and SCSI Cab le Kits anel oclcl itiono l options neecled for a 

comp lete solution ot : 
httr . / wvvv/.1 r ompoq rnm . pr ndu r 's 'rp rr rl·<;pt;ro; i I 1 (,08 '""'~O ' I 1 608 ' ""~<? HTf\~l 

StorageWorks MSL6000 and MSL5000 departmental libraries 

MSL5060L I - L TO Ultrium I based departmental librory up to 4 drives and 60 slots 

MSL5060L 1, O DRV LTO 1 RM Library 

MSL5060L 1, 2 DRV LTO 1 RM Library 

MSL5060L 1, 2 DRV LT01 TI Library 

MSL5060L 1 FC, 2 DRV LTO 1 RM-with integrated FC router 

NOTE : f' I cose sce thc Stornge\Norh MSLS()(,() l TO L1brory Ou,rkSpecs for oclditionol mfonnolion 

'nclud,ng Upgrorlc K1ts, Arccssoncs, nnrl SCSI Cnh!<'! Klls onrl odd't,onol opt1ons needed for o 
com ph"! tr: soltr!lon nt 

http / / www!:J ( ?n"~po q .rom /prndur- t c; ,. flt ' '(k c;p~:r r:.. t' 11138 no/ 1 ~ 438 no. I~ .ITML 

MSl505252 - SOl TJ60 based departmentol library up to 4 drives and 52 slots 

MSL5052S2, RM O DRV SOL T ALL 

MSL5052S2, 2 DRV SDLT2 TI LIB 

MSL5052S2, 2 DRV SDLT2 RM LIB 

MSL5052S2FC 2 DRV SDLT2 RM- with integroted FC router 

NOTE · f'lr.nsr. sr,c thc Storogr.Works iv1S L é10 ~>2 S 2 i d1•·r"y Ou•rkSpr.r s fo, nddlf,onol 1nformotion 
including Upgmrle Kits, Acccssones. nnrl SCSI Cr1h le Klls oncf norlitionol opt1ons needed for o 

complt:tc: sol" t' on n t 

l"~ttr ' lwvN! 1~ r n•l'1rnq ,-íH)l ' r1 • o f!, ,r tr; ' r·1, . rt·r: r'l ~"',... .... ·' ' ·11 ? ')(1 / 1 I 11 1? !"'fJ 1-lT r-./\1 

175195-B21 

175195-B22 

175196-B21 

175196-B22 

175312-B21 

175312-B22 

175197-B21 

175198-B21 

152841-001 

402374-B21 

331196-B23 

331195-B21 

331196-B21 

331196-B22 

301899-B21 

301899-B22 

301900-B21 

301899-B23 

255102-B21 

293476-B21 

293474-B21 

293474-B24 

~~~ :, .. .... _~:.-. ... .... _.,. .. ....,... ..... lr........_)\ .... ,. , . __ .. . 

J : <. U~:> nl• UJi;;:UU!) - ~ .• _. 
~ J' '\, ~- . ~ 

.~ '-' r'iVH C_J,RRE I O~ 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

(h/)" 
..__ l I n v e n I 

~ 

MSl6030 - l TO Ultrium 460 mid-range librory up to 2 drives and 30 slots 

MSL6030 0-drive, LTO, LVDS, RM 

MSL6030 1-drive, LTO Gen2, LVDS, RM 

MSL6030 2-drive, LTO Gen2, LVDS, RM 

MSL6030 1-drive, LTO Gen2, Fibre, RM 

MSL6030 2-drive, LTO Gen2, Fibre, RM 

MSL6030 1-drive, LTO Gen2, LVDS, TI 

MSL6030 2-drive, LTO Gen2, LVDS, TI 

MSl5030l I - l TO Ultrium I mid-ra nge librory up to 2 drives and 30 slots 

MSL5030L 1, O DRV L TO 1 RM Library 

MSL5030L1, 1 DRVLT01 RM Library 

MSL5030L 1, 2 DRV LTO 1 RM Library 

MSL5030L 1 , 1 DRV LTO 1 TI Library 

MSL5030L1, 2 DRV LT01 TI Librory 

MSL5030L 1 FC, 1 DRV LTO 1 RM- with integrated FC router 

N OTE: Pleose see lhe SloougeWc.ol-.s MSL)030 LTO Lobouoy OuockSpecs loo oudol tOIIU III liOIIIIUitvll 

onclucJong Upg rode Ko ls, Accesso11eS, und SCSI Cuble Ko iS und udd olo onol op 1o ons lleedé!d loo u 

co •11 pl~ 1 e solu t•on ut 

DA- 11430 North America- Version 23 - July 17, 2003 

330731 -821 

330731-822 

330731 -823 

330731-824 

330731-825 

330788-821 

330788-822 

301897-82 1 

301897-822 

301897-823 

301898-821 

301898-822 

301897-8?4 
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QuickSpecs 
Options 

i n w e n t 

MSL5026S2 - SOL TJ 60 based mid-range library up to 2 drives and 26 slots 

MSL5026S2, O DRV SOL T2 RM Library 

MSL5026S2, 1 DRV SOL T2 RM Library 

MSL5026S2, 2 DRV SDLT2 RM Library 

MSL5026S2, 1 DRV SOLT2 TT Library 

MSL5026S2, 2 DRV SOL T2 TT Library 

MSL5026S2FC, 1 DRV SDLT2 RM- with integrated FC router 

MSL5026S2FC, 2 DRV SOL T2 RM- with integrated FC router 

N O TE : Pl.ensr. sr.r. lhr. Slorngr.Wn,·ks MSL502hSL L•hrn •y O uickSpccs for nrkl il •nnnl •nformo110n 

1nrlu rl 1ng Upgrndr. K1t s, Ac cc:ssonr.s , nnd SCSI Cnblc 1\ds n nrl nrkht1onnl op tions nr.crlc:d lor ( l 

cornplr. tC! so lut ,o n nt : 

http 'www :) r nn-..pnq rn m , proci i iCts l qtll fl...sprr s .' I I .- 1 1<~ •1n / I 111 !·<1 ·1n IIT M L 
• - + • 

MSL5026SL Graphite - SOL TJ I O based mid-range library up to 2 drives and 26 slots 

MSL5026SL, 1 DRV SDLT TT, graphite 

MSL5026SL, 2 DRV SDLT TT, graphite 

MSL5026SL, 1 DRV SOLT RM, graphite 

MSL5026SL, 2 DRV SDLT RM, graphite 

N OTE: Plens.e s.ee lhe Slorog.eWorks MSL5026SL Grophitc Librory O uickSpecs for oddil ionol 
informol ion includ ing Upgrode Kil s, Accessori es, ond SCSI Coble Kils ond odditionol oplions needed 
for o compl .e le solulion oi : 

~~~ .:::www~_<:_ompnclcco~"/ P'O!f u_r_~!.q u•c~sp0.cs , ' I:~ 10 ·1~'-/~ l~~Qo. ·~~~T~L 

MSL5026DLX- 40/ BOGB DL T based mid-range library up to 2 drives and 26 slots 

MSL5026DLX, 1 40/ 80G8 DLT, LVD, TT 

MSL5026DLX, 2 40/80G8 DLT, LVD, TT 

MSL5026DLX, 1 40/ 80G8 DLT, LVD, RM 

MSL5026DLX, 2 40/ 80G8 DLT, LVD, RM 

NOTE : Pico se se e lhe Storngr.Works MSLS026DLX L'hrrny Q u,fkSpccs for ocldi tiono l infonnol •on 
"'cl ud111g Upgrndr. Kils, Arr r. ssonr.s, nnrl SCS t Cnhl<' K•ls nnd ndd ,honol opl1 ons neederl for o 
comp lr. tc solut 1on nt : 

ht1p : · www~ . cnn1pnq t" () f"'! l / j lrOd ~:~ ~ / q t JI( I<o:, pr•r <. _' 0860 _ rl( J.' I Sl_8(_)~ - - l CJ _I·ll ML 

MSL6000 and MSL5000 Add-on drives & accessories 

MSL SDLT 160/ 320 Upgrade DRV 

MSL Ultrium 460 upgrade drive in hot plug canister 

MSL5000 SDLT 110/220 Upgrade DRV 

MSL5000 40/ 80G8 OLT Upgrade DRV 

MSL Dual Magazine DLT (2 X 13 slot magazines) 

MSL Universal passthrough mechanism 

MSL 5U passthrough extender 

MSL 1 OU passthrough extender 

MSL Dual Magazine - Ultrium 

DA- 11430 North Americo - Version 23 - ly 17, 2003 

293472-823 

293473-821 

293473-822 

293472-824 

293472-825 

302511 -821 

302511 -822 

302512-821 

302512-822 

231821-821 

231821-822 

231891-821 

231891 -822 

293475-821 

330729-821 

231823-822 

231823-821 

232136-821 

304825-821 

231824-822 

231824-823 

301902-821 
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Externai Starage - Tower 
and Rack 

MSAlOOO 

Network Storage Router 

StorageWo rks Options 

HP ProLiant ML350 Generation 3 

Smart Array Cluster Starage 

Smart Array Cluster Storage Redundant Controller Optian Kit 

128MB Coche Module for Smart Array 5302 Controller 

256MB Battery Backed Coche Module 

4-Port Shared Storage Module with Smort Array Multipath Software for Smort Array Cluster Storage 

NOTE Ali 128MB Coche rnoduks rnust be rernoved when 256MB coche rnodules ore rn stolled. 
N O TE . Pleose se e the Srnort Arr uy Cluster Storoye OurckSpecs for odd itionu l inlorrnotr on rn clud rng 

conligurotron steps ond odditr onol optrons neeJeJ for o complete so lu tron ot: 
l rl l p 0_ ww:':, L UI I l fJUY -.._. )r r r , p r ud uC I ~,r l v • · 1-..::. j l l.'\~, I U:J\..1 tHr , IUJ L. r,ul ll rl il _; 

StorageWorks Enclosure Model 4314T (tower) 

StorageWorks Enclosure Model 4314R (rack-mountable) 

StorageWorks Enclosure Model 4354R (rack-mountable) 

N O TE : The StoiUgeWorks Enclosure 4300 Fomily support th" Wrde Ult ra2/Uitr o3 I" Hot Piuy ri ord 
Drrves. 

Redundant Power Supply Option 

Ultra3 Single Bus 1/0 Module Option 

Ultro3 Dual Bus 1/0 Module Option 

StorageWorks Enclosure T ower to Rock Conversion Kit 

MSAlOOO 

MSA 1 000 Controller 

MSA Fibre Channel 1/0 Module 

MSA 1 000 Fabric Switch 

MSA 1 000 Fibre Channel Adapte r (FCA) 21 O 1 

HP StorageWarks msa hub 2/ 3 

NOTE : Pleose see the StorogeWorks by Cornpoq Modulor SAN Arr oy I 000 O urckSpecs for 
odd dro no l opt. o ns onc.J con fig u ,.CirOn rn lo rmotro n o t: 

ll i lp .// WWw .) .con qJO(j corn . produC I St q u r t l-. ~pt~l ~ ! ,t)j :J 110 I rU3J r r(ll jJ ,\ :'L 

M2402 2FCX 4SCSI LVD Network Storage Router 

M2402 2FCX 4SCSI HVD Network Storage Router 

M2402 4 channel LVD SCSI Module 

M2402 4 channel HVD SCSI Module 

M2402 2 chonnel FC Module 

MSL5000 Embedded Router Fibre Option Kit - Graphite 

MSL5026 Embedded Router Fibre Option Kit - Opol 

StorageWorks Fibre Channel SAN Switches 8-EL 

StorageWorks SAN Switch 2/ 8-EL 

StorogeWorks SAN Switch 2/ 16-EL 

StorogeWorks SAN Switch 2/8-EL Upgrode Kit 

StorageWorks SAN Switch 2/16-EL Upgrode Kit 

201724-821 

218252-821 

153506-821 

254786-821 

292944-821 

190210-001 

190209-001 

190211-001 

11982 1 

19021 L-u-!J 
190213-821 

150213-821 

201723-822 

218231-822 

218960-821 

218232-821 

245299-821 

286763-821 

262653-821 

262654-821 

2626!' J l 

26266~.> - 1 

262661-821 

262672-821 

286694-821 

176219-821 

258707-821 

283056-821 

288162-821 

288250-821 
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QuickSpecs tion 3 

Options 

UPS ond PDU Power 

Cord Motrix 

Uninterruptible Power 
Systems - Tower UPSs 

Uninterruptible Power 
Systems- HP Rock UPSs 

UPS Options 

·r -: 
~~-·· 

i n v e n I 

Pleose see the UPS ond PDU coble motrix thot lists coble descriptions, requir 
specificotions for UPS ond PDU units: 
ltp. / /ftp.compnq .con, / nuh/ prodl'tts / sr.rvf'r·s / flrol r n~"''"'( 1r·ngc/ powcr -nrntcctron / powercor<imnlnx . pdf . 
No"TE;-'rh;~-w~-b-;;-;i~--;-;-~~~;i~-b l; i~ E;~gi;-~í; ~,;Tv ~ - -- --- ----- --- -- - ---- ------- -------- - - -----

HP UPS Model T700 (700VA, 500 Wott), Low Voltoge 

HP UPS T1 000 XR (1 000 V A, 700 Wotts), Low Voltoge 

HP UPS T1500 XR (1440 VA, 1050 Wotts) 

HP UPS T2200 XR (1920 VA, 1600 Wotts) Low Voltoge 

HP UPS T2200 XR (2200 VA, 1600 Wotts) High Voltoge 

HP UPS R1500 XR (1 00 to 127) 

HP UPS R3000 XR (120V) 

HP UPS R3000 XR (208V) 

Rock-Mountoble UPS R6000 (208V) 
NOTE- UPS R6000 h os o horrlw~rr.cl rnpul; nncl lhe UPS R I 2000 XR hos o hmclwrrccl rnpul oncl 

output con neclion. 

HP UPS R 12000 XR N+ x (200-240V) 

NOTE: The UPS R 12000 XR hos o hordwircd rnput ond output. 

N O TE: HP UPS R6000 hos o hordwired inpul; lhe UPS R I 2000 XR h os o hordwired in pu! ond output 
connecti on. 

SNMP Serial Port Cord 
NOTE· Supporls towcr ond rock UPS XR rnorlels rong ing frorn I 000 3000VA 

204015-001 

204155-001 

204155-002 

204451-001 

204451-002 

204404-001 

192186-001 

192186-002 

347207-001 

207552-822 

192189-821 

Six Port Cord 192185-821 
NOTE _ Sur>r>orls tower onrl rock UPS XR morlr.ls rn nging from 1000 3000VA. 

High to Low Voltoge Tronsformer (250VA) 388643-821 
NOTE Suprorts R6000 UPS sC!rrcs on lv. 2 ')A '" 12!:> Volts mox nutput ocross two NEMA 5- 15 . 

Extended Runtime Module, Tl 000 XR 

Extended Runtime Module, Tl500 XR!T2200 XR 

Extended Runtime Module, R 1500 XR 
NOTE _ 2U eoch, two ERM moximum _ 

Extended Runtime Module, R3000 XR 
NOTE: 2U eoch, onc ERM mnxrrnum 

Extended Runtime Mbdule, R6000 
NOTE 3U cnrh, two ERM n1n xrn1um . 

Extended Runtime Module, R 12000 XR, 4U eoch, two ERMs moximum 

R 12000 XR 8ockPiote Receptocle Kit, (2) L6-30R 
NOTE The R 12000 XR BnckPlotc Krt hns o hnr-dw,·r.d •nput . 

R 12000 XR 8ockPiote Recepto ele Kit, (2) IEC-309R 
NOTE . Thr. R 12000 XR BnrkPlnlc Krt hns n hrrrcl wrrPd rnpu l 

SNMP-EN Adopter 
NOTE Suproris R6000 UPS sr.rrr.s only_ 

Multi-Server UPS Cord 
NOTF C,~rppnrls R6000 IIP', srrr~ s nnlv 

Scoloble UPS Cord 

NOTE Sur>poris RóOClO IJP) '""'" nn lv 

218967-821 

218969-821 

218971-821 

192188-821 

347224-821 

217800-821 

325361-001 

325361-821 

347225-821 

123508-821 

123509-821 

R - -

~ Doe: 
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HP ProLiant ML350 Generation 3 

HP Modular Power Distribution Units (mPDU), Low Volt Model, 24A (1 00-127 VAC) 

N O TE : This mPD U (2:,2663-07 ) moy olso be usecl to connect the low volt rnocle l oi the UPS 
R3000 XR. 

U/ OU mounting 
brockets shipped with HP Modular Power Distribution Units (mPDU), High Volt Model, 24A (200-240 VAC) 

the unit (opt1111 ized for I 0000 HP Modular Power Distribution Units (mPDU), High Volt Model, 40A (200-240 VAC) 
ond 9000 se ri es rocks) 

PDU Options 

USB Options 

Other 

Rock Builder 

Rock Conversion Kit 

N OTE: This mPDU (2:,2663-132 I ), 40A mode l hos o ho rdwi red rnput. 

HP Modular Power Distribution Units (mPDU), High Volt Model, 16A (200-240 VAC) 

NOTE: Thrs PDU hos o detochoble rnput powe r cord anel ollows lar odoptobrl rtY:,o CO l>!J try specrli c 
power r C<.jU1181llents . Thrs rnodel moy ulso b" used wrth the hrgh vo lt UPSs R30ob XR oncl R6000 . 

O r·der cob le Pl'i 3•106:,3-00 I 

NOTE Pleose see lhe lo llowrng ,','\oclulur l)ower Drs tr rbutron Urrr t (Zero -UI I U Modulo r PDUs) 
OuickSpecs fo r uddlltono l op tt Ot1S r n c lu d t~19 sho rte r 1u nrpe r cobles und coun try spec dr c 1-)0we t co rd s 

llllf.~_ll w"":_w2J t ompu< ! I... U rl r j J I U(h.~lb / qL• tk:-.f't't S' 10 1 rru / tJ- 11 rHJ I ITML 

Third Porty Modular PDU Modular Kit 
NOTE · Th,s kr t ollows yuu to mount tire Modulcrr PDUs '"I I U confrguro t•orr onl y) rn rocks other 
thon the 9000/ I 0000 Ser•es ruck' (orry ><rcks uS >r1<oJ thc storrdo •d I 9' rorl, rnclud rng the /000 Se .. es 
rocks) . For more detods pleose rele r the Modulo• PDU OurckSpecs . 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (1 per pock) 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (15 per pock) 

USB Eosy Access Keyboord (corbon) 

USB Eosy Access Keyboord {corbonite) 

US8 2-8utton Scroll Mouse (corbon) 

USB 2-8utton Scroll Mouse (corbonite) 

US8 Floppy 

Enhonced Keyboord (Corbon) 

Proliont ML330/ ML350 Internai to Externai SCSI Coble Option Kit (HD68) 

Proliont ML330/ML350 Internai to Externai SCSI Coble Option Kit (VHDCI) 
NOTE: The Prol iont ML330/MI.é 50 In ter no I to Externo I SCSI Coble Option Kits (PN I 595 •1 I -132 I 
ond 333370-132 1) ore supportecl by the ML330/ML350 Fornrl y 

Please see the Rock 8uilder for conligurotion ossistonce ot '" " ' i www .cu"'f-'ULJ c o"r/ •crr kb ur~ c><:o 

Proliont ML350 Generotion 3 T ower to Rock Conversion Kit (CPQ bronded) 

·-,,j ~ª~/ DA : 11430 North America - Version 23 - July 17, 2003 

.) 

252663-071 

252663-072 

252663-821 

252663-824 

310777-821 

) 
142257-006 

142257-007 

267146-008 

DC1688#A8A 

195255-825 

DC1728 

304707-821 

296435-005 

159547-822 

333370-821 

) 

290683-821 
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QuickSpecs HP ProLiant ML35 

Options 

HP Rack l 0000 Series 

(Graphite Metallic) 

HP S 10614 (14U) Rack Cabine!- Shock Pallet 

HP 1 0842 (42U) Rack Cabine! - Paliei 

HP l 0842 (42U) Rack Cabine!- Shack Pallet 

HP 1 064 7 (4 7U) - Pallet 

HP 1 064 7 (4 7U) - Crated 

HP 10642 (42U)- Pallet 

HP 10642 (42U) - Shock Pallet 

HP 10642 (42U) - Crated 

HP 1 0636 (36U) - Pallet 

HP 10636 (36U) - Shock Pallet 

HP 1 0636 (36U) - Crated 

HP 1 0622 (22U) - Pallet 

HP 10622 (22U) - Shock Paliei 

HP 1 0622 (22U) - Craled 

N OTE · -B2 I (pnl lrot) usr.d to sh111 romt•'v rocks sh,pprod 011 n truc k 

_,; 

-822 (shork pol lrot) usrod to sl11p md-s wdh I' Cf tiiJ1111f011t instollc-,rl (hy custom systroms, VARs ond 
(hnnncls) 

-823 (r ro tcd ) tJSr:d fo, 0 11 sh tpmf"n ls nl r.mpty tnrkc.. 

N O TE· lt '' mo11clo tory to use-, o shock po llr-,t "' nrdc-,r to sh1p rncks with equipment instol lecl. Not oi I 
Compoq equipmP.nt is quold ,ed to hc-, sh ,ppr.rl "' thc-, Rock I 0000 sP.r ies. 

N O TE: Pleose see the Rock I 0000 OuickS pP.cs lo r Techn ,co l Specil icotions sue h os height, w1dth, 
depth, weigh t, ond calor: 

1_~!!~ -~-- ~:-'':"' ~ (0 '.,,1 ~1-(~~~ . ( ~~ 1 1 P'_Odl ~c-~:/ C~~J- ~(-~~crc~ S/ 
1 

q_~?_~~ -- n~1_( l_~.?.?~- ~9~-!2_~ 

N O TE: For oddi tiOilO I informolion regording Rnck Cobinels, pleose se e lhe fo llowing URL: 

~:E_jjh ISOOQ www _!_,hp .c.:' ':"':'J::C_?cl u c l ~~~rve rs{_prolionts lorngc/ 
rock-opl ions/i.,clex . hlm I 

NO~This Web-~ ;l;i s ovoi loble in Eng lish on ly. 

Compaq Rock 9000 Series Compaq Rack 9142 (42U) - Paliei 

(opa!) Compoq Rack 9142 (42U) - Shock Paliei 

Compaq Rack 9142 (42U) - Craled 

i n v e n I 

N O TE: B2 I (pn llel) used lo sh ip emply rncks shipped on o lruck 
822 (shock po llet) used lo sh1p rocks wilh eq u,pme11 t instn llecl (by cuslom sys tems, VARs ond 

Chonnels) 

B23 (croled) llsP.rl for o ~r shtpmenls oi cmply rocks 

N O TE: Plcosr. see thP. Rock 9000 OuickSp~'cS lar Tech., ,cnl Spc-,nknt,ons sue h os heighl, width, 

rlr.plh, wr. ,ghl, nnd coln• 
ht t p :· www !Jr- í) lllf)(lq(()l"'n prochJ11 <; rvt r k <:.J l0 r', IL)I)(> ' l(J 1 10 .1ó() •1(l! ITML 

N O T E For nrlr/il,onn l mlo rn1rdton f0.Q n,-rl~ ng Rncl- Cnh1nr:t~, pl~;nc;~; ser. thc follow ing URL : 

hftp · l,)8()0 () WWW I hp ( (l i"' ': p1 n d 11ÍI.._ <; f" • " f" l '., i r O II ( P' '~, t () r(JgC 

tr l (" ~ i \ 11 () '1~. l' l d (!Y h • r)) 

DA- 11430 North America - Version 23 - July 17, 2003 
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257415-822 

245160-821 

245160-823 

245161-821 

245161-822 

245161-823 

245162-821 

245162-822 

245162-823 

245163-821 

245163-822 

245163-823 

120663-821 

120663-822 

120663-823 



I 
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QuickSpecs HP ProLiant ML350 Generation 3 
. •. 

i n w e n I 

NOTE: The Rock 61onkmg Po nel' (PN 2:,32 I 4- 62 I) contoi ns I O eoch oi ( I U) . 

Rock 6lonking Ponels - Grophite (2U) 

NOTE: The Rock 6lonk 1119 Ponel> (PN 2:,32 14 -622) contoins I O eoch oi (2U) . 

Rock 8lonking Ponels - Grophite (3U) 

N O TE. The Rock 61o nbny Ponel :, (PN 2:,32 14- 823) w nto111S I 0 eoch of (3U)d - ­

Rock 81onking Ponels- Grophite (4U) 

N O TE · The Ruck Blu11kiny Po11el•, (1' 1'-J ']:,3'21 ·1 13'2 ,11 tull iOIIIS lO euch oi ('1U) . 

Rock 81onking Ponels - Grophite (5U) 

N O TE· The Rock 61onkiny Ponels 11'1'-J 2:, 32 l-1 -lJ'2:,) Cu lliOIIlS I O euch oi (:,U). 

600mm Stabilizer Kit - Grophite 

800mm Wide Stabilizer Kit (Graphite) 

N OTE· Su pported by 1he Rock I C<l- 12 cub•ne l o11ly 

8aying Kit for Rack 1 0000 series (Carbon) 

42U Side Ponel - Grophite Metallic 

1 1 OV Fan Kit (Grophite) 

NOTE: Roof M ount lncludes power cord w•lh IEC320-C 13 to Nerno :,. I :,P. 

220V Fan Kit (Grophite) 

N O TE : Roof Mount lncludes power cord with IEC320-C 13 lo Nemo 6- I 5P. 

36U Side Pane!- Grophite Metall ic 

47U Side Panel - Grophite Metallic 

9000/ 1 0000 Series Offset 8aying Kit (42U) 

N O TE: Th is ki l con be used lo connecl 9000 ond I 0000 series rocks oi the some U he1g h1 toge ther 

Kit contents include hardware fo r connecting rocks ond o pane I to cover the I OOmm gop 01 the reo r 

o f the lwO IOCkS. 

NOTE : For oddrtronolrnfor rnu t~~. ... n re'du rUultJ kuck Ü ptruns, pleuse see the fo llow 111 9 UI<L 

!rl!fJ . / ~ri uouo -AIVU. tq " I '' · )!f< u " ·:::. .. .,. ,, r' i•' " l ,, t uru~t.: 

rud . · plrüllS 1 Hrd~:!X htrn l 

NOTE Th is Wcb sde rs lrvu dublt.• rrr é.r r\dlrs l1 unly 

DA - 11430 North Ame rico - Version 23.- July 1 7, 2003 

253214-826 

253214-821 

253214-822 

253214-823 

253214-824 

253214-825 

246107-821 

255488-82 1 

24892 ../ 

246099-82 1 

2574 13-821 

257414-821 

246102-821 

255486-821 

248931-821 
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QuickSpecs HP ProLiant ML 

Options 

Rock Options for 9oying/Coupling Kit 

Compaq Rack 9000 Series 42U Side Ponel 

~: 

N O TE : lhe ~ 2U Sidc Pane I (f'N I 206/0-132 I) supports thc Cornpoq Rock 9 1 ~ 2 anel Cotnpoq Rock 

98~2 . 

36U Side Penei 

NOTE : Thc 36U Stclc Poncl (PN I 206 I I- 82 I\ '"PflOt1s thc Comroq Rock 9 I 36 

600mm Slobilizer Oplion Kil 

800mm Slabilizer Oplion Kil (Opol) 

N OT E· Thc 800mrn Stoh.J ,,cr K,t (PN 2 3~ ·19:1- B2 I \ suprorts thP. Rnck 98~ 2 only 

914 2 Exlension Kil 

N OTE : Thc 91 -12 ExtcnstCHl Ktt (PN 120679-fl21) Stq1pnt1s thc Cornro<l Rock 9 1 ~2 only . 

Slabilizer Oplion Kil 

Rock 91anking Pane! Kil for Rack 9000 series (Opal) (U.S.) 
N O TE· Thc Rnrk Blonktng l'oncl K,t (PN I 6'19~0-821) rontoins 4 roncls onc coch of I U. 2U. ~u 
oncl8U. 

Rack 9lonking Ponels ( 1 U) 
N OTE: Thc Rork 131onktng Pnncls (PN 189~J3-132 I ) ron to111s I 0 eoch of (I U) . 

Rock 91onking Ponels (2U) 
N O TE : Thc Rock Blonking Poncls (PN 189~53-1322) con to111s lO eoch of (2 U) . 

Rock 91anking Panels (3U) 
N O TE : Thc Rock Blonking Poncl s (PN 1 89~53-623) conlotns I O coe h of (3U). 

Rack 61onking Ponels (4U) 
N O TE. Thc Rock 61onking Ponels (f'N 189453-624) con toins I O coe h of (4 U) . 

Rack 61anking Peneis (5U) 
N OTE: The Rock 61onk tng Poncls (PN 189453 -625) r.onto ins I O eoch of (5 U) 

91 36 Extension Kil 

914 2 Short Reor Doar 
NOTE : Th<' 91 4 2 Sho11 Rr-n• Dnnr II'N ? I R? I I 82 I) supflOt1S thr. Comro'l Rock 9 112 only 

Splil Rear Doar (Opa I) 
NOTE Thr. Splll Rr.o' [)o,-,, i PN 2 ~l -1(HJ - H ? I' '• '111Pn•1s thr. 600 mm w,dr., ''2U 9000 scnr.s rork 

9136 Short Rear Doar 

9142 Splil Reor Doar 

9000/ 10000 Offsel 9oying Kil (42U) 

N O TE : Thts ktt con be userl to connect 9000 ond I 0000 senes rocks o f some U 
hr.,ght togcthcr Kit contP.nls ,nclurl0. hnrdwnr0. for connccting rocks onrl o pone l to cover the I OOmrn 

gop ot thc rco r of thc two rorks 

N O TE: For ndrl,honol 111fn.-n1nt,on rcgorrl"'9 Rork Cob111Cis, plcose SP.C thc lollowing URL -
hlip I l i) i 8 0()( I \ ' I W\'V '1 1 1 • 1 1 11 ' fl!C )( h H '" ... I"! V I " ', I ! ' ()ll (!l 'l '•,fl l' • ~ ~.v· 

rock-opl!n' ' S· •·1rlcx ht m l -

NOTE Th 1s \Nr.h c;llr. tS (lvndohlr. 111 Eng li sh nnly 

Rack Options for High Ai r Flow Rock Doar lnsert for lhe 7122 Rock 

Compaq Rack 7000 Series High Air Flow Rack Doar lnsert for lhe 7142 Rack (single) 

High Air Flow Rock Doar lnsert for lhe 7142 Rack (6-pock) 

Compaq Networking Coble Monogemenl Kil 

Compoq Rack Extension Kil for 714 2 

N OT r . r o , orlcJ,I ,nno l .n! o r· )) f JII o r• ·C' ~j c P : I .·,~ j P c l( ~ ( < dH.n r. t~ . p l r.nsc~ sr:c •he fo llnwn)g URL 

I dl p ,, H (I()() WV/V! lq \ '. , , . f . . ·,. :ll' • • .. (" , . . . 1 r " ' •, l (')f t' J ~v· 

• t l •. '' I '') ' •, •t !• · · • · 

120670-921 

120671-621 

120673-921 

234493-621 

120679-621 

120673-621 

169940-921 

189453-921 

169453-922 

189453-923 

189453-924 

189453-925 

218216-921 

218217-921 

254045-921 

218218-921 

254045-621 

248931-921 

157847-621 

327281-621 

327281-622 

292407-621 

154392-621 

iCPMI c I Of1FtE10~ ' 
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HP ProLiant ML350 Generation 3 

Monitor Utility Shelf 

Ballost Option Kit 

1 OOkg Sliding Shelf 

Rack Roi! Adapter Kit (25-inch depth) 

Cable Management D-Rings Kit 

Console Management Controller (CMC) Option Kit 

Console Management Controller (CMC) Sensors Option Kit 

Console Management Controller (CMC) Locking Option Kit 

Console Management Controller (CMC) Smoke Sensars Option Kit 

Serve r Console Switch 1 x 2 por! (1 00 to 230 VAC) 

Server Console Switch 1 x 4 por! (1 00 to 230 VAC) 

Server Console Switch 1 x 8 por! (1 00 to 230 VAC) 

Server Console Switch 2 x 8 por! (1 00 to 230 VAC) 

Server Console Switch 2 x 8 pari (48 VDC) 

IP Console Switch Box, 1 x 1 x 16 

IP Console Switch 8ox, 3x 1 x 16 

IP Console Interface Adapter, 8 pack 

IP Console Interface Adapter, 1 pack 

IP Console Expansion Module 

KVM 9 PIN Adapter (4 Pack) 

CPU to Server Console Cable, 12' 

CPU to Server Console Cable, 20' 

CPU to Server Console Cable, 40' 

CPU to Server Console Cable, 3' 

CPU to Serve r Console Cable, 7' 

CPU to Server Console Cable (PI~num Rated) 20' 

CPU to Server Console Cable (Pienum Rated) 40' 

IP CAT5 Cable 3', 4 pack 

IP CAT5 Cable 6', 8 pack 

IP CAT5 Cable 12', 8 pack 

IP CAT5 Cable 20', 4 pack 

IP CAT5 Cable 40', 1 pack 

Switch Box Connector Kit (115 V) 

Switch 8ox Connector Kit (230 V) 

1 U Rack Keyboard & Drawer (Carban) 

N O TE. The I U Ruck Keybouocl 0.. Douwco (PN 2~/0~ '1 - 00 I) os lu bc usc:d wo lh 1he 
Keyboo ods lor Rocks wolh To uckbo ll (PN I ~864'!-00 I ) 

TFT5600 Rack Keyboard Monitor 

lnput Device Adjustable Rails 

NOTE l r1put D t ' V I( v Ad t~ -... I!J !Ji t• ~,li :. , 2B/ ~ ~)'} rr.)! I lllt : lur u:-.e ONLY v,rllh l!rt' TFT~· l l l)l( 

T F T~600RKrV1 und 11\ll!yrutecl k.t:: yiJuurJ ; Jruwc r .• .. lr u Ir.::, u~cJ 111 rnu u rrln l!d urtu lllud fJUrty ruck::, 

lnput Device Telco Roil 

N O TE. lnput Devo te Te leu Ruo! , !21:l/ I :JI:l -lJ'll 1 ""' lu o u'" ONL Y wolh 1he TF r~ I I OR, -TFT ~600RKM 
o n J rnt e y rG tecJ keyUoU!d;J ru we r wiiH 11 r::, u::.L:U rrr rr ruu rrl rr r\::1 rr 1lu th 11 d purty r(J< .. kS 

Keyboard/Monitor/Mouse extension cables 

N O T f Fo r nrld11rnnnl nforn1n1 on rr· ~ l( n tlH~tr Rn . ~ ()pt a ul ..., pl ,~r J <;t' <;t't' thr · l(dl {h"nnu UR! 

tr llp td}) (l(lfl •'-IW \ . ·In (t n rl r •r r • I ~< , <.,r ·r , • ·r·· r 1· q·· · c. fr l • Hll ' 

' r l ' • upl t J ' ·, q rtJ l 'J 'llr• 

- N O Tf - Thrs Weh ') ti('' 1.., ( Jvr Jdr Jbl \ "F11qlrsh rndv 

303606-821 

120672-821 

234672-821 

120675-821 

168233-821 

203039-821 

203039-822 

203039-823 

203039-824 

120206-001 

400336-001 

400337-001 

400338-001 

400542-821 

262585-821 

26258 

262587-821 

262588-821 

262589-821 

149361-821 

110936-821 

110936-822 

110936-823 

110936-824 

110936-825 

149363-821 

149364-821 

263474-821 

263474-822 

263474-823 

263474-824 

263474-825 

144007-001 

14400 

257054-001 

221546-001 

287139-821 

287138-821 

169989-001 

\" \ rJ;~· -+-------*-~-------------
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QuickSpecs HP ProLia 

Options 

HP Factory Express 

( 
. . ;:' 

·U-\ 

Service and Support 

Offerings (HP Core Pack 

Services) 

i n "' e n I 

factory /nsta//ation, Racking, and Customization Services 

Foctory Express Server Configurotion Levei 1 

NOTE Frr.P. lnstnl lnt ion of I·IP Üptinns - lnstnllotion of I-IP Opt ions memory, N!Cs, hnrrl rlrives, 

contro llcrs, p rocr.ssors, l/0 cnrr/s, prr.-instoll stnnrlnrrl OEM OS imngc, onrl tope rlrivP.s . lnstollot•on 

fer.s will npply to nl l nan.HP cr.rtihr.rf hnrrlwnrr. nnrl nssel tags. 

NOTE: Avn ilnblc an f'roL,nnt ML3/0 G3 Rock Modcls Only. 

Factory Express Server Configuration Levei 2 

NOTE lncl urlr: s Lr.vc! I Customr.r lntnnt oí (I rrolinnt SP.f'V(!f nnd options ro~figurntion, os 
instnllntion, custam imngr. rlown lond. IP nddrr.ssing, network sP.IIing, and cu stam pnckoging . 

Customr. r un•qiJf' rr.q1J•rc:rncnts (Cl•Hck r~:stnr0 cn~ntion, rei rluplicntion, test rcporls , reol-timc rr;porlmg 

oi sr. ,vr. ' MAC nrldrr.ss, pnssword, nnd RI! OE) Customr.r n<ccss, vn lidntion nnd contrai th rough VPN 

(pncr./sc,vc'). 

NOTE . Avndnhl r. on f'roL,n nt ML3/0 G3 Rn<k Modn ls On ly. 

Foctory Express Rack lntegration Levei 3 with 1 - 3 servers ar storage enclosures 

Factory Express Rack lntegration Levei 3 with 4 - 9 servers ar storoge enclosures 

Factory Express Rack lntegration Levei 3 with 1 O ar more servers ar storage enclosures 

NOTE: lnclurlcs LcvP- 1 I C ustornr:r lntcnt for stnnclnrcl rnounted servcrs nnd storogc un!ls pl us 

stnndord cnhlr. mgmf, RAIO conf tgurotton, sr.rv~ r s & storngP., powcr d tslnbuhon , nctwo r·hng gr.n r n ncj 

occr.ssoncs (pncc/rn:,20ck) . 

NOTE: Avoilnble on Proliant ML370 GJ Rnck Models Only. 

Factory Express Rock lntegrotion Levei 4 with 1 - 3 servers ar storage enclosures 

Factory Express Rack lntegration Levei 4 with 4 - 9 servers ar storoge enclosures 

Factory Express Rack lntegrotion Levei 4 with 1 O ar more servers ar storoge enclosures 

NOTE : lncludr.s Levei 2 CustomP.r lntent plus customP.r delineei coble monagemcnt and nommg 

convent ion, cuslomer furni shed irnage downloacf, IP addressing, cluster conligurotions (SOL, Exierno l 

stornge RAIO). Ouick rP.slore crention, cd duplicolion, lest reports, real-limP. reporting of server MAC 

oddress, possworcf, RILOE). Customer occess ond volidotion through VPN (price/rock) . 

NOTE : Avnilnhlc on ProLinnl ML370 G3 Rock Models Only. 

factory Express Rack lntegrotion Levei 5 with 1 - 3 servers ar storoge enclosures 

factory Express Rack lntegration Levei 5 with 4 - 9 servers ar starage enclosures 

Factory Express Rack lntegration Levei 5 with 1 O o r more servers o r storage enclosures 

NOl F lnrl 11dt'S Lr:vr l .] C.u'; l(H l1f:r l•>lf'r 11 plu•, l. tiSI ( )Ill S\V tn yr.r ,ng (l t1d rv l r.ndr:d lf"'SI, ( rJS tnn1t't 

nccr.ss , vniJdnlion nnrl ( onllo l thrni!Ç.jl! vrN , C.l tJ::.Ir:tr.d rnrks Wllh llf;lwod<. tllQ nP.or nnrl / or ~xtcnlnl 

storngr. n rrny, Stnrl-up H!slnllnhon sr.rv1rP.<; ( IJ Sinm (JI IOtr: (pncf"' / rnck) 

NOTE : Fnctory Express Engtnccrr.d So luilon Lr.vn l ó tS n c usto rn soluttons ovntlnblr, thro ugh Foctory 

Exprr.ss Plnnsr. con tn c t 0 yo tJI loc n l ,-r:ç,r. llr t or Acro unt Mnno~r:r 

NOTE . Avndnhlr. nn rrnL,nnt ML370 GJ Rnrk Morlcls Only 

Hardware Services On-site Service 

4-Hour On-sile Service, 5-Doy x 13-Hour Coveroge, 3 Yeors (Canadian Part NumberJ 

4-Hour On-site Service, 5-Day x 13-Hour, 3 Yeors (U.S. Part Number) 

4-Hour On-site Service, 7-Day x 24-Hour Coverage, 3 Years (Canadion Port Number) 

4-Hour On-site Service, 7-Day x 24-Hour Coveroge, 3 Years (U.S. Part Number) 

6-Hour Call to Repair, On-site Service, 7-Day x 24-Hau·r Coverage, 3 Years (Canadian Part Number) 

6-Hour Coll to Repair, On-site Service 7-Day x 24-Hour Coverage, 3 Yeors (U .S. Port Number) 

DA- 11430 North America - Version 23- July 17, 2003 
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293355-888 

266326-888 

325736-888 

232539-888 

325735-888 

325734-888 

232540-888 

325733-888 

325732-888 

232541-888 

325731-888 

FP-EL3EC-36 

331045-002 

FP-EL?EC-36 

162675-002 

FP-ELCEC-36 

331046-002 
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HP ProLiant ML350 Generation 3 

lnsto/lotion & Stort-up Services 

Hardware lnstallation (Canadian Part Number) 

Hardware lnstollation (U.S. Part Number) 

lnstallation & Start-Up oi a Proliant server and Microsoft 0/S per lhe Cuslomer Description and/or 
Data Sheet. To be delivered on a scheduled basis 8am-5pm, 
M-F, excl. HP holidays. (U .S. Part Number) 

lnstallation & Start-Up oi a Prolianl server and Microsoft 0 /S per the Cuslomer Descriplion and/or 
Data Sheet. To be delivered on a scheduled basis 8am-5pm, 
M-F, excl. HP holidays. (Canadian Part Number) _, 

lnstallation & Start-Up oi a Proliant server and Linux 0 /S per the Customer Descriplion and/or Data 
Sheet. To be delivered on a scheduled basis 8am-5pm, 
M-F, excl. HP holidays. (U.S. Part Number) 

lnstallation & Start-Up oi a Proliant server and Linux 0/S per the Customer Description and/or Data 
Sheet. To be delivered on a scheduled basis 8am-5pm, 
M-F, excl. HP holidays. (Canadian Part Number) 

Support Plus 

Onsite HW support, 8am-9pm, M-F, 4hr response and Microsoft OIS SW Tech suppart ollsite, onsite 
ai HP's discrelion, 8am-9pm, M-F 2hr response time excl. HP holidays. (U.S. Part Number) 

Onsite HW support, 8am-9pm, M-F, 4hr response and Microsoft 0/S SW Tech support ollsile, onsile 
at HP's discretion, 8am-9pm, M-F 2hr response time excl. HP holidays. (Canadian Part Number) 

Onsite HW support, 8am-9pm, M-F, 4hr response and Linux 0/S SW Tech support ollsile, onsile at 
HP's discretion, 8am-9pm, M-F 2hr response lime excl. HP holidays. (U.S. Part Number) 

Onsile HW support, 8am-9pm, M-F, 4hr response and Linux 0/S SW Tech support ollsile, onsile ot 
HP's discretion, 8om-9pm, M-F 2hr response time excl . HP holidoys. (Conodion Port Number) 

Support P/us 24 

Onsite HW support 24x7, 4hr response ond Microsoft O I S SW Tech support ollsite, onsite ot HP's 
discrelion, 24x7 2hr response time incl . HP holidoys. (U.S. Port Number) 

Onsile HW support 24x7, 4hr response ond Microsoft 0/S SW Tech support ollsite, onsile oi HP's 
discrelion, 24x7 2hr response lime incl . HP holidoys. (Conodion Port Number 

Onsile HW support 24x7, 4hr response ond Linux 0/S SW Tech support ollsile, onsile ot HP's 
discrelion, 24x7 2hr response lime incl. HP holidoys. (U.S. Part Number 

Onsile HW support 24x7, 4hr response ond Linux 0/S SW Tech support ollsile, onsite oi HP's 
discretion, 24x7 2hr response lime incl. HP holidoys. (Conodion Port Number 
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FP-ELINS-EC 

401791-002 

240013-002 

FM-MSTEC-01 

331051-002 

FM-LSTEC-0 1 

23992r ) 

FM-MO 1 E 1-36 

331049-002 

FM-L01 E1-36 

239930-002 

FM-M02E1-36 

331050-002 

FM-L02E1-36 
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QuickSpecs HP ProLiant 

Options 

i n v e n I 

CarePaq Priority Services for ProLiant Servers - Priority Silver 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Supporl, 1-hr response, 
Monday- Fridoy, 8AM - 5PM local time, 2-hr response after hours for Windows NT, Windows 2000, 
Professionol, Server ar Advonced Server Operoting System, Technicol Account Monoger, T echnicol 
Newsletter, SW activity review, proodive potch notificotion, 1 System Heolthcheck per yeor (2-5-2 Pari 
Number for Co nado) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Subsequent System Supporl for 
Windows NT, Windows 2000, Professional, Server or Advanced Server Operating.:5ysterT]..(2-5-2 Pari 
Number for Co nado) -' 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Supporl, 1-hr response, 
Mondoy- Friday, 8AM- 5PM local time, 2-hr response ofter hours for Novel I NetWore Operoting 
System, Technicol Account Manoger, Technicol Newsletter, SW odivity review (2-5-2 Pari Number for 
Cano do) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Subsequent System Supporl for Nove li 
NetWore Operoting System (2-5-2 Pari Number for Canodo) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Supporl, 1-hr response, 
Mondoy- Fridoy, 8AM - 5PM local time, 2-hr response ofter hours for Windows NT, Windows 2000, 
Professionol, Server or Advonced Server Operating System, Technicol Account Monager, T echnicol 
Newsletter, SW activity review, prooctive patch notification, 1 System Heolthcheck per yeor (6-3 Pari 
Number for U.S .) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Supporl for 
Windows NT, Windows 2000, Professional , Server or Advanced Server Operoting System (6-3 Pari 
Number for U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Supporl, 1-hr response, 
Monday- Fridoy, 8AM- 5PM local time, 2-hr response ofter hours for Nove li NetWare Operoting 
System, Technical Account Monoger, T echnical Newsletter, SW adivity review (6-3 Pari Number for 
U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Supporl for Novel I 
NetWore Operating System (6-3 Pari Number for U.S.) 

N O TE · For mo rr. informntio n, c us t om~r/rc~cllcrs cnn conto cl h H f~_ ''::!.wv, hl! . .::.~:~~:_~~-~~~~'i-~n rcJ2~~ 
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FM-M04 E 1-36 

FM-M24E1-36 

FM-N04E1-36 

FM-N24E 1-36 

239932-002 

239934-002 

239972-002 

239974-002 
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QuickSpecs HP ProLiant ML350 Generation 3 

Standard Memory 
512MB (expandable ta 8GB) af 2-way interleaving capable PC21 00 DDR SDRAM running ai 200MHz on 400MHz models or 266MHz on 533MHz models, 
with Advanced ECC capabilities ( 1 x 51 2MB) 

d 

N OTE. Advonced ECC Memory - ECC p rott:c tron p rovrdes the ubd ll y tu UI...' I I..!'.. 1 urrd ..._ orrct 1 sr n~ll! bll merno ry e r ro rs 'whde Advunccd ECC extenJs thrs 

coveroge to rnclude protection ogo rnst mult rple srmultoneous errors u r1 11 DIMM Advu rKed ECC detects ond con ec ts ·-lb rr men1o ry erro rs thor occu r wrt hrn u 

srn gle ORAM ch qJ o n o OIM M. Advunced ECC ulgo rllhr ns wo rk rn , U Jt dJ rnu tru r r wr th rndustry stu nU01d ECC OIMMS . 

Standard Memory Plus Optional Memory 
Up to 6. 7 GB of total memory can be implemented with lhe installation of three optional PC21 00-MHz Registered ECC DDR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
Up to 8.2 GB of total memory con be implemented with lhe removo I of lhe stondord 512-MB DIMM ond lhe optionol insto llotion of PC21 00-MHz 
Registered ECC DOR SDRAM DIMMs. 

NOTE: Chor1s do not represe r11 ali possrble rnemory conlr<,Ju rotrur., 

Slot 1 Slot 2 

Standard 512MB 512MB Empty 

Optional 6656MB 512MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

2x1 lnterleaved Memory 
Poir 1 

(Recommended) 

Total Memory Slot 1 Slot 2 

Recommended 1GB 512MB 512MB 

Configurations fo 1.5GB 512MB 512MB 
Array Models 2GB 512MB 512MB 

Following ore memory options ovoiloble from HP: 

• 128MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 128MB) 

• 256MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 256 MB) 

e 512MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 512 MB) 

NOTE : To invoke interleoving in your orroy model, arder this kr t for o tato i oi I -GB oi intcrleovcd rnemory 

e . 1024MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1024MB) 

e 2048MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048MB) 

( 
/ 

Slot 3 

Empty 

2048MB 

2048MB 

Slot 3 

Empty 

256MB 

512MB 

DA- 11430 North Americo - Version 23- July 17, 2003 
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Pair 2 

Slot 4 

Empty 

2048MB 

2048MB 

Slot 4 

Empty 

256MB 

512MB 

287494-B21 

287495-B21 

287496, R21 

287497-B2 1 

301044-821 
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QuickSpecs HP ProLiant ML35 

Memory 

HP Proliant ML350 G3 Non-Array Models 
The ML350 G3 supports both interleaved ond non-interleaved memory conliguralions. Base models ship standord with one 256MB DIMM, non-interleoved. 
For best performance oulomoticolly invoke interleoving by populoting memory in identicol poirs. lnterleoving memory ond instolling in poirs is not required . 
Add ony combinotion of memory DIMMs to operote in non-interleoved mede. 

Standard Memory 
256MB (expondoble to 8GB) oi 2-woy interleoving copoble PC21 00 DOR SDRAM running ot 200MHz on 400Mijz models or 266MHz on 533MHz models 
with Advonced ECC copobilities (1 x 256MB) 

NOTE : Advor1cr.d ECC Mr.mory · ECC protr.ctron provrdr. s thr. ohrlrty to rlr. trct ond corrr.ct singlr. b1t mr.mory r.rro,.,; whilr. Advonced ECC extcnds rh rs 
cov~roge to tnclurlc pr·otcction ogotnsl mtJitiplt: StmultoncotJS crrors on o [) IMM . Advonccd ECC rlctccts ond corrc cts tlh11 mcrnory errors thot occur wdhir o 

srnglr. ORAM chrp on o OIMM Advoncr.d ECC olgorr thm s work "' romh,,of ron wrth ~rxlustry sto nrlord ECC OIMMS. 

Standard Memory Plus Optional Memory 
Up to 6.4 GB optionol memory is ovoilable with the instollotion oi PC21 00-MHz Registered ECC DOR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 

C 'Jp to 8.2 GB oi memory is avoilable with the removei oi the stondord 256-MB oi memory and lhe optional installation oi PC21 00-MHz Registered ECC 
DOR SDRAM DIMM instolled. 

NOTE : Chor1s rio no! reprr.sr.nt oi I possiblr. mr.mory conf ,gurotrons 

Memory 

Slot 1 Slot 2 

Standard 256MB 256MB Empty 

Optional 6400MB 256MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

T atai Memory 
1 2 

Recommended Desired 

Configurations fo 512MB 256MB 256MB 
Base Models 1GB 256MB 256MB 

1.5GB 256MB 256MB 

T atai Memory 
1 2 

Recommended Desired 

Configurations fo 1GB 512MB 512MB 

c 
Array models 1.5GB 512MB 512MB 

2GB 512MB 512MB 

Following ore memory options ovailoble Irem HP: 

e 128MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 128 MB) 

e 256MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 256 MB) 

e 512MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 512 MB) 

e 1024MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1024MB) 

e 2048MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048MB) 

Slot 3 

Empty 

2048MB 

2048MB 

3 

Empty 

256MB 

512MB 

3 

Empty 

256MB 

512MB 

DA - 11430 North America - Vers~ - July 17, 2003 
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Slot 4 

Empty 

2048MB 

2048MB 

4 

Empty 

256MB 

512MB 

4 

Empty 

256MB 

512MB 

287494-B21 

287495-B21 

287496-B21 

287497-B21 

301044-B21 
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Drive Support 

Removable Media 

Quantity 
Supported 

1 .44-MB Oiskette Drive Up to 1 

IDE {ATAPI) CD-ROM Drive Up to 2 

DVD-ROM Drive Option Kit Up to 2 

ML3xx T wo Bay Hot Plug SCSI Up to 1 
Drive Cage 

i n v e n I 

Position 
Supported 

A 

B,C,D 

8, C, D 

C,D 

HP ProLiant ML350 Generation 3 

O - 5 6 x 1 in SCSI Hard Drive Bays 

A 3.5 in Oiskette Drive 

8 48x CD-ROM 

C, O Availãble hqlf height bay 

Controller 

lntegrated 

lntegrated IDE (ATAPI) 

lntegrated IDE 

lntegrated SCSI 

_; 

J 
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QuickSpecs 
Storage 

Hord Drives 

Ultro320 Hot Pluggoble Drives 

Ouantity 

Supported 

1- inch 

146.8-GB l 0,000 rpm 
72.8-GB 10,000 rpm 

36.4-GB l 0,000 rpm 
72 .8-GB 15,000 rpm 
36.4-GB 15,000 rpm 
18.2-GB 15,000 rpm 

Upto 6 

Position 

Supported 

0-5 

Controller 

lntegrated Dual Channel Wide Ultro3 SCSI Adapter 

Smart Arroy 532 Controller 
Compaq RAIO LC2 Controller 
Smart Array 5302/ 128 Controller 
Smart Array 5304/ 256 Controller 
Smart Array 5312 Controller 
Smart Array 641 Controller 
(N O TE. Thc Smrni Arroy 6~ I Conlro ller shor s srondord wol h 2.8 Gl-l z Arroy 

morlr. ls.) 

Smart Array 642 Controller 
64-Bit/ l33Mhz Dual Channel Ultro320 SCSI Adopter 

N O TE: Ali U320 Universo i l lnrrl Onvf'S nrr hnckwnrrl compnl ihlr In U2 o r U3 sp0.r.rls. U320 rlri ves mquirc nn opl ionn l U320 Smooi Arroy Conlrollr.r or 
_ U320 SCSI HGA lo supp0oi U320 lrnnsfrr on lcs 

Wide Ultro320 SCSI - Non-Hot Plug 

Quantity 

Supported 

1-inch 

36-GB l 0,000 rpm 

Externai Storoge 

Up to 2 

Quantity 

Supported 

StorageWorks Enclosure 4300 Up to 24 

Family (supports 

Ullro3/UI1 ro320 I" drivcs) 

3U Rackmount Kit Up to 3 
5U Rackmount Kit 

Position 

Supported 

C, O 

Position 

Supported 

Externai 

Externai 

MSA 1000 Plcnsc sP.r. 1hr. MSA Externai 

I 000 O uockSpccs 
bclow to d ctc 'T1Wl<; 

ronf1g u rnt i0n 

· ·rcqtJ irc m en ts 

DA- 11430 

Controller 

lntegroted Dual Channel Wide Ultra3 SCSI Adapter 

Smart Array 532 Controller 

Compaq RAIO LC2 Controller 

Smart Array 5302/ 128 Controller 
Smart Array 5304/256 Controller 
Smart Array 531 2 Controller 
Smart Array 641 Controller 
(NOTE : The Smor1 Array 6 ~ I Conlrol ler ships slondord wi lh 2.8 GHz Arroy 

moclels. ) 
Smort Array 642 Controller 

64-Bit/ l33Mhz Dual Channel Ultra320 SCSI Adapter 

Controller 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adapter 

Smart Array 532 Controller 

Smart Array 5302/ 128 Controller 

Smart Array 5304/256 Controller 
Smart Array 531 2 Controller 
Smart Array 642 Controller 
64-Bit/ l33Mhz Dual Chonnel Ultra320 SCSI Adopter 

64 -Bit/ l33Mhz Dual Chonnel Ultro320 SCSI Adapter 

Plr.nsr. sr.<' Ih<' MS A I 000 O uockSpccs (URL bP. Iow) lar lhr. IOtP.sl li si of suppoo·tcd 

llflAs 

f( 
i 

i n v • n I 
North Ameri co - VerSI0.(l _2_:Y- July 17, 2003 ., 
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HP ProLiant ML350 Generation 3 

apacity - (StorogeWorks Enclosure) 

Externai 

Total 

Tape Drives 

1 .1 7 4 TB (6 x 146.8-GB 1" Ultro320 hot plug hord drives with stondord internai drive coge + 2 x 
72.8-GB 12"Uitro320 Hot plug hord drive using lhe optionol ML3xx Two Boy Hot Plug SCSI Drive 

Coge) 

49.324 TB (14 X 146.8 GB) X 24 

50.498 TB 

.i 

N O TE : For on up- to-dote listu1g ol the lo tes! 0/S Suppor1 clctorls lor 80ch ol thc Tope Drrvcs lrsted below. pleose see the lollowu1g : 
llHp:/ /www5_~orrpoq . co~ll/y r oducts/qurckspec s/North Ar11 errco/ I ( '2J3 htrrr . 

N O TE: For on up-to-dote lrstrng ol the lotes t 0/S Suppor1 detorls ~ o r euch oi tir e: lu t)C Storuge Systems lrsted below, pleose see the lollowulg . 
ll i TI~ //www~ ~o~~o_g__::om; p1Uclucts/ qu1 Ckspc<.st Nor111 A n 1eii(_ U ' I UÜU 1

) IH111 

Quantity 
Supported 

Internai AIT 100-GB, Hot Plug Up to 3 
Internai AIT 50-GB, Hot Plug 
Internai AIT 35-GB, LVD Hot 
Plug 
lntemoi20/40-GB DAT Drive, 
Hot Plug 
Internai DAT 72, Hot Plug 
'l nsto lloti on of AIT/ DAT hot 
plug drives in D ' C requ ires 
the optionol T wo Boy Hot Plug 
SCSI Drive Coge (PN 2~4059-
B2 1) 

20/40-GB DAT DDS-4 Tope Up to 2 
Drive 
Internai 12/24-GB DAT Drive 
Internai DAT 72 

AIT 35GB, Autolooder 

Internai 40/80-GB DLT 
Enhonced 

Internai 40/80-GB DLT VS 

AIT 100-GB Internai 
AIT 50 ~GB Internai 
AIT 35-GB, LVD Internai 

LTO Ultrium 230, Internai 
LTO Ultrium 460, Internai 

SDLT 11 0/220-GB, Internai 
SDLT 160/320-GB, Internai 

Externai DAT 72 

AIT 100-GB Externai 
AIT 50-GB Externai 
AIT 35-GB, LVD Externai 

Externai 40/ 80-GB DL T 
Enhonced 
Externai 40/ 80-GB DLT VS 
Externai 20/ 40-GB DLT 

LTO Ultrium 215, Externai 

LTO Ultrium 230, Externai 
LTO Ultrium 460, Externai 

i n v e n t 

Up to 4 

Up to 1 

Upto 2 

Up to 2 

Up to 1 

Up to 1 

2 

2 

Up to 3 

Up to 2 

Position 

Supported 

0+ 1, 2 + 3, 
D+ C* 

C,D 

Externai 

C + D 

C,D 

C,D 

C + D 

C + D 

Externai 

Externai 

Externai 

Externai 

Controller 

Smort Array 532 Controller 
Smart Array 5302/ 128 Contrai ler 
Smart Array 5304/256 Contrai ler 
Smart Array 5312 Controller 
Smart Array 641 Contro ller 
{N OTE : The Smori Arroy 64 I shi ps stondo rd wrth 2.8 GHz Arroy models .) 
Smart Array 642 Control ler 
64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 
• N O TE: Ti re Smor1 Arroy 532 Contra i ler does not suppo•1 the AIT I 00-GB i·lot 
Plug Tope Dnve. 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adapter 
64-Bit/ 133Mhz Dual Channel Ultro320 SCSI Adopter 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter (requires Internai-to-Externai 
SCSI coble option) 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adopter 

lntegroted Dual Chonnel Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 

lntegrated Dual Chonnel Wide Ultro3 SCSI Adopter 
64-Bit/ 133Mhz Dual Chonnel Ultra320 SCSI Adapter 

64 -Bit/ 133Mhz Dual Channel Ultra320 SCSI Adopter 

64-Bit/ 133Mhz Dual Channel Ultro320 SCSI Adapter 

lntegroted Dual Channel Wide Ultro3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

64-Bit/ 133-MHz Dual Channel Ultra320 SCSI Adapter 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Internai-ta -Externai 
SCSI cable aptian) 
64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter (requires Internai-to-Externai 
SCSI cable aptian) 
64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/ 133Mhz Dual Channel Ultra320 SCSI Adapter 
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QuickSpecs 
Storage 

SDLT 1 1 0/220-GB, Externai Up to 2 
SDLT 160/320-GB, Externai 

20/40-GB DAT 8 Cassette Up to 1 
Autoloader Externai 

SSL2020 AIT Library 

MSL5026Dl.X (40/BOGB DLT­
based) 
MSL5026SL (SDLT-based) 
Librory 
MSL5052SL (SDL T -based) 

Librory 
MSL5030L (LTO-based) Librory 
MSL5060S (L TO-based) Librory 

2 drives per SCSI 
channel 

2 drives per SCSI 
chonnel 

Externai 

Externo I 

Externai 

Externai 

DA- 11430 
i n v c n I 

HP ProLiont ML35Q 

lntegroted Dual Channel Wide Ultra3 SCSI Adapter (requir 
SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

SAN Access Module for Smart Array 5302 Controller 

64-Bit/ 66-MHz Dual Channel Wide-1Jltro3 SCSI Adapter, Alternate OS 
-' 
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QuickSpecs 

Frequency Range (Nominal) 
(Hz) 

Nominal lnput Voltage (Vrms) 

Max Rated Output Wattoge Roting 

Nominal lnput Current (A rms) 

264166-001 

292237-001 

90 to 264 

47 to 63 (50/60) 

Max Rated lnput Wattage Rating (Watts) 

Max. Rated VA (Valt-Amp} 

Efficiency (%) 

Power Fadar 

Leakage Current (mA) 

Maximum lnrush Current (A peak) 

Maximum lnrush Current duration (milisecands) 

System Specifications 
ML350 Generation 3 (G3) Fully Configured 

100 115 

500 500 

7.8 6.7 

769 758 

785 773 

65 66 

0.98 0.98 

0.31 0.36 

21 24 

20 20 

HP ProLiant ML350 Generation 3 

208 ~20 230 240 

500 " 500 500 500 

3.7 3.4 3.2 3.0 

746 735 725 714 

761 750 739 729 

67 68 68 70 

0.98 0 .98 0.98 0.98 

0.65 0.69 0.72 0.75 

43 46 48 50 

20 20 20 20 ) 

Up to 2 Processors, 4 Memory Slots, 8 Hard Drives, 5 PCI Slots, and 2 Hot Plug Power Supplies 

Nominal lnput Voltage (Vrms) 100 115 

Fuliy Loaded System lnput Wattage (W) 557 549 

Fuliy Laaded System lnput Current (A rms) 5.7 4.9 

Fuliy Loaded System Thermal (BTU-Hr) 1900 1872 

Fuliy Loaded System VA (Volt-Amp) 569 560 

System Leakage with ali power supplies loaded (mA) 0.63 0.72 

System lnrush Current with ali pawer supplies loaded (A) -42 48 

Pawer card requirements Nema 5-15P ta IEC320-C13 

IEC320-C13 to IEC320-C14 

NOTES 
ActrveAnswers Power Colcu lotron 

Power colcu lo to r is UVE on Ac tr veAnswers W eb sr te. Th rs rs un ex ter nul l11rh. 

Follow thi s link : httpj/_!:J~0099 . www~ hp.CO II l LOI1h\;)ur(llur , powercol r > U>i j 

NOTE. This Web site is a vai lobl e in Eng lis h on ly. 

To drill down to co lcu lotors: 
· Click on: "Prol io nt Servers" 
- Clrck on the Server oi 111terest. Exomple : ML]:,Q GJ 
- Cl rc k on : "Power Colculo tor" lrnk . (You moy need to sc roll down tu s'''' rt ) 

208 220 230 240 

541 534 526 519 

2.7 2.5 2.3 2.2 

1846 1820 1794 1770 

552 545 537 530 

1.30 1.38 1.44 1.50 

86 92 96 100 

Option na./Spare no: See Power Card chart 

Optian na./Spare no: 142257-001 / 142258-821 

[hp] \- ........ -. -'---------------
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QuickSpecs 
TechSpecs 

System Unit- T ower 

l ... 

i n v e n I 

Dimensions (HxWxD) 
(with feet/bezel) 

Dimensions (HxWxD) 

(without feet/bezel) 

Weight(opproximote) 

lnput Requirements 
(per power supply) 

Une Frequency 

BTU Rating 

SCSI Connectors 

Power Supply Output 
Power 
(per power supply) 

T emperature Range 

Maximum Wet Bulb 
Temperature 

Relative Humidity 
(non-eondensing) 

Acoustic Noise 

DA- 11430 

HP ProLiant ML350 

18.5 X 10.25 X 26 in (46.99 X 26.04 X 66.04 em) 

17.5 X 8.5 X 24 in (44 .50 X 21 .59 X 60.96 em) 

60 lb (27.24 kg) (withoul hord drives) 

Range Une Voltoge 100 lo 120 VAC/200 lo 240 VAC 

Roted lnput Frequeney 

lnpul Power 

Roted lnpul Currenl 

50 to 60Hz 

1, 839 BTU/hr 

T wo internai HD68 eonneclors 

50Hz lo 60Hz 

538W@ 11 ~VAC 

7.4N3.7A _; 

(Sllppori for t'"!1lh~r two 1nte rnol , two externol, o r o m ix o f intcrnnl /cxtcrno i IS ovoi loble . Th1 s 

'' oclw,vr.d '"'"9 em u1tr.mo l to ex terno I SCS I coblc opt •o n ki t (PN I 595 ~ 7 -B22i ond e <thc r 

o f th,-, two SCSI knockouts .) 

Roted Steody-Stote Power soow 

Operating 50o to 95o F (1 0° to 3SO C) 
(No direcl sustoining sunlight) 

Storoge (up to one yeor) -40° to 158° F (-40° to 70° C) 

82.4° F (28° C) 

Operaling 10% to 90% 

Non-operating 5% to 90% 

ldle 
(Fixed Disk Drives Spinning) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operating 
(Rondem Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

(S 
North America - Version 23 - July 17, 2003 
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QuickSpecs 

1.44-MB Diskette Drive 

Dimensions (HxWxD) 

Weight(approximate) 

lnput Requirements 
(per power supply) 

Line Frequency 

BTU Rating 

SCSI Connectors 

Power Supply Output 
Power 
(per power supply) 

Temperature Range 

Maximum Wet Bulb 
T emperature 

Relative Humidity 
(non-condensing) 

Acoustic Noise 

LED lndicators 
(front ponel) 

Read/Write Capacity per 
Diskette (high/low density) 

Drive Supported 

Drive Height 

Drive Rotation 

T ransfer Rale 
(high/ low) 

Bytes/Sector 

Sectors/T rack (high/ low) 

T racks/Side (high/ low) 

Access Times 

Cylinders (high/ low) 

Read/Write Heads 

DA- 114 30 

HP ProLiant ML35 0 Generation 3 

8.61 x19 x 24 in (21.87 x48.26 x 60.96 em) 

60 lb (27 .24 kg) (without hard drives) 

Range Line Voltage 1 00 to 120 VAC/200 to 240 VAC 

Roted lnput Frequency 50 Hz to 60 Hz 

lnput Power 

Roted lnput Current 

50 to 60Hz 

1, 839 BTU/ hr 

T wo internai HD68 connectors 

538W@ 110 VAC 

7.4N3. 7A 

·' 
(\uppo11 lu r ~ rther rwo tlll..:!rnul, two externo! , o ro rn rx olrntefnol/externolrs ovodoblc . Thrs 

,,, uêh"""J us"'>l un "''" '"ul1o '"'""'oi SCSI coble op1'o" k,l (PN I :,9:,4/ -822) o nd e ,1he , 
o i lhe' lwo SCSI k11u< kuul> ) 

Rated Steady-State Power 

Operoting 

Storoge (up to one yeor) 

82.4° F (28° C) 

Operating 

Non-operoting 

ldle 
(Fixed Disk Drives Spinning) 

500W 

50° to 95° F (1 oo to 35o C) 
(No direct sustoining sunlight) 

-40° to 158° F (-40° to 70° C) 

lO% to 90% 

5% to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operoting 
(Rondam Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

Green 

1 .44 MB/ 720 KB 

One 

One-third 

300 rpm 

500 K/250 K bits/s 

5 12 

18/9 

80/80 

T rock-to-T rock (high/ low) 

Averoge (high/low) 

Settling Time 

Lotency Averoge 

80/80 

Two 

3/6 ms 

169/ 94 ms 

15 ms 

100 ms 

North America - Version 23 - July l 7, 2003 Page 40 



QuickSpecs 
TechSpecs 

48X Max IDE (ATAPI) 
CD-ROM Drive 

Disk 

Block Size 

Interface 

Access Times (typical) 

Data Transfer Rate 

Coche Buffer 

Start-up Time (typical) 

Stop Time 

Laser Parameters 

Operating Conditions 

Dimensions 

NC7760 PCI Gigabit Network Interface 

Server Adapter (embedded) Compatibility 

Data Transfer Method 

Network Transfer Rale 

Connector 

Cable Support 

Applicoble Disk 

Copoeity 

Mode 1 

Mode 2 

CO-DA 

CD-XA 

IDE (ATAPI) 

Rondam 

Fuii-Stroke 

Sustoined 

Burst 

Bus Role 

128 KB 

< 7seeonds 

< 4seeonds 

Type 

Wove Length 

T emperature 

Humidity 

(HxWxD, moximum) 

Weight 

HP ProLiant ML3 

CD-ROM, CD-XA, CO-DA (Mode 1, Mode 2, Form 1 
ond 2) 

Photo CD (Single and Multi-session) 

Mixed Mode (Audio ond Doto eombined) 

CO-R 

540 MB (Mode 1, 12 em) 

650 MB (Mode 2, 12 em) 

2,048 bytes _; _.:. 

2,340 bytes, 2,336 bytes 

2,352 bytes 

2,328 bytes 

<100 ms 

<150 ms 

3000 to 7200 KB/s (20X to 48X) 

150 KBps to 7,200 KBps 

16.7 MBps 

Semieondudor Laser GoA 1 As 

780 ± 25 nm 

4 1 o to 113o F (5° to 45° C) 

10%to 80% 

1.7 X 5 .85 X 8.11 in (4 .29 X 14.86 X 20.60 em) 

2.09 lb (0.95 kg) 

1 OBase-T/1 OOBase-TX/1 000Base-1X 

IEEE 802.3 1 OBose-T 

IEEE 802.3ab 1 OOOBase-T 

IEEE 80.3u 1 00Base-1X 

32-bit bus-moster PCI 

1 OBose-T(Holf-Duplex) 

1 O Base-T(Fuii-Duplex) 

1 OOBose-TX(Half-Duplex) 

1 00Bose-1X(Fuii-Duplex) 

1 000Bose-1X 

RJ-45 

10Bose-T 

1 0/100/1 000Base-1X 

10 Mb/s 

20 Mb/s 

100 Mb/s 

200 Mb/s 

1000Mb/s 

Categories 3, 4 ar 5 UTP; up to 328ft (100m) 

Category 5 UTP; up to 328ft (100m) 

,... 
..J 

DA- 11430 North America )/ersion 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML35 0 Generation 3 

Smart Array 64 1 
Controller 
(NOTE: The Smart Arroy 64 I 

Controller ships standord with 
the 2.8 GHz Array Models only) 

i n v e n I 

Drives Supported 

Data T ransfer Method 

SCSI Channel T ransfer 

R ate 

Maximum Transfer Rate 
per PCI Bus (peak) 

SCSI Protocols 

Electrical Protocol 

SCSI T ermination 

Up to 28 SCSI devices (14 per channel) 

64-bit PCI bus-master 

80 MB/s per channel 

133 MB/s per channel 

Wide Ultra2 SCSI 

Wide-Uitra SCSI-3 

Fast SCSI-2 

Low Voltage Differential (LVD) 

Active T ermination 

Externai SCSI Connectors Two 80-Pin VHDCI connectors 

Internai SCSI Connectors Two 68-Pin Wide-Uitra SCSI-3 connectors 

Protocol 

SCSI Electrical Interface 

Drives Supported 

SCSI Port Connectors SA-
641 

Data Transfer Method 

PCI Bus Speed 

PCI 

Simultaneous Drive 

Transfer Channels 

Channel T ransfer Rate 

Software upgradeable 
Firmware 

Coche Memory 

Logical Drives Supported 

Maximum Capacity 

Memory Addressing 

RAIO Support 

Upgradeable Firmware 

Ultra320 SCSI 

Low Voltage Differential (LVD) 

Up to 6 Ultra 320, Ultra3 and Ultra2 SCSI hard drives 

one internai SCSI port 

64-Bit PCI bus-master 

64-bit, 133-MHz PCI-X (1 GB/s maximum bandwidth) 

3.3 volt PCI slot compatibility only 

Two 

320-MB/s total; 320-MB/s per channel 

Yes 

64-MB ORAM used for cede, transfer buffers, and non-battery backed read coche 

32 

880.8 GB (6 X 146.8 GB) 

64-bit, supporting servers memory greater than 4 GB 

RAIO 5 (Distributed Data Guarding) 

RAIO 1 + O (Striping & Mirroring) 
RAIO 1 (Mirroring) 

RAIO O (Striping) 

2-MB Flashable ROM 

Disk Drive and Enclosure Ultra 320, Ultra2 and Ultra3 
Protocol Support 

) 

Warranty Maximum: The remaining warranty of the HP server product in which it is installed (to a 

maximum three-year limited warranty) 

DA- 11430 

Minimum: One-year, on-site limited warranty 
Pre-Failure Warranty: Drives attached to the Smart Array Contrai ler and monitored under 
lnsight Manoger are supported by a Pre-Failure (replacement) Warranty. For complete 
details, consult lhe HP Support Center ar reler to your HP Serve r Documentation. 
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QuickSpecs 
TechSpecs 

Video Controller Controller Chip ATI RAGE XL 

Video ORAM 8 MB Video SDRAM 

Data T ransfer Method 32-bit PCI 

Support Resolution Supported Color Depths: 

640 X 480 16.7M, 64K, 256, 16 

800 X 600 16.7M, 64K, 256, 16 

1024 X 768 16.7M, 64K, 256, 16 

1152 X 864 16. 7M, 64K, 256, 16 -' 
1280 x 1024 16.7M,64K,256, 16 

1600 X 1200 64K, 256, 16 

Connector VGA 

© Copyright 2003 Hewlett-Packard Development Company, L.P. 

The informotion contained herein is subject to change without notice. 

Microsoft and Windows NT are US registered trademorks of Microsoft Corporation. Intel is o US registered trademork oi Intel Corporation. 

The only warronties for HP products and services are set forth in lhe express warranty statements accompanying such products and services. Nothing herein 
should be construed os constituting an additional warranty. HP shall no! be liable for technical or editorial errors or omissions contoined herein. 
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Configuring Local SPAN and RSPA_~ 

This chapter describes how to configure local Switched Port Analyzer (SPAN) and remote SPAN 
(RSPAN) on the Catalyst 6500 series switches. The Catalyst 6500 series switches support RSPAN with 
Release 12 .1 (13)E and !ater releases. 

This chapter consists o f these sections: 

Understanding How Local SPAN and RSPAN Work , page 34-1 

Local SPAN and RSPAN Configuration Guidelines and Res trictions, page 34-5 

• Contiguring Local SPAN and RSPAN, pagc 34-8 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco lOS Command Reference publication. 

Understanding How Local SPAN and RSPAN Work 
These sections describe how local SPAN and RSPAN work: 

Local SPAN and RSPAN Overview, page 34-1 

Local SPAN and RSPAN Scss ions, pagc 34-3 

Monitored Traffic, page 34-4 

• SPAN Sources, page 34-4 

• Destination Ports, page 34-5 

Local SPAN and RSPAN Overview 

78-14099-03 BO 

Local SPAN and RSPAN both select network traffic to send to a network analyzer such as a SwitchProbe 
device or other Remote Monitoring (RMON) probe. SPAN does not affect the switching of network 
traffic on source ports or VLANs. SPAN sends a copy o f the packets received or transmitted by the 
source ports and VLANs to the destination port. You must dedicate the destination port for SPAN use . 

These sections provi de an overview o f local SPAN and RSPAN : 

Local SPAN Overvicw, pagc 34-2 

RSPAN Overvicw, pagc 34-3 

.I I 
;ÜQ'"'· ·- \, , 

3697 
·----~--



Chapter 34 Configuring local SPAN and 
Understanding How local SPAN and RSPAN Wor1t 

Local SPAN Overview 

( 

Local SPAN supports source ports, source VLANs, and destination ports on the same Catalyst 6500 
series switch. Local SPAN copies traffic from one or more source ports in any VLAN or from one or 
more VLANs to a destination port for analysis (see Fi gure 34- I). For example, as shown in Figure 34-1, 
ali traffic on Ethernet port 5 (lhe source port) is copied to Ethernet port 1 O. A network analyzer on 
Ethernet port I O receives ali network traffic from Ethernet port 5 without being physically attached to 
Ethernet port 5. 

Figure 34-1 Example SPAN Conliguration 

E1 

r-===~!!~~=':=:=t-Port 5 traffic mirrored 
~~~~~~~~~~~~onport10 

;1; 

Network analyzer ~ 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Chapter 34 Configuring Local SPAN and RSPAN 

Understanding How Local SPAN and RSP 

RSPAN Overview 

RSPAN supports source ports, source VLANs, and destination ports on different switches, which 
pro v ides remo te monitoring o f multiple switches across your network (see Figure 34-2). The traffic for 
each RSPAN session is carried over a user-specified RSPAN VLAN that is dedicated for that RSPAN 
session in ali participating switches. 

The RSPAN source ports can be trunks carrying the RSPAN VLAN . Local SPAN and RSPAN do not 
monitor the RSPAN traffic in the RSPAN VLAN seen on a source trunk. 

The RSPAN traffic from the source ports or source VLANs is switched to t_!le RSPAN VLAN and then 
forwarded to destination ports, which are in the RSPAN VLAN. The sour{;es (po1ts or VLANs) in an 
RSPAN session can be different on different source switches but must be the same for ali sources on each 
RSPAN source switch. Each RSPAN source switch must have either ports or VLANs as RSPAN sources. 

Figure 34-2 RSPAN Conllguration 

Switch A Switch B 

Destination switch 
(data center) 

lntermediate switch 
( distribution) 

Source switch(es) 
(access) 

local SPAN and RSPAN Sessions 

78-14099-03 BO 

SPAN sessions (local or remate) allow you to monitor traffic on one or more ports, or one or more 
VLANs, and send the monitored traffic to one or more destination ports. 

A local SPAN session is an association of a set of source ports and source VLANs with one or more 
destination ports. You configure a local SPAN session on a single network device . Local SPAN does not 
have separate source and destination sessions. 

RSPAN consists of an RSPAN source session, an RSPAN VLAN, and an RSPAN destination session. 
You separately configure RSPAN source sessions and destination sessions on different network devices. 
To configure an RSPAN source session on one network device, you associa te a set of source ports and 
VLANs with an RSPAN VLAN . To configure an RSPAN destination session on another device, you 
associate the destination port with the RSPAN VLAN . 

Catalyst 6500 Series Switch Cisco lOS Software Configuratio~tc~i.de 

i i~ OS u . ..~-.,. · 
g n JJ!t!U ,, ~.,. f ""' D - v - . 
. '-' r M/ .• CORn~ I: u \,; n. tiO• 

. F/~· A_ Q 7 7 Lf i 
--=- 1 ----- r 

.! 
I 

t?oç;: 3 6 9 7j 
----=------ $ 



Chapter 34 Configuring Local SPAN and R 
Understanding How Local SPAN and RSPAN Wm 

Monitored T raffic 

These sections describe the traffic that SPAN (local or remote) can monitor: 

Monitored Traffic Direction, page 34-4 

• Monitored Traffic Type, page 34-4 

• Duplicate Traffic, page 34-4 

Monitored T raffic Direction 

You can configure SPAN sessions to monitor ingress network traffic (called ingress SPAN), or to monitor 
egress network traffic ( called egress SPAN), o r to monitor traffic flowing in both directions . 

Ingress SPAN copies network traffic received by the source ports and VLANs for analysis at the 
destination port. Egress SPAN copies network traffic transmitted from the source ports and VLANs. 
When you enter the both keyword, SPAN copies the network traffic received and transmitted by the 
source ports and VLANs to the destination port. 

r(- ,itored T raffic T ype 

Duplicate Traffic 

By default, local SPAN monitors all network traffic, including multicast and bridge protocol data unit 
(BPDU) frames. RSPAN does not support BPDU monitoring. 

In some configurations, SPAN sends multiple copies of the same source traffic to the destination port. 
For example, in a configuration with a bidirectional SPAN session (both ingress and egress) for two 
SPAN sources, called sI and s2, to a SPAN destination port, called dI, i f a packet enters the switch 
through sI and is sent for egress from the switch to s2, ingress SPAN at sI sends a copy o f the packet to 
SPAN destination di and egress SPAN at s2 sends a copy ofthe packet to SPAN destination di. Ifthe 
packet was Layer 2 switched from sI to s2, both SPAN packets would be the same. !f the packet was 
Layer 3 switched from sI to s2, the Layer-3 rewrite would a !ter the source and destination Layer 2 
addresses, in which case the SPAN packets would be different. 

SPAN Sources 

( _ 

Source Ports 

These sections describe local SPAN and RSPAN sources: 

• Source Ports , page 34-4 

• Sourcc V LA Ns, pagc 34-5 

A source port is a port monitored for network traffic analysis . You can configure both switched and 
routed ports as SPAN source ports. SPAN can monitor one or more source ports in a single SPAN 
session. You can configure source ports in any VLAN . Trunk ports can be configured as source ports and 
mixed with nontrunk source ports, but SPAN does not copy the encapsulation from a source trunk port. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 



Chapter 34 Configuring Local SPAN and RSPAN 

Source VLANs 

A source VLAN is a VLAN monitored for network traffic analysis. VLAN-based SPAN (VSPAN) uses 
a VLAN as the SPAN source. Ali the ports in the source VLANs become source ports. 

Destination Ports 

A destination port is a Layer 2 or Layer 3 LAN port to which SPAN sends traffic for analysis. 

When you configure aportas a SPAN destination port, it can no longer r~ceive any traffic. When you 
configure aportas a SPAN destination port, the port is dedicated for use only by the SPAN feature. A 
SPAN destination port does not forward any traffic except that required for the SPAN session. 

With Release 12.1 (13)E and !ater releases, you can configure trunk ports as destination ports, which 
allows destination trunk ports to transmit encapsulated traffic. With earlier releases, trunk ports stop 
trunking when you configure them as a destination port. 

( ~ ocal SPAN and RSPAN Configuration Guidelines and 
Restrictions 

These sections describe local SPAN and RSPAN configuration guidelines and restrictions: 

• Local SPAN and RSPAN Session Limits, page 34-5 

• Local SPAN and RSPAN Source and Destination Limits, page 34-6 

• Local SPAN and RSPAN Guidelines and Restrictions, page 34-6 

• VSPAN Guidelines and Restrictions, page 34-7 

• RSPAN Guide lines and Restrictions, page 34-7 

Note • Release 12.1(13)E and !ater releases support RSPAN . 

• Ports on the WS-X6548-GE-TX and WS-X6548V-GE-TX switching modules cannot be ingress 
SPAN sources when the switch is operating in truncated mode. 

( _Jcal SPAN and RSPAN Session limits 

These are the local SPAN and RSPAN session limits : 

Total Sessions per Switch Local SPAN Sessions RSPAN Source Sessions RSPAN Destination Sessions 

66 
1
2 (ingress or egress or both) o 64 

I ingress 1 (ingress or egress or both) 

I or 2 egress o 

78·14099·03 BO 



Chapter34 
local SPAN and RSPAN Configuration Guidelines and Restrictions 

Local SPAN and RSPAN Source and Destination limits 

These are the local SPAN and RSPAN source and destination limits: 

Sources and Destinations Local SPAN Sessions RSPAN Source Sessions RSPAN Destination Sessions 

Egress sources I (O with a remote SPAN I (O with a local SPAN egress I RSPAN VLAN 
source session configured) source session configured) 

Ingress sources 64 64 -
Destinations per session 64 I RSPAN VLAN 64 ~ 

Local SPAN and RSPAN Guidelines and Restrictions 

c 

( 

These guidelines and restrictions apply to both local SPAN and RSPAN: 

• You need a network analyzer to monitor destination ports. 

• You can configure both Layer 2 LAN ports (LAN ports configured with the switchport command) 
and Layer 3 LAN ports (LAN ports not configured with the switchport command) as sources or 
destinations. 

• With Release 12.1 (13)E and !ater releases, you can configure destination ports as trunks to capture 
tagged traffic . With earlier releases, i f you configure a trunk portas a destination port, SPAN 
suspends trunking on the port . 

• A port specified as a destination port in one SPAN session cannot be a destination port for another 
SPAN session. 

• A port configured as a destination port cannot be configured as a source port. 

• A port channel interface (an EtherChannel) can be a source. 

- With Release 12.1(13)E and !ater releases, you cannot configure active member ports ofan 
EtherChannel as source ports. Inactive member ports o f an EtherChannel can be configured as 
sources but they are put into the suspended state and carry no traffic. 

- With releases earlier than 12.1 (13)E, i f you configure a member port o f an EtherChannel as a 
SPAN source port, it is put into the suspended state and carries no traffic. 

• A port channel interface (an EtherChannel) cannot be a destination . 

- With Release 12.1 (13)E and la ter releases, you cannot configure active member ports o f an 
EtherChannel as destination ports. Inactive member ports o f an EtherChannel can be configured 
as destinations but they are put into the suspended state and carry no traffic . 

- With releases earlier than 12.1 (13)E, i f you configure a member port o f an EtherChannel as a 
SPAN destination port, it is put into the suspended state and carries no traffic. 

You cannot mix individual source ports and source VLANs within a single session. 

I f you specify multi pie ingress source ports, the ports can belong to different VLANs. 

• You cannot mix source VLANs and filter VLANs within a session. You can have source VLANs or 
filter VLANs, but not both at the same time. 

• When enabled, local SPAN or RSPAN uses any previously entered configuration. 

• When you specify sources and do not specify a traffic direction (ingress, egress, or both), "both" is 
used by default. 
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You cannot configure destination ports to receive ingress traffic. 
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Configuring l ocal SPAN anel RSPAN 

Destination ports never participate in any spanning tree instance. Local SPAN includes BPDUs in 
the monitored traffic, so any BPDUs seen on the destination portare from the source port. RSPAN 
does not support BPDU monitoring. 

Ali packets sent through the switch for transmission from a port configured as an egress source are 
copied to the destination port, including packets that do not exit the switch through the port beca use 
STP has put the port into the blocking state, or on a trunk port because STP has put the VLAN into 
the blocking state on the trunk port. 

VSPAN Guidelines and Restrictions 

These are VSPAN guidelines and restr ictions: 

For VSPAN sessions with both ingress and egress configured, two packets are forwarded from the 
destination port i f the packets get switched on the same VLAN ( one as ingress traffic from the 
ingress port and one as egress traffic from the egress port). 

VSPAN only monitors traffic that leaves or enters Layer 2 ports in the VLAN . 

- Ifyou configure a VLAN as an ingress source and traffic gets routed into the monitored VLAN, 
the routed traffic is not monitored because it never appears as ingress traffic entering a Layer 2 
port in the VLAN. 

- Ifyou configure a VLAN as an egress source and traffic gets routed out ofthe monitored VLAN, 
the routed traffic is not monitored because it never appears as egress traffic leaving a Layer 2 
port in the VLAN . 

RSPAN Guidelines and Restrictions 

These are RSPAN guidelines and restrictions: 

Any network device that supports RSPAN VLANs can be an RSPAN intermediate device . 

Networks impose no limit on the number of RSPAN VLANs that the networks carry. 

lntermediate switches might impose limits on the number o f RSPAN VLANs that they can support. 

You must configure the RSPAN VLANs in ali source, intermediate, and destination network devices . 
If enabled, the VLAN Trunking Protocol (VTP) can propagate configuration o f VLANs numbered 
I through 1024 as RSPAN VLANs. You must manually configure VLANs numbered higher than 

l 
I 024 as RSPAN VLANs on ali source, intermediate, and destination network devices . 

Ifyou enable VTP and VTP pruning, RSPAN traffic is pruned in the trunks to prevent the unwanted 
flooding o f RSPAN traffic across the network. 
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RSPAN VLANs can be used only for RSPAN traffic. 

Do not configure a VLAN used to carry management traffic as an RSPAN VLAN . 

Do not assign access ports to RSPAN VLANs. RSPAN puts access ports in an RSPAN VLAN into 
the suspended state. 

Do not configure any ports in an RSPAN VLAN except those selected to carry RSPAN traffic . 

MAC address learning is disabled on the RSPAN VLAN. 

You can use an output access controllist (ACL) on the RSPAN VLAN in the RSPAN source switch 
to filter the traffic sent to an RSPAN destination. 
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Configuring local SPAN and RSPAN 

• RSPAN does not support BPDU monitoring. 

• Do not configure RSPAN VLANs as sources in VSPAN sessions. 

• You can configure any VLAN as an RSPAN VLAN as long as ali participating network devices 
support configuration o f RSPAN VLANs and you use the same RSPAN VLAN for each RSPAN 
session in ali participating network devices. 

Entering SPAN configuration commands does not clear previously configured SPAN parameters . 
You must enter the no monitor session command to clear configured SPAN parameters. 

Configuring Local SPAN and RSPAN 
These sections describe how to configure local SPAN and RSPAN: 

Local SPAN and RSPAN Configuration Overview, page 34-8 

• Configuring RSPAN VLANs, page 34-8 

• Configuring Local or RSPAN Sources, page 34-9 

Monitoring Specific Source VLANs on a Source Trunk Port, page 34-10 

• Configuring Local SPAN and RSPAN Destinations, page 34-10 

Yerifying thc Configuration, page 34-12 

• Configuration Examples, page 34-12 

Note With Release 12.1 (!I b )E and late r releases, when you are in configuration mode you can ente r EXEC 
mode-level commands by entering the do keyword before the EXEC mode-level command. 

local SPAN and RSPAN Configuration Overview 

To configure a local SPAN session, use the same session number for the sources and the destination 
ports. 

To configure an RSPAN source session, use the same session number for a source and a destination 
RSPAN VLAN . 

To configure an RSPAN destination session, use the same session number for a source RSPAN VLAN 
and a destination port. 

C::11figuring RSPAN VLANs 

To configure a VLAN as an RSPAN VLAN, perform this task: 

Command 

Step 1 Router (conf ig) 11 vlan 
vlan_ID{ [-vlan_ID]j [, vlan_ID]) 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 

Purpose 

Creates or modifies an Ethernet VLAN, a range of 
Ethernet VLANs, or severa! Ethernet VLANs specified in 
a comma-separated list (do not enter space characters). 
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Command Purpose ~ 

Step2 Router(config-vlan)# remote-span 

Router(config-vlan)# no remote-span 

Stepl Router(config-vlan)# end 

Configuring local or RSPAN Sources 

Configures the VLAN as an RSPAN VLAN. 

Clears the RSPAN VLAN configurationo 

Updates the VLAN database and returns to privileged 
EXEC modeo 

Note To configure an RSPAN source session, configure a source with an RSPAN VLAN as the destinationo To 
configure an RSPAN destination session, configure an RSPAN VLAN as the source and a port as the 
destinationo 

To configure a local SPAN or RSPAN source, perform this task: 

( ~ommand Purpose 

( 

Router(config)# monitor session session_number source 
{ {single_interface I interface_list I interface_range 
I mixed_interface_list I single_vlan I vlan_list I 
vlan_range I mixed_vlan_list) [rx I tx I both]} I 
{remete vlan rspan_vlan_ID)) 

Configures the session number, the source ports, VLANs, or 
RSPAN VLAN, and the traffic direction to be monitored . 

Router(config)# no monitor session {session_number 
all I local I 

Clears the monitor configurationo 

range session range [ [, session range] , o o o] I remo te} 
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When configuring monitor sessions, note the following syntax information: 

single_interface is interface type slotlport; type is ethernet, fastethernet, gigabitethernet, or 
tengigabitethernet. 

interface_list is single_interface , single_interface , single_interface ... 

Note In lists, you must enter a space before and after the commao In ranges, you must enter a space 
before and after the dasho 

interface_range is interface type slotljirst_port- last_port 

mixed_interface_list is, in any order, single_interface , interface_range , .. o 

single_vlan is a the ID number ofa single VLAN . 

vlan_list is single_vlan , single_vlan , single_vlan .. o 

vlan_range isjirst_vlan_ID- last_vlan_ID 

mixed_vlan_list is , in any order, single_vlan , vlan_range, .. . 

When clearing monitor sessions, note the following syntax information: 

The no monitor session number command entered with no other parameters clears 
session session_numbero 

sess ion_range i s jirst_sess ion_n u 111 ber-las t_sess ion_n u 111 ber 
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Configuring Local SPAN and RSPAN 

Note In the no monitor session range command, do not enter spaces before or after the dash . I f 
you enter mu1tip1e ranges, do not enter spaces before or after the commas. 

This example shows how to configure session I to monitor bidirectiona1 traffic from Fast Ethemet 
port 5/1: 

Router(config)# monitor session 1 source interface fastethernet 5/1 

-
Monitoring Specific Source VLANs on a Source T runk Port 

To monitor specific VLANs when the local or RSPAN source is a trunk port, perform this task: 

Command Purpose 

Router (config) # monitor session session_number filter Monitors specific VLANs when the source is a trunk port . 
{vlan_ID) [, I -) 

f 

•r(config)# no monitor session session number 
,r { vlan_ID) 

Clears trunk source configuration. 

This example shows how to monitor VLANs I through 5 and VLAN 9 when the source is a trunk port: 

Router(config)# monitor session 2 filter vlan l - 5 , 9 

Configuring local SPAN and RSPAN Destinations 

These sections describe how to configure local SPAN and RSPAN destinations: 

Confíguring a Destination Portas an Unconditional Trunk, page 34-1 O 

Confíguring a Local or RSPAN Destination , page 34-11 

Configuring a Destination Portas an Unconditional Trunk 

To tag the monitored traffic with Release 12.1(13)E and !ater releases, configure the destination portas 
a trunk. 

To configure the destination port as a trunk, perform this task: 

Command 

Step1 Router(config)# interface type1 slot/port 

Step 2 Router (config- if) # swi tchport 

Step3 Router(conf i g -if)# switchport trunk encapsulation 
{ isl I dot1q} 

Step4 Router(config-if)# switchport mode trunk 

Step5 Router(config-if)# switchport nonegotiate 

Purpose 

Selects the LAN port to configure . 

Configures the LAN port for Layer 2 switching (required 
only i f the LAN port is not already confígured for Layer 
2 switching) . 

Configures the encapsulation, which configures the Layer 
2 switching portas either an ISL o r 802.1 Q trunk. 

Configures the port to trunk unconditionally. 

Configures the trunk not to use DTP. 

I. 1y p e ~ ethernet, fastethernet , gigabitethernet, or tengigabitethernet 
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Config~ing local SPAN an 

This example shows how to configure aportas an unconditional IEEE 802 01 q trunk: 

Router(config)# interface fastethernet 5/12 
Router(config - if)# switchport 
Router(config - if)# switchport trunk encapsulation dotlq 
Router(config - if)# switcbport mede trunk 
Router( config - if)# switchport nonegotiate 

Configuring a Local or RSPAN Destination 

Command 

Note To configure an RSPAN source session , configure a source with an RSPAN VLAN as the destinationo To 
configure an RSPAN destination session, configure an RSPAN VLAN as the source and aportas the 
destinationo 

To configure a local or RSPAN destination, perform this task: 

Purpose 

Juter( config) # monitor session s essi on_number 
destination { s ingle_interface I interface_list 
in t e r f a ce_range I mi x ed_inter face_li s t) I 
{remete vlan rspan_vlan_ID)} 

Configures the session number and the destination ports or 
RSPAN VLAN o 

Rout e r(conf ig)# no monitor session {session numbe r 
all I local I -

Clears the monitor configurationo 

range s ession_range [ [, session_range] , o o o] I remete} 
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Note To tag the monitored traffic, you must configure the port to trunk unconditionally before you configure 
it as a destination (see the "Configuring a Destination Portas an Unconditional Trunk" section on 
page 34-1 0)0 

When configuring monitor sessions, note the following syntax information : 

single_interface is interface type slotlport; type is ethernet, fastethernet, gigabitethernet, or 
tengigabitethernet. 

interface_list is single_interface , single_interface , single_interface 00 0 

Note In lists, you must enter a space before and after the com ma o In ranges, you must enter a space 
before and after the dasho 

inteJface_range is interface type slotljirst_port- last_port 

mixed_interface_list is, in any order, single_inteJface , interface_range , 000 

When clearing monitor sessions, note the following syntax information: 

Enter the no monitor session number command with no other parameters to cl ea r 
session session numbero 

session_range isjirst_session_number-last_session_number 

r - ' 
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Configuring Local SPAN and RSPAN 

Note In the no monitor session range command, do not enter spaces before or after the dash. I f 
you enter multiple ranges, do not enter spaces before or after the commas. 

This example shows how to configure Fast Ethemet port 5/48 as the destination for SPAN session 1: 

Router(config)# monitor session 1 destination interface fastethernet 5/48 

Verifying the Configuration 

This example shows how to verify the configuration of session 2: 

Router# show monitor session 2 
Session 2 

Type : Remete Source Session 

Source Ports : 
RX Only: 

Dest RSPAN VLAN: 
Router# 

Fa3/1 
901 

This example shows how to display the fu ll details o f session 2: 

Router# show monitor session 2 detail 
Session 2 

Type : Remete Source Session 

Source Ports: 
RX Only: 
TX Only: 
Both: 

Source VLANs: 
RX Only : 
TX Only : 
Both: 

Fal /1-3 
No ne 
None 

None 
None 
None 

Source RSPAN VLAN: None 
Destination Ports: None 
Filter VLANs: None 
Dest RSPAN VLAN: 901 

C( --tfiguration Examples 

This example shows how to configure RSPAN source session 2: 

Router(config)# monitor session 2 source interface fastethernet1/1 - 3 rx 
Router(config)# monitor session 2 destinat i on remote v1an 901 

This example shows how to clear the configuration for sess ions I and 2: 

Router(config)# no monitor session range 1 -2 

This example shows how to configure an RSPAN source session with multiple sources : 

Router(config)# monitor session 2 source interface fastethernet 5/15 
Router(config)# monitor session 2 source interface gigabitethernet 1 /2 

Router(config)# monitor session 2 source interface port-channel 102 

Router(config)# monitor session 2 source filter vlan 2 - 3 

Router(config)# monitor session 2 destination remate vlan 901 
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Configuring Local SPAN 

This example shows how to remove sources for a session: 

Router(config)# no monitor session 2 source interface fastethernet 5/15 , 7/3 

This example shows how to remove options for sources for a session: 

Router(config)# no monitor session 2 source interface gigabitethernet 1/2 
Router(config)# no monitor session 2 source interface port-channe1 102 tx 

This example shows how to remove VLAN filtering for a session: 

Router(config)# no monitor session 2 fi1ter v1an 3 

This example shows how to configure an RSPAN destination session: 

Router(config)# monitor session 8 source remete v1an 901 
Router(config)# monitor session 8 destination interface fastethernet 1/2 , 2/3 

i Doe: ... 
~- ~ .. =-:-------



Chapter 34 Configuring Local SP 
Configuring Local SPAN and RSPAN 

( 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 



1 RQS nu OJ!L.Uu5 - .- ·.· 

j CPMI • CORr<t: lm 
j 

l 6 'r·s· O ry 8 j ,;·I ··- --'...J- LI--!,.J.....lo.L. 

. \ I 

.Doe: 

. -3 6 9 7 

----..___ ... ____ ._ ............. ...... .. 



( 

76-14099-03 

~ .. 
Note 

~ .. 

15 
Configuring STP and IEEE 802.1s MST 

This chapter describes how to configure the Spanning Tree Protocol (STP) and the IEEE 802.1 s Multi pie 
Spanning Tree (MST) protocol on Catalyst 6500 series switches. 

For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

This chapter consists o f these sections: 

• Understanding How STP Works, page 15-2 

• Understanding How IEEE 802.1 w RSTP Works, page 15-13 

• Understanding How IEEE 802. ls MST Works, page 15-14 

• Default STP Configuration, page 15-21 

• STP and MST Configuration Guidelines and Restrictions, page 15-21 

• Configuring STP, page 15-22 

• Configuring IEEE 802.1 s MST, page 15-34 

Note • For information on configuring the PortFast, UplinkFast, and BackboneFast STP enhancements, see 
Chapter 16, "Configuring Optional STP Features." 

• Release 12.1(13)E and !ater releases support IEEE 802.1s MST and IEEE 802. 1 w, rapid 
reconfiguration o f spanning tree. 



ding How STP Works 
These sections describe how STP works : 

STP Overview 

STP Overview, page 15-2 

Understanding the Bridge 10, page 15-3 

• Understanding Bridge Protocol Data Units, page 15-4 

Election o f the Root Bridge, page 15-4 

STP Protoco1 Timers , page 15-5 

• Creating the Spanning Tree Topo1ogy, page 15-5 

STP Port States, page 15-6 

STP and IEEE 802. 1 Q Trunks, page 15-12 

Chapter 15 Configuring STP and IEEE 802.1s MST 

_; 

STP is a Layer 2 link management protoco1 that provides path redundancy whi1e preventing undesirab•~ ) 
loops in the network. For a Layer 2 Ethemet network to function properly, only one active path can exist 
between any two stations. STP operation is transparent to end stations, which cannot detect whether they 
are connected to a single LAN segment ora switched LAN ofmultiple segments. 

Catalyst 6500 series switches use STP (the IEEE 802 .10 bridge protocol) on ali VLANs. By default, a 
single instance ofSTP runs on each configured VLAN (provided you do not manually disable STP). You 
can enable and disable STP on a per-VLAN basis. 

When you create fault-tolerant internetworks, you must have a loop-free path between ali nodes in a 
network. The STP algorithm calculates the best loop-free path throughout a switched Layer 2 network. 
Layer 2 LAN ports send and receive STP frames at regular intervals. Network devices do not forward 
these frames, but use the frames to construct a loop-free path. 

Multiple active paths between end stations cause loops in the network. I f a loop exists in the network, 
end stations might receive duplicate messages and network devices might learn end station MAC 
addresses on multiple Layer 2 LAN ports . These conditions result in an unstable network. 

STP defines a tree with a root bridge and a loop-free path from the root to ali network devices in the 
Layer 2 network. STP forces redundant data paths into a standby (blocked) state . If a network segment 
in the spanning tree fails and a redundant path exists, the STP algorithm recalculates the spanning tree 
topology and activates the standby path. 

When two Layer 2 LAN ports on a network device are part o f a loop, the STP port priority and port pa ) 
cost setting determine which port is put in the forwarding state and which port is put in the blocking 
state . The STP port priority value represents the location o f a port in the network topology and how well 
located it isto pass traffic. The STP port path cost value represents media speed. 
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Understanding the Bridge ID 

Each VLAN on each network device has a unique 64-bit bridge ID consisting of a bridge priority value, 
an extended system ID, and an STP MAC address allocation . 

This section contains these topics : 

• Bridge Priority Value, page 15-3 

• Extended System ID, page 15-3 

STP MAC Address Allocation, page 15-3 

Bridge Priority V alue 

With Release 12.1 (8a)E and late r releases, the bridge priority is a 4-bit value when the extended system 
ID is enabled (see Table 15-2 on page 15-3 ). With earlier releases, the bridge priority is a 16-bit value 
(see Table 15-1 on page 15-3). See the "Configuring the Bridge Priority of a VLAN" section on 
page 15-30. 

~• · Extended System ID 

f 

Release 12.1 (8a)E and I ater releases support a 12-bit extended system ID field as part o f the bridge ID 
(see Table 15-2 on page 15-3). Chassis that support only 64 MAC addresses always use the 12-bit 
extended system ID. On chassis that support I 024 MAC addresses, you can enable use o f the extended 
system ID. STP uses the VLAN ID as the extended system ID. See the "Enabling the Extended System 
ID" section on page 15-24. 

lãble 15-1 Bridge Priority Value with the Extended System ID Disabled 

Bridge Priority Value 

Bit 16 Bit 15 Bit 14 Bit 13 Bit 12 Bit 11 Bit 10 Bit 9 Bit 8 Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit2 Bit 1 

32768 16384 8192 4096 2048 1024 512 256 128 64 32 16 8 4 2 I 

lãble 15-2 Bridge Priority Value and Extended System 10 with the Extended System 10 Enabled 

Bridge Priority Value Extended System ID (Set Equal to lhe VLAN ID) 

Bit16 Bit15 Bit14 Bit13 Bit12 Bit11 Bit10 Bit9 Bit8 Bit7 BitS BitS Bit4 Bit3 Bit2 Bit1 

32768 16384 8192 4096 2048 1024 512 256 128 64 32 16 8 4 2 I 

STP MAC Address Allocation 
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Catalyst 6500 series switch chassis have either 64 or I 024 MAC addresses available to support software 
features such as STP. To view the MAC address range on your chassis, enter the show catalyst6000 
chassis-mac-address command. 

Release 12.1 (8a)E and I ater releases support chassis with 64 o r I 024 MAC addresses. For chassis with 
64 MAC addresses , STP uses the extended system ID plus a MAC address to make the bridge ID unique 
for each VLAN . 

Earli er releases support chass is with I 024 MAC addresses . With earli er releases, STP uses one MAC 
address per VLAN to make the bridge TD unique for each VLAN. 
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Understanding How STP Wo..Xs 

If you have a network device in your network with MAC address reduction enabled, you should also 
enable MAC address reduction on ali other Layer-2 connected network devices to avoid undesirable root 
bridge election and spanning tree topology issues. 

When MAC address reduction is enabled, the root bridge priority becomes a multip le of 4096 plus the 
VLAN ID. With MAC address reduction enabled, a switch bridge ID (used by the spanning-tree 
algorithm to determine the identity o f the root bridge, the lowest being preferred) can only be specified 
as a multi pie of 4096. Only the following values are possible: O, 4096, 8192, 12288, 16384, 20480, 
24576,28672,32768,36864,40960,45056,49152,53248,57344, and61440. 

I f another bridge in the same spanning-tree doma in does not run the MAC address reduction feature, it 
could win root bridge ownership beca use o f the finer granularity in th~-s~ledlon o f its bridge ID. 

Understanding Bridge Protocol Data Units 

Bridge protocol data units (BPDUs) are transmitted in one direction from the root bridge. Each network 
device sends configuration BPDUs to communicate and compute the spanning tree topology. Each 
configuration BPDU contains the following minimal information: 

• The uni que bridge ID o f the network device that the transmitting network device believes to be ü 
root bridge 

• The STP path cost to the root 

• The bridge ID o f the transmitting bridge 

• Message age 

• The identifier o f the transmitting port 

• Values for the helio, forward delay, and max-age protocol timers 

When a network device transmits a BPDU frame, ali network devices connected to the LAN on which 
the frame is transmitted receive the BPDU. When a network device receives a BPDU, it does not forward 
the frame but instead uses the inforrnation in the frame to calculate a BPDU, and, i f the topology 
changes, initiate a BPDU transmission . 

A BPDU exchange results in the following: 

One network device is elected as the root bridge. 

The shortest distance to the root bridge is calculated for each network device based on the path cost. 

• A designated bridge for each LAN segment is selected. This is the network device closest to the root 
bridge through which frames are forwarded to the root. 

A root port is selected. This is the port providing the best path from the bridge to the root bridge. 

• Ports included in the spanning tree are selected. 

Election of the Root Bridge 

' 'v 

'· '' · 

For each VLAN, the network device with the highest bridge ID (the lowest numerical ID value) is elected 
as the root bridge. If ali network devices are configured with the default priority (32768), the network 
device with the lowest MAC address in the VLAN becomes the root bridge. The bridge priority va lue 
occupies the most significant bits of the bridge ID. 

When you change the bridge priority value, you change the probabilitythat the switch wi ll be elected as 
the root br idge. Configuring a hi gher value increases the probability; a lower va lue decreases the 
probability. 
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Understanding H/P ,:k.s 
I .r ---..,: 
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The STP root bridge is the logical center o f the spanning tree topology in a Layer 2 ne ork. A !f pathf 
that are not needed to reach the root bridge from anywhere in the Layer 2 network are p ced r s:p~(J 
blocking mode. 

BPDUs contain information about the transmitting bridge and its ports, including bridge and MAC 
addresses, bridge priority, port priority, and path cost. STP uses this information to elect the root bridge 
for the Layer 2 network, to elect the root port leading to the root bridge, and to determine the designated 
port for each Layer 2 segment. 

STP Protocol Timers . i 

Table 15-3 describes the STP protocol timers that affect STP performance. 

Tãble 15-3 STP Protoco/ Timers 

Variable 

Helio timer 

Forward delay timer 

Maximum age timer 

Description 

Determines how often the network device broadcasts helio messages to other 
network devices . 

Determines how long each ofthe listening and leaming states last before the 
port begins forwarding. 

Determines the amount o f time protocol information received on an port is 
stored by the network device. 

Creating the Spanning T ree T opology 
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In Figure 15-1, Switch A is elected as the root bridge because the bridge priority o f ali the network 
devices is set to the default (32768) and Switch A has the lowest MAC address. However, dueto traffic 
pattems, number of forwarding ports, or link types, Switch A might not be the ideal root bridge . By 
increasing the priority (lowering the numerical value) ofthe ideal network device so that it becomes the 
root bridge, you force an STP recalculation to form a new spanning tree topology with the ideal network 
device as the root. 

Figure 15-1 Spanning Tiee Topology 

RP = Root Port 
DP = Designated Port 

"' "' <C 

"' (f) 

When the spanning tree topology is ca lculated based on defau lt parameters, the path between source and 
destination end stations in a switched network might not be ideal. For instance, connecting higher-speed 
links to a port that has a higher number than the current root port ca n cause a root-port change. The goa l 
isto make the fastest link the root port. 
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For example, assume that one port on Switch B is a tiber-optic link, and another port on Switch B (an 
unshielded twisted-pair [UTP] link) is the root port. Network traffic might be more efticient over the 
high-speed tiber-optic link. By changing the STP port priority on the tiber-optic port to a higher priority 
(lower numerical value) than the root port, the tiber-optic port becomes the new root port. 

STP Port States 

These sections describe the STP port states: 

STP Port State Overview, page 15-6 

Blocking State, page 15-8 

Listening State, page 15-9 

Learning State, page 15-10 

• Forwarding State , page 15-11 

• Disabled State, page 15-12 

STP Port State Overview 

Propagation delays can occur when protocol information passes through a switched LAN. As a result, 
topology changes can take place at different times and at different places in a switched network. When 
a Layer 2 LAN port transitions directly from nonparticipation in the spanning tree topology to the 
forwarding state, it can create temporary data loops. Ports must wait for new topology information to 
propagate through the switched LAN before starting to forward frames. They must allow the frame 
lifetime to expire for frames that have been forwarded using the old topology. 

Each Layer 2 LAN port on a Catalyst 6500 series switch using STP exists in one o f the following tive 
states: 

• Blocking-The Layer 2 LAN port does not participate in frame forwarding. 

• Listening-First transitional state after the blocking state when STP determines that the Layer 2 
LAN port should participate in frame forwarding. 

Learning-The Layer 2 LAN port prepares to participa te in frame forwarding. 

• Forwarding-The Layer 2 LAN port forwards frames . 

• Disabled-The Layer 2 LAN port does not participa te in STP and is not forwarding frames. 

A Layer 2 LAN port moves through these tive states as follows: 

• From initialization to blocking 

From blocking to listening or to disabled 

From listening to learning or to disabled 

From leaming to forwarding or to disabled 

From forwarding to di sabled 

Figure 15-2 illustrates how a Layer 2 LAN port moves through the tive states. 
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Figure 15-2 STP Layer 2 LAN Interface States 

I 

-----------1 

When you enable STP, every port in the Catalyst 6500 series switch, VLAN, and network goes through 
the blocking state and the transitory states oflistening and leaming at power up . I f properly configured, 
each Layer 2 LAN port stabilizes to the forwarding or blocking state. 

When the STP algorithm places a Layer 2 LAN port in the forwarding state, the following process 
occurs: 

1. The Layer 2 LAN port is put into the listening state while it waits for protocol inforrnation that 
suggests it should go to the blocking state. 

2. The Layer 2 LAN port waits for the forward delay timer to expire, moves the Layer 2 LAN port to 
the leaming state, and resets the forward delay timer. 

3. In the leaming state, the Layer 2 LAN port continues to block frame forwarding as it learns end 
station location inforrnation for the forwarding database . 

4. The Layer 2 LAN port waits for the forward delay timer to expire and then moves the Layer 2 LAN 
port to the forwarding state, where both learning and frame forwarding are enabled. 

. Catalyst 6500 Series Switch Cisc.o lOS 
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ing How STP Worits 

A Layer 2 LAN port in the blocking state does not participate in frame forwarding, as shown in 
Figure 15-3 . After initialization, a BPDU is sent out to each Layer 2 LAN port. A network device 
initially assumes it is the root until it exchanges BPDUs with other network devices. This exchange 
establishes which network device in the network is the root or root bridge. I f only one network device is 
in the network, no exchange occurs, the forward delay timer expi res, and the ports move to the listening 
state . A port always enters the blocking state following initialization. 

Figure 15-3 Interface 2 in Blocking State 
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A Layer 2 LAN port in the blocking state performs as follows: 

Discards frames received from the attached segment. 

Discards frames switched from another port for forwarding. 

Does not incorporate end station Iocation into its address database. (There is no learning on a 
blocking Layer 2 LAN port, so there is no address database update .) 

Receives BPDUs and directs them to the system module. 

Does not transmit BPDUs received from the system module. 

Receives and responds to network management messages. 
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listening State 
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Understanding 

The listening state is the first transitional state a Layer 2 LAN port enters after the blocking state . The 
Layer 2 LAN port enters this state when STP determines that the Layer 2 LAN port should participate 
in frame forwarding . Figure 15-4 shows a Layer 2 LAN port in the listening state. 

Figure 15-4 Interface 2 in listening State 
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A Layer 2 LAN port in the listening state performs as follows: 

• Discards frames received from the attached segment. 

Discards frames switched from another LAN port for forwarding. 

• Does not incorporate end station location into its address database . (There is no learning at this 
point, so there is no address database update.) 

Receives BPDUs and directs them to the system module. 

Receives, processes, and transmits BPDUs received from the system module . 

Receives and responds to network management messages. 

Gatalyst 6500 Series Switch Cisco lOS Software ConfigLJr'-flli 
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A Layer 2 LAN port in the learning state prepares to participate in frame forwarding . The Layer 2 LAN 
port enters the leaming state from the listening state . Figure 15-5 shows a Layer 2 LAN port in the 
leaming state . 

Figure 15-5 lnterfàce 2 in learning State 

Ali segment 
trames 

Network 
management 
& data trames 

Network 
management 

--:----;-------' trames 

Ali segment 
trames 

BPDU & network 
management trames 

I 

A Layer 2 LAN port in the learning state performs as follows: 

Discards frames received from the attached segment. 

Discards frames switched from another port for forwarding. 

Incorporates end station location into its address database. 

Receives BPDUs and directs them to the system module. 

Receives, processes, and transmits BPDUs received from the system module. 

Receives and responds to network management messages. 
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Forwarding State 

78· 14099-03 

A Layer 2 LAN port in the forwarding state forwards frames, as shown in Figure 
port enters the forwarding state from the learning state . 

Figure 15-G Interface 2 in Forwarding State 
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A Layer 2 LAN port in the forwarding state performs as follows : 

Forwards frames received from the attached segment. 

Forwards frames switched from another port for forwarding. 

Incorporates end station location information into its address database . 

Receives BPDUs and directs them to the system module. 

Processes BPDUs received from the system module . 

Receives and responds to network management messages. 

Q 
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A Layer 2 LAN port in the disabled state does not participate in frame forwarding or STP, as shown in 
Figure 15-7 . A Layer 2 LAN port in the disabled state is virtually nonoperational. 

Figure 15-7 lnterrace 2 in Oisab/ed State 
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A disabled Layer 2 LAN port performs as follows: 

Discards frames received from the attached segment. 

Discards frames switched from another port for forwarding . 

Does not incorporate end station location into its address database. (There is no leaming, so there is 
no address database update.) 

Does not receive BPDUs. 

Does not receive BPDUs for transmission from the system module. 

STP and IEEE 802.1Q Trunks 

802.1 Q trunks impose some limitations on the STP strategy for a network. In a network o f Cisco network 
devices connected through 802.1 Q trunks, the network devices maintain one instance o f STP for each 
VLAN allowed on the trunks. However, non-Cisco 802.1 Q network devices maintain only one instance 
of STP for ali VLANs allowed on the trunks. 

When you connect a Cisco network device to a non-Cisco device through an 802.1 Q trunk, the Cisco 
network device combines the STP instance o f the 802.1 Q VLAN o f the trunk with the STP instance o f 
the non-Cisco 802 .1 Q network device. However, ali per-VLAN STP information is maintained by Cisco 
network devices separated by a cloud o f non-Cisco 802.1 Q network devices. The non-Cisco 802.1 Q 
cloúd separating the Cisco network devices is treated as a single trunk link between the network.devi.ces. 

For more information on 802.1 Q trunks, see Chaptcr 7. "Contlguring LA N Ports for Laycr 2 Switching.'·' 
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Understanding How IEEE 802.1w RSTP Works 
~ .. 

Note In Cisco lOS release 12.1(11 )EX and !ater releases, RSTP is implemented as part ofMultiple Spanning 
Tree Protocol (MSTP). In Cisco lOS release 12.1(13)E and !ater releases, RSTP is also available as a 
standalone protocol in Rapid-Per-VLAN-Spanning Tree (Rapid-PVST) mode. In this mode, the switch 
runs an RSTP instance on each VLAN, which follows the usual PVST + approach. 

-
These sections describe Rapid Spanning Tree Protocol (RSTP): " 

• IEEE 802.1 w RSTP Overview, page 15-13 

• RSTP Port Roles, page 15-13 

• RSTP Port States, page 15-14 

• Rapid-PVST, page 15-14 

IEEE 802.1w RSTP Overview 

RSTP signifícantly reduces the time to reconfigure the active topology of the network when changes 
occur to the physical topology or its confíguration parameters. RSTP selects one switch as the root o f a 
spanning tree-connected active topology and assigns port roles to individual ports o f the switch, 
depending on whether that port is part o f the active topology. 

RSTP provides rapid connectivity following the failure of a switch, switch port, ora LAN. A new root 
port and the designated port on the other si de o f the bridge transition to forwarding using an explicit 
handshake between them. RSTP allows switch port configuration so that the ports can transition to 
forwarding directly when the switch reinitializes. 

RSTP as specifíed in 802.1 w supersedes STP specifíed in 802.1 D, but remains compatible with STP. 

RSTP provides backward compatibility with 802.1 D bridges as follows: 

• RSTP selectively sends 802.1 D-confígured BPDUs and topology change notification (TCN) BPDUs 
on a per-port basis. 

• When a port initializes, the migration-delay timer starts and RSTP BPDUs are transmitted . While 
the migration-delay timer is active, the bridge processes ali BPDUs received on that port. 

• I f the bridge receives an 802.1 D BPDU after a port's migration-delay timer expires, the bridge 
assumes it is connected to an 802.1D bridge and starts using only 802.1D BPDUs. 

• When RSTP uses 802.1 D BPDUs on a port and receives an RSTP BPDU after the migration-delay 
expires, RSTP restarts the migration-delay timer and begins using RSTP BPDUs on that port. 

RSTP Port Roles 
RSTP uses the following defínitions for port roles: 

• Root-A forwarding port elected for the spanning tree topology. 

• Designated-A forwarding port elected for every switched LAN seginent. 

• Alternate- An altemate path to the root bridge to that provided by the current root port. 

78-14099-03 
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E 802.1s MST Wor:Xs 

• Backup-A backup for the path provided by a designated port toward the leaves ofthe spanning tree. 
Backup ports can exist only where two ports are connected together in a loopback by a point-to-point 
link or bridge with two or more connections to a shared LAN segment. 

Disabled-A port that has no role within the operation of spanning tree. 

Port roles are assigned as follows : 

A root port or designated port role includes the port in the active topology. 

An altemate port or backup port role excludes the port from the active topology. 

RSTP Port States 

Rapid-PVST 

The port state controls the forwarding and learning processes and provides the values o f discarding, 
learning, and forwarding. Table 15-4 provides a comparison between STP port states and RSTP port 
states. 

Tãble 15-4 Cornparison Between STP and RSTP Port States 

Operational Status STP Port State RSTP Port State Port lncluded in Active Topology 

Enabled Blocking 1 Discarding2 No 

Enabled Listening Discarding No 

Enabled Leaming Leaming Yes 

Enabled Forwarding Forwarding Yes 

Disabled Disabled Discarding No 

I . IEEE 802. 1 D port state designation. 

2. IEEE 802.1 w port state designation. Discarding is the same as blocking in RSTP and MST. 

In a stable topology, RSTP ensures that every root port and designated port transition to forwarding, and 
ensures that ali altemate ports and backup ports are always in the discarding state. 

Rapid-PVST uses the existing configuration for PVST+; however, Rapid-PVST uses RSTP to provide 
faster convergence. Independent VLANs run their own RSTP instance. 

Dynamic entries are flushed immediately on a per-port basis upon receiving a topology change. 

UplinkFast and BackboneFast configurations are ignored in Rapid-PVST mode; both features are 
included in RSTP. 

Understanding How IEEE 802.1s MST Works 
~ .. 

Note In Cisco lOS release 12.1 (li )EX and !ater releases, RSTP is implemented as parto f Multi pie Spanning 
Tree Protocol (MSTP). In Cisco lOS release 12.1(13)E and !ater releases, RSTP is also avail able as a 
standalone protocDI in Rapid-Per-VLAN-Spanning Tree (Rapid-PVST) mode. In thi s mode , the switch 
runs an RSTP instance on each VLAN, which follows the usual PVST + approach . 
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These sections describe Multiple Spanning Tree (MST): 

IEEE 802. 1 s MST Overview, page 15-15 

MST-to-PVST Interoperability, page 15-16 

Common Spanning Tree, page 15-18 

MST Instances, page 15-18 

MST Configuration Parameters, page 15-18 

MST Regions, page 15-19 

Message Age and Hop Count, page 15-20 

Default STP Configuration, page 15-21 

IEEE 802.1s MST Overview 

78-14099-03 

Releases 12.1 (li b)EX and !ater releases support MST. MST in this release is based on the draft version 
ofthe IEEE standard. 802 .1s for MST is an amendment to 802.1Q. MST extends the IEEE 802.1 w rapid 
spanning tree (RST) algorithm to multiple spanning trees. This extension provides both rapid 
convergence and load balancing in a VLAN environment. MST converges faster than PVST+. MST is 
backward compatible with 802.1 D STP, 802 .1 w (rapid spanning tree protocol [RSTP]), and the Cisco 
PVST+ architecture. 

MST allows you to build multi pie spanning trees over trunks. You can group and associate VLANs to 
spanning tree instances. Each instance can have a topology independent o f other spanning tree instances. 
This new architecture provides multi pie forwarding paths for data traffic and enables load balancing. 
Network fault tolerance is improved because a failure in one instance (forwarding path) does not affect 
other instances (forwarding paths). 

In large networks, you can more easily administer the network and use redundant paths by locating 
different VLAN and spanning tree instance assignments in different parts o f the network. A 
spanning tree instance can exist only on bridges that have compatible VLAN instance assignments. You 
must configure a set o f bridges with the same MST configuration information, which allows them to 
participa te in a specific set o f spanning tree instances. Interconnected bridges that h ave the same MST 
configuration are referred to as an MST region . 

MST uses the modified RSTP version called the Multiple Spanning Tree Protocol (MSTP). The MST 
feature has these characteristics: 

MST runs a variant o f spanning tree called internai spanning tree (1ST). 1ST augments the common 
spanning tree (CST) information with internai information about the MST region. The MST region 
appears as a single bridge to adjacent single spanning tree (SST) and MST regions. 

A bridge running MST provides interoperability with single spanning tree bridges a.s follows : 

- MST bridges run 1ST, which augments the common spanning tree (CST) information with 
internai information about the MST region . 

- 1ST connects ali the MST bridges in the region and appears as a subtree in the CST that includes 
the whole bridged domain . The MST region appears as a virtual bridge to adjacent SST bridges 
and MST regions. 

- The common and interna! spanning tree (CIST) is the collection o f ISTs in each MST region, 
the CST that interconnects the MST regions, and the SST bridges. CIST is the same as an 1ST 
inside an MST region and the same as CST outside an MST region. The STP, RSTP, and MSTP 
together elect a single bridge as the root ofthe CTST. 

- ~~:~-,~..._--.,.._. .,~, .... ,~ ........ ~ 
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• MST establishes and maintains additional spanning trees within each MST region. These spanning 
trees are referred to as MST instances (MSTis) . The 1ST is numbered O, and the MSTis are 
numbered 1,2,3, and so on. Any MSTI is local to the MST region that is independent ofMSTis in 
another region, even ifthe MST regions are interconnected. MST instances combine with the 1ST at 
the boundary o f MST regions to become the CST as follows: 

- Spanning tree inforrnation for an MSTI is contained in an MSTP record (M-record). 

M-records are always encapsulated within MST BPDUs (MST BPDUs). The original spanning 
trees computed by MSTP are called M-trees. M-trees are active only within the MST region. 
M-trees merge with the 1ST at the boundary o f the MST regi?~ and form the CST. 

• MST provides interoperability with PVST + by generating PVST-i- BPDUs for the non-CST VLANs. 

• MST supports some of the PVST + extensions in MSTP as follows: 

- UplinkFast and BackboneFast are not available in MST mode; they are inc luded in RSTP. 

- PortFast is supported. 

- BPDU filter and BPDU guard are supported in MST mode . 

- Loop guard and root guard are supported in MST. MST preserves the VLAN 1 disabled 
functionality except that BPDUs are still transmitted in VLAN I. 

- MST switches opera te as i f MAC reduction is enabled. 

- For private VLANs (PVLANs) , secondary VLANs must be mapped to the same instance as the 
primary. 

MST -to-PVST lnteroperability 

A virtual bridged LAN may contain interconnected regions of single spanning tree (SST) and MST 
bridges. Figure 15-8 shows this relationship . 

Figure 15-8 Networlr with lnterconnected SST and MST Regions 
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An MST region appears as an SST or pseudobridge to STP running in the SST re 
operate as follows: 

The same values for root identifiers and root path costs are sent in ali BPDUs ofall the,.,..,..,.Trl1':h 
ports. Pseudobridges differ from a single SST bridge as follows: 

- The pseudobridge BPDUs have different bridge identifiers . This difference does not affect STP 
operation in the neighboring SST regions because the root identifier and root cost are the same. 

- BPDUs sent from the pseudobridge ports may have significantly different message ages . 
Because the message age increases by I second for each hop, the difference in the message age 
is in the order o f seconds. 

Data traffic from one port of a pseudo bridge (a port at the edge o f a region) to another port follows 
a path entirely contained within the pseudobridge or MST region. 

Data traffic belonging to different VLANs may follow different paths within the MST regions 
established by MST. 

Loop prevention is achieved by either o f the following: 

- Blocking the appropriate pseudobridge ports by allowing one forwarding port on the boundary 
and blocking ali other ports . 

- Setting the CST partitions to block the ports of the SST regions. 

A pseudobridge differs from a single SST bridge because the BPDUs sent from the pseudobridge's 
ports have different bridge identifiers. The root identifier and root cost are the same for both bridges. 

These guidelines apply in a topology where you configure MST switches (ali in the same region) to 
interact with PVST+ switches: 

Configure the root for ali VLANs inside the MST region as shown in this example: 

Router# show spanning-tree mst interface gigabitethernet 1/1 

GigabitEthernet1/1 of MSTOO is root 
Edge port: no (trunk) 
Link type: point-to-point (auto) 
Boundary : boundary (PVST) 
Bpdus sent 10, received 310 

Instance Role Sts Cost Prio.Nbr 
-------- ------ --- -- - -- - --
o Root FWD 20000 128.1 
3 Boun FWD 20000 128.1 

forwarding 

Vlans 

port guard : none 
bpdu filter: disable 
bpdu guard : disable 

mapped 
-------------------------------

1-2,4-2999,4000-4094 
3 ,3 000-3999 

(default) 
(default) 
(default) 

The ports that belong to the MST switch at the boundary simulate PVST+ and send PVST+ BPDUs 
for ali the VLANs . 

Ifyou enable loop guard on the PVST + switches, the ports might change to a loop-inconsistent state · 
when the MST switches change their configuration. To correct the loop-inconsistent state, you must 
disable and reenable loop guard on that PVST + switch. 

Do not locate the root for some o r ali o f the VLANs inside the PVST + si de o f the MST switch 
beca use when the MST switch at the boundary receives PVST + BPDUs for ali o r some o f the 
VLANs on its designated ports, root guard sets the port to the blocking state. Do not designate 
switches with a slower CPU running PVST + as a switch running MST. 
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Understanding How IEEE 802.1s MST Wori<s 

When you connect a PVST + switch to two different MST regions, the topology change from the PVST + 
switch does not pass beyond the first MST region. In this case, the topology changes are only propagated 
in the instance to which the VLAN is mapped. The topology change stays local to the first MST region 
and the CAM entries in the other region are not flushed . To make the topology change visible throughout 
other MST regions, you can map that VLAN to 1ST o r connect the PVST + switch to the two regions 
through access links. 

Common Spanning T ree 

CST (802.1 Q) is a single spanning tree for ali the VLANs. In a Catalyst·6000 fami ly switch running 
PVST +, the VLAN I spanning tree corresponds to CST. In a Catalyst 6000 family switch running MST, 
1ST (instance O) corresponds to CST. 

MST lnstances 

This release supports up to 16 instances; each spanning tree instance is identified by an instance ID that 
ranges from O to 15. Instance O is mandatory and is always present. Instances I through 15 are option 

MST Configuration Parameters 

MST configuration includes these three parts: 

• Name-A 32-character string (null padded) identifying the MST region. 

• Revision number-An unsigned 16-bit number that identifies the revision o f the current MST 
configuration. 

~. 
Note You must set the revision number when required as part ofthe MST configuration. The 

revision number is not incremented automatically each time you commit the MST 
configuration. 

• MST configuration table-An array of 4096 bytes. Each byte , interpreted as an unsigned integer, 
corresponds to a VLAN. The value is the instance number to which the VLAN is mapped. The first 
byte that corresponds to VLAN O and the 4096th byte that corresponds to VLAN 4095 are unused 
and always set to zero. 

You must configure each byte manually. You can use SNMP or the CLI to perform the configuration. 

MST BPDUs contain the MST configuration ID and the checksum. An MST bridge accepts an MST 
BPDU only i f the MST BPDU configuration ID and the checksum match its own MST region 
configuration ID and checksum. I fone value is different, the MST BPDU is considered to be an 
SST BPDU. 
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Understandin 

MST Regions 

These sections describe MST regions: 

• MST Region Overview, page 15-1 9 

• Boundary Ports, page 15-19 

• 1ST Master, page 15-19 

• Edge Ports, page 15-20 

• Link Type, page 15-20 

MST Region Overview 

Boundary Ports 

1ST Master 
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Interconnected bridges that have the same MST configuration are referred to as an MST region. There 
is no limit on the number o f MST regions in the network . 

To forrn an MST region, bridges can be either ofthe following: 

• An MST bridge that is the only member o f the MST region. 

• An MST bridge interconnected by a LAN. A LAN's designated bridge has the same MST 
configuration as an MST bridge. Ali the bridges on the LAN can process MST BPDUs. 

Ifyou connect two MST regions with different MST configurations, the MST regions do the following : 

• Load balance across redundant paths in the network. Iftwo MST regions are redundantly connected, 
ali traffic flows on a single connection with the MST regions in a network. 

• Provide an RSTP handshake to enable rapid connectivity between regions. However, the 
handshaking is not as fast as between two bridges. To prevent loops, ali the bridges inside the region 
must agree upon the connections to other regions. This situation introduces a delay. We do not 
recommend partitioning the network in to a large number o f regions. 

A boundary port is a port that connects to a LAN, the designated bridge, ofwhich is either an SST bridge, 
ora bridge with a different MST configuration. A designated port knows that it is on the boundary i f it 
detects an STP bridge or receives an agreement message from an RST or MST bridge with a different 
configuration. 

At the boundary, the role ofMST ports do not matter; their state is forced to be the same as the 1ST port 
state. I f the boundary flag is set for the port, the MSTP port-role selection process assigns a port role to 
the boundary and assigns the same state as the state o f the 1ST port. The IST port at the boundary can 
take up any port role except a backup port role. 

The IST mas ter o f an MST region is the bridge with the lowest bridge identifier and the least path cost 
to the CST root. Ifan MST bridge is the root bridge for CST, then it is the 1ST master ofthat MST region . 
Ifthe CST root is outside the MST region, then one ofthe MST bridges at the boundary is selected as 
the 1ST master. Other bridges on the boundary that belong to the same region eventually block the 
boundary ports that lead to the root. 
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Edge Ports 

Link Type 

Iftwo o r more bridges at the boundary o f a region h ave an identical path to the root, you can seta slightly 
lower bridge priority to make a specific bridge the IST master. 

The root path cost and message age inside a region stay constant, but the IST path cost is incremented 
and the IST remaining hops are decremented at each hop. To display the information about the IST 
master, path cost, and remaining hops for the bridge, enter the show spanning-tree mst command. 

An edge port is a port that is a port that is connected to a nonbridging.sl.eviC<';..(for example, a host ora 
router) . A port that connects to a hub is also an edge port i f the hub dr any LAN that is connected by it 
does not have a bridge. An edge port can start forwarding as soon as the link is up. 

MST requires that you configure ali ports for each host or router. To establish rapid connectivity after a 
failure, you need to block the nonedge designated ports o f an intermediate bridge . I f the port connects 
to another bridge that can send back an agreement, then the port starts forwarding immediately. 
Otherwise, the port needs twice the forward delay time to start forwarding again . You must explicitly 
configure the ports that are connected to the hosts and routers as edge ports while using MST. 

To preventa misconfiguration, the PortFast operation is tumed off i f the port receives a BPDU. To 
disp lay the configured and operational status o f PortFast, ente r the show spanning-tree mst interfac, 
command. 

Rapid connectivity is established only on point-to-point links. You must configure ports explicitly to a 
host or router. However, cabling in most networks meets this requirement, and you can avoid explicit 
configuration by treating ali full-duplex links as point-to-point links by entering the spanning-tree 
linktype command. 

Message Age and Hop Count 

IST and MST instances do not use the message age and maximum age timer settings in the BPDU. IST 
and MST use a separate hop-count process that is very similar to the IP TTL process. You can configure 
each MST bridge with a maximum hop count. The root bridge o f the instance sends a BPDU (o r 
M-record) with the remaining hop count that is equal to the maximum hop count. When a bridge receives 
a BPDU (or M-record), it decrements the received remaining hop count by one. The bridge discards the 
BPDU (M-record) and ages out the information held for the port i f the count reaches zero after 
decrementing. The nonroot bridges propagate the decremented count as the remaining hop count in til 
BPDUs (M-records) they generate. 

The message age and maximtim age timer settings in the RST portion ofthe BPDU remain the same 
throughout the region , and the same values are propagated by the reg ion 's designated ports at the 
boundary. 
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Default STP Configuration 
Table 15-5 shows the default STP configuration. 

Tãble 15-5 STP Oefault Configuration 

Feature Default Value 

Enable state STP enabled for ali VLANs 

Bridge priority 32768 .. 
-' 

STP port priority ( configurable on a per-port 128 
basis- used on LAN ports configured as 
Layer 2 access ports) 

STP port cost (configurable on a per-port . I 0-Gigabit Ethemet: 2 
basis-used on LAN ports configured as . Gigabit Ethernet: 4 
Layer 2 access ports) . Fast Ethernet: 19 

. Ethernet: I 00 

STP VLAN port priority (configurable on a 128 
per-VLAN basis-used on LAN ports 
configured as Layer 2 trunk ports) 

STP VLAN port cost (configurable on a . I 0-Gigabit Ethemet: 2 
per-VLAN basis-used on LAN ports . Gigabit Ethernet: 4 
configured as Layer 2 trunk ports) . Fast Ethernet: 19 

. Ethemet: I 00 

Helio time 2 seconds 

Forward delay time 15 seconds 

Maximum aging time 20 seconds 

Mo de PVST 

STP and MST Configuration Guidelines and Restrictions 
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Follow these guidelines and restrictions when configuring MST: 

• Do not disable spanning tree on any VLAN in any o f the PVST bridges. 

• Do not use PVST bridges as the root o f CST. 

• Ensure that ali PVST spanning tree root bridges have lower (numerically higher) priority than the 
CST root bridge. 
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• Ensure that trunks carry ali o f the VLANs mapped to an instance o r do not carry any VLANs at ali 
for this instance. 

Do not connect switches with access links because access li nks may partition a VLAN. 

Any MST configuration involving a large number o f either existing or new logical VLAN ports 
should be completed during a maintenance window because the complete MST database gets 
reinitialized for any incrementai change (such as adding new VLANs to instances or moving VLANs 
across instances). 

Configuring STP 

~ .. 

These sections describe how to configure STP on VLANs: 

Enabling STP, page 15-23 

Enabling the Extended System 10, page 15-24 

Configuring the Root Bridge, page 15-25 

• Configuring a Secondary Root Bridge, page 15-26 

• Configuring STP Port Priority, page 15-27 

• Configuri ng STP Port Cost, page 15-29 

• Configuring the Bridge Priority o f a VLAN, page 15-30 

• Configuring the Helio Time, page 15-32 

• Configuring the Forward-Delay Time for a VLAN, page 15-32 

• Configuring the Maximum Aging Time for a VLAN, page 15-33 

• Enabling Rapid-PVST, page 15-33 

Note • The STP commands described in this chapter can be configured on any LAN port, but they are in 

~ 
Caution 

effect only on LAN ports configured with the switchport keyword. 

With Release 12.1 ( 11 b )E and !ater releases, when you are in configuration mo de you can ente r 
EXEC mode-level commands by entering the do keyword before the EXEC mode-level command. 

We do not recommend disabling spanning tree, even in a topology that is free o f physica1 1oops. 
Spanning tree serves as a safeguard against misconfigurations and cabling errors. Do not disable 
spanning tree in a VLAN without ensuring that there are no physicalloops present in the VLAN. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Enabling STP 

~ .. 
Note STP is enabled by default on VLAN I and on ali newly created VLANs. 

You can enable STP on a per-VLAN basis. The Catalyst 6500 series switch maintains a separa te instance 
of STP for each VLAN (except on VLANs on which you disable STP). 

To enable STP on a per-VLAN basis, perform this task: 

Command Purpose 

Step 1 Router (config) # spanning-tree vlan vlan ID Enables STP on a per-VLAN basis. The vlan_!D value 
can be I through 4094, except reserved VLANs (see 
Table 15-5 on page 15-21 ). 

Router(config ) # default spanning-tree vlan 
v lan ID 

Reverts ali STP parameters to default values for the 
specified VLAN. 

Router(config)# no spanning-tree vlan vlan ID Disables STP on the specified VLAN; see the following 
Cautions for information regarding this command. 

Step 2 Router (config) # end Exits configuration mode. 

Verifies that STP is enabled. Step 3 Router# show spanning-tree vlan vlan ID 
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Caution 

Lt 
Caution 

~ .. 

Do not disable spanning tree on a VLAN unless ali switches and bridges in the VLAN have spanning 
tree disabled. You cannot disable spanning tree on some switches and bridges in a VLAN and leave it 
enabled on other switches and bridges in the VLAN. This action can have unexpected results because 
switches and bridges with spanning tree enabled will have incomplete information regarding the physical 
topology o f the network. 

We do not recommend disabling spanning tree, even in a topology that is free o f physical loops . 
Spanning tree serves as a safeguard against misconfigurations and cabling errors. Do not disable 
spanning tree in a VLAN without ensuring that there are no physical loops present in the VLAN. 

This example shows how to enable STP on VLAN 200: 

Router# configure terminal 
Router(config)# spanning-tree vlan 200 
Router(config)# end 
Router# 

Note Because STP is enabled by default, entering a show running command to view the resulting 
configuration does not display the command you entered to enable STP. 
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This example shows how to verify the configuration: 

Router# show spanning-tree vlan 200 

VLAN0200 
Spanning tree enabled protocol ieee 
Root ID Priority 32768 

Address 00d0 . 00b8.14c8 
This bridge is the root 
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec 

Bridge ID Priority 
Address 

32768 
OOdO.OOb8 . 14c8 

Interface 

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec 
Aging Time 300 

Role Sts Cost Prio . Nbr Status 

Fa4 / 4 Desg FWD 200000 128.196 P2p 
Fa4/5 Back BLK 200000 128.197 P2p 

Router# 

Note You must have at least one interface that is active in VLAN 200 to create a VLAN 200 spanning tree. In 
this example, two interfaces are active in VLAN 200. 

Enabling the Extended System ID 

~ .. 
Note The extended system ID is enabled perrnanently on chassis that support 64 MAC addresses. 

You can enable the extended system ID on chassis that support I 024 MAC addresses (see the 
"Understanding the Bridge ID" section on page 15-3 ). 

To enable the extended system ID, perform this task: 

Command Purpose 

Step 1 Router (config) # spanning-tree extend system-id Enables the extended system ID. 

Router(config)# no spanning-tree extend system-id Disables the extended system ID. 

Step2 Router( config)# end 

Step 3 Route r# show spanning- tree v1an v l an ID 

~ .. 

Note You cannot disable the extended system ID on 
chassis that support 64 MAC addresses or when 
you have configured extended range VLANs (see 
" STP Default Configuration" section on 
page 15-21 ). 

Exits configuration mode. 

Verifies the configu ration. 

Note When you enable or di sable the extended system ID, the bridge IDs o f ali active STP instances are 
updated, which might change the spanning tree topology. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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This example shows how to enable the extended system ID: 

Router# configure terminal 
Router(config)# spanning-tree extend system-id 
Rout e r(conf i g)# end 
Router# 

This example shows how to verify the configuration: 

Router# show spanning-tree summary I include Extended 
Extended system ID is enabled . 

Configuring the Root Bridge 

78-14099-03 

~"' 

Catalyst 6500 series switches maintain a separate instance of STP for each active VLAN. A bridge ID, 
consisting ofthe bridge priority and the bridge MAC address, is associated with each instance. For each 
VLAN, the network device with the lowest bridge ID becomes the root bridge for that VLAN. 

To configure a VLAN instance to become the root bridge, enter the spanning-tree vlan vlan_ID root 
command to modify the bridge priority from the default value (32768) to a significantly lower value. 

When you enter the spanning-tree vlan vlan_ID root command, the switch checks the bridge priority 
ofthe current root bridges for each VLAN. When the extended system ID is disabled, the switch sets the 
bridge priority for the specified VLANs to 8192 i f this value will cause the switch to become the root 
for the specified VLANs. When the extended system ID is enabled, the switch sets the bridge priority 
for the specified VLANs to 24576 ifthis value will cause the switch to become the root for the specified 
VLANs. 

Ifthe extended system ID is disabled and i f any root bridge for the specified VLANs has a bridge priority 
lower than 8192, the switch sets the bridge priority for the specified VLANs to I less than the lowest 
bridge priority. 

lfthe extended system ID is enabled and i f any root bridge for the specified VLANs has a bridge priority 
lower than 24576, the switch sets the bridge priority for the specified VLANs to 4096 less than the 
lowest bridge priority. (4096 is the value ofthe least significant bit ofa 4-bit bridge priority value; see 
Table 15-2 on page 15-3 .) 

Note The spanning-tree vlan vlan_ID root command fails i f the value required to be the root bridge is Iess 
than I. 

& 
Caution 

The spanning-tree vlan vlan_ID root command can cause the following effects: 

I f the extended system ID is disabled, and i f ali network devices in VLAN I 00 h ave the default 
priority of 32768, entering the spanning-tree vlan 100 root primary command on the switch sets 
the bridge priority for VLAN I 00 to 8192, which causes the switch to beco me the root bridge for 
VLAN 100. 

lfthe extended system ID is enabled, and ifall network devices in VLAN 20 have the default priority 
o f 32768, entering the spanning-tree vlan 20 root primary command on the switch sets the bridge 
priority to 24576, which causes the switch to become the root bridge for VLAN 20. 

The root bridge for each instance o f STP should be a backbone or distribution switch. Do not configure 
an access switch as the STP primary root. 

··-. · -., ~ •• * • 



Chapter 15 Configuring STP and IEEE 802.1s MST 

• Confi~ 

~j\0 
\ \. ~ -f\· ) c_U e the diameter keyword to specify the Layer 2 network diameter (that is, the maximum number of 

. .. : "<b tdge hops between any two end stations in the Layer 2 network). When you specify the network 
C p -c . iameter, the Catalyst 6500 series switch automatically selects an optimal helio ti me, forward delay 

time, and maximum age time for a network o f that diameter, which can significantly reduce the STP 
convergence time. You can use the helio keyword to override the automatically calculated helio time. 

Note To preserve a stable STP topology, we recommend that you avo id configuring the helio time, forward 
delay time, and maximum age time manually after configuring the Catalyst 6500 series switch as the root 
bridge. 

To configure a Catalyst 6500 series switch as the root bridge, perform this task: 

Command 

Step 1 Router (config) # spanning- tree vlan vlan ID root 
primary [diameter h ops [hello-time seconds]] 

Purpose 

Configures a Catalyst 6500 series switch as the root 
bridge. The vlan_ID value can be I through 4094, except 
reserved VLANs (see Table 15-5 on page 15-21 ). 

Router( config)# no spanning-tree vlan vlan ID 

root 
Clears the root bridge configuration. 

Step 2 Router (config) # end Exits configuration mode . 

This example shows how to configure the Catalyst 6500 series switch as the root bridge for VLAN I O, 
with a network diameter of 4: 

Router# configure terminal 
Router(config)# spanning-tree vlan 10 root primary diameter 4 
Router(conf i g)# end 
Router# 

Configuring a Secondary Root Bridge 

When you configure a Catalyst 6500 series switch as the secondary root, the STP bridge priority is 
modified from the default value (32768) so that the switch is likely to become the root bridge for the 
specified VLANs ifthe primary root bridge fails (assuming the other network devices in the network use 
the default bridge priority o f 32768). 

If the extended system ID is enabled, STP sets the bridge priority to 28672. If the extended system ID 
is disabled, STP sets the bridge priority to 16384. 

You can run this command on more than one Catalyst 6500 series switch to configure multiple backup 
root bridges. Use the same network diameter and helio time values as you used when configuring the 
primary root bridge. 
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To configure a Catalyst 6500 series switch as the secondary root bridge, perform this ask:( ;(.1 

Command 

Step 1 Router (config) # [no] spanning-tree vlan vlan_ID 
root secondary [diameter hops [hello-time 
seconds]] 

Router( config )# no spanning-tree vlan vlan ID 
root 

Step 2 Route r (conf i g) # end 

Purpose 

Configures a Catalyst 6500 series switch as the secondary 
root bridge. The vlan_ID value can be I through 4094, 
except reserved VLANs (see Table 9-1 on page 9-2) . 

Clears the root bridge configuring. 

Exits configuration mod.e. 

This example shows how to configure the Catalyst 6500 series switch as the secondary root bridge for 
VLAN 10, with a network diameter of 4 : 

Router# configure terminal 
Router (config)# spanning-tree vlan lO root secondary diameter 4 
Router(conf ig)# end 
Rout er# 

Configuring STP Port Priority 

Command 

If a loop occurs, STP considers port priority when selecting a LAN port to put in to the forwarding state . 
You can assign higher priority values to LAN ports that you want STP to select first and lower priority 
values to LAN ports that you want STP to select last. I f ali LAN ports have the same priority value, STP 
puts the LAN port with the lowest LAN port number in the forwarding state and blocks other LAN ports. 
The possible priority rangeis O through 240 (default 128), configurable in increments of 16 . 

Cisco lOS uses the port priority value when the LAN port is configured as an access port and uses VLAN 
port priority values when the LAN port is configured as a trunk port. 

To configure the STP port priority o f a Layer 2 LAN interface, perform this task: 

Purpose 

Step 1 Router (config) # interface { { type1 slot / por t} I 
{port-channel port channel number}} 

Selects an interface to configure . 

Step 2 Router (config-if) # spanning-tree port-priority 
port_priori t y 

Configures the port priority for the LAN interface. The 
port_priority value can be from I to 252 in increments 
of 4. 

Router(config-if) # no spanning-tree port-priority Reverts to the default port priority value. 

Step 3 Router (config-if) # spanning-tree vlan vlan_ ID Configures the VLAN port priority for the LAN interface . 
port-priori ty port_prior i t y The port_priority value can be from 1 to 252 in 

increments o f 4. The vlan_ID value can be I through 
4094, except reserved VLANs (see Table 9-1 on 
page 9-2). 

Rout er(conf i g-if )# [no) spanning-tree vlan 
vlan_ ID port-priority 

Step4 Router (config-if)# end 
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Reverts to the default VLAN port priority value. 

Exits configuration mode. 
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spanning-tree interface {type 1 

{port-channel por t _ ch annel_number ) 
spanning-tree vlan v lan I D 

Purpose 

Verifies the configuration. 

I . type = ethernet, fastethernet, gigabitethernet , o r tengigabitethernet 

C'\ 

~ .. 

This example shows how to configure the STP port priority o f Fast Ethernet port 4/4 : 

Router# configure terminal 
Rout e r(conf ig)# interface fastethernet 4/4 
Router(conf ig- i f)# spanning - tree port-priority 160 
Router(config-if) # end 
Router# 

This example shows how to verify the configuration o f Fast Ethernet port 4/4: 

Router# show spanning-tree interface fastethernet 4/4 
Vl an Ro l e Sts Cost Prio.Nb r Statu s 

VLAN000 1 
VLAN0006 

VLAN0198 
VLAN0199 
VLAN0200 
Router# 

Back BLK 200000 
Back BLK 200 000 

Back BLK 200000 
Back BLK 200000 
Back BLK 20000 0 

160 .196 
1 6 0 .196 

160. 1 96 
1 6 0 .196 
1 6 0 .196 

P2p 
P2p 

P2p 
P2p 
P2p 

Fastethernet 4/4 is a trunk. Severa! VLANs are configured and active as shown in the example. The port 
priority configuration applies to ali VLANs on this interface. 

Note The show spanning-tree interface command only di splays information i f the port is connected and 
operating. I f this condition is not met, enter a show running-config interface command to verify the 
configuration. 

This example shows how to configure the VLAN port priority o f Fast Ethernet port 4/4 : 

Router # configure terminal 
Enter c onf iguratio n commands , o n e per l i ne. End wi t h CNTL/Z. 
Router(confi g )# interface fastEthernet 4/4 
Route r (con f ig- if)# spanning-tree vlan 200 port-priority 64 
Rou te r( con f ig-if )# Az 
Rou ter# 

The configuration entered in the example only applies to VLAN 200. Ali VLANs other than 200 still 
have a port priority of 160. 

Th is example shows how to verify the configuration: 

Rou ter# show spanning-tree interface fastethernet 4 / 4 
Vl an Ro l e Sts Cost Prio.Nbr Status 

VLAN0001 
VLAN0006 

VLAN0199 
VLAN0200 

Router# 

Back BLK 200000 
Back BLK 200000 

Back BLK 200000 
Desg FWD 200000 

160 . 196 
160 . 196 

1 60.196 
64.196 
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You also can display spanning tree information for VLAN 200 using the followin 

Router# show spanning-tree vlan 200 interface fastEthernet 4/4 
Int erface Role Sts Cost Prio . Nbr Status 

Fa4/4 Desg LRN 200000 64.196 P2p 

Configuring STP Port Cost 

Command 

The STP port path cost default value is determined from the media-Speed.of a LAN interface. I f a loop 
occurs, STP considers port cost when selecting a LAN interface to ímt-into the forwarding state. You can 
assign lower cost values to LAN interfaces that you want STP to select first and higher cost values to 
LAN interfaces that you want STP to select last. Ifall LAN interfaces have the same cost value, STP 
puts the LAN interface with the lowest LAN interface number in the forwarding state and blocks other 
LAN interfaces. The possible cost rangeis O through 200000000 (the default is media specific) . 

STP uses the port cost value when the LAN interface is configured as an access port and uses VLAN 
port cost values when the LAN interface is configured as a trunk port. 

To configure the STP port cost o f a Layer 2 LAN interface, perform this task: 

Purpose 

Step 1 Router (config) # interface { { type1 slot / port) I 
{port-channel port_channel_number)) 

Selects an interface to configure. 

Step2 Router(config-if)# spanning-tree cost port_cost 

Router(config-if)# no spanning-tree cost 

Step 3 Router (config-if) # [no] spanning-tree vlan 
vlan ID cost port_cost 

Step4 Router(config-if) # no spanning-tree vlan vlan ID 
cost 

Step5 Rou t e r (config-if)# end 

Step 6 Router# show spanning-tree interface { type1 

slot / port) I {port-channel port_channel_number) 
show spanning-tree vlan vlan_ID 

Configures the port cost for the LAN interface. The 
port_cost value can be from I to 200000000 (I to 65535 
in Release 12.1 (2)E and earlier releases) . 

Reverts to the default port cost. 

Configures the VLAN port cost for the LAN interface. 
The port_cost value can be from I to 200000000. The 
vlan_ID value can be I through 4094, except reserved 
VLANs (see Table 9-1 on page 9-2) . 

Reverts to the default VLAN port cost. 

Exits configuration mode. 

Verifies the configuration. 

I. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 
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This example shows how to change the STP port cost o f Fast Ethernet port 4/4: 

Router# configure terminal 
En t e r c onfi gur ation c ommands , one per line. End with CNTL/ Z. 
Rou t er( c onfig)# interface fastEthernet 4/4 
Rou t er( c onf i g-i f )# spanning-tree cost 1000 
Rou ter(confi g - if )# ~z 

Route r# 

This example shows how to verify the configuration: 

Router# show spanning-tree interface fastEthernet 4/4 
Vl a n Role Sts Cost Prio.Nbr Status 

VLAN00 01 Back BLK 10 00 16 0 . 196 P2p 



Chapter 15 Configuring STP and IEEE 802.1s MST 

Configuring STP 

VLAN0006 Back BLK 1000 160.196 P2p 
VLAN0007 Back BLK 1000 160.196 P2p 
VLAN0008 Back BLK 1000 160.196 P2p 
VLAN0009 Back BLK 1000 160.196 P2p 
VLAN0010 Back BLK 1000 160.196 P2p 
Router# 

This example shows how to configure the port priority at an individual port VLAN cost for VLAN 200 : 

~ .. 

Router# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)# interface fastEthernet 4/4 
Router(config-if)# spanning-tree vlan 200 cost 2000 
Router(config-if)# ~z 

Router# 

This example shows how to verify the configuration: 

Router# show spanning-tree vlan 200 interface fastEthernet 4/4 
Interface Role Sts Cost Prio . Nbr Status 

Fa4/4 Desg FWD 2000 64.196 P2p 

Note In the following output other VLANs (VLAN I for example) have not been affected by this 
configuration. 

Router# show spanning-tree vlan 1 interface fastEthernet 4/4 
Interface Role Sts Cost Prio . Nbr Status 

Fa4/4 Back BLK 1000 160 . 196 P2p 
Router# 

~ .. 
Note The show spanning-tree command only displays information for ports that are in link-up opera tive state 

andare appropriately configured for DTP. I f these conditions are not met, you can enter a show 
running-config command to confirm the configuration. 

Configuring the Bridge Priority of a VLAN 

~ .. 
Note Be careful when using this command. For most situations, we recommend that you enter the 

spanning-tree vlan vlan_ID root primary and the spanning-tree vlan vlan_ID root secondary 
commands to modify the bridge priority. 
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To configure the STP bridge priority o f a VLAN when the extended system ID is dis 
task: 

Command 

Step 1 Router (config) # spanning-tree v1an vlan ID 

priority bridge_priority 

Router(config)# no spanning-tree v1an vlan ID 
priority 

Step 2 Router (config) # end 

Step 3 Router# show spanning-tree v1an vlan_ID bridge 
[detail] 

Purpose 

Configures the bridge priority o f a VLAN when the 
extended system ID is disabled . The bridge_priority 
value can be from I to 65535 . The vlan_ID value can be 
I through 4094, except _reserved VLANs (se e Table 9-1 
on page 9-2). _, 

Reverts to the default bridge priority value. 

Exits configuration mode. 

Verifies the configuration . 

To configure the STP bridge priority of a VLAN when the extended system ID is enabled, perform this 
task: 

Command 

Step 1 Router (config) # [no] spanning-tree v1an vlan_ID 

priority {o 1 4096 1 8192 1 12288 1 16384 1 2o49o 
1 24576 1 28672 1 32768 1 36864 1 4096o 1 45056 1 

49152 1 53248 1 57344 1 6144o} 

Router(config)# no spanning-tree v1an vlan ID 

priority 

Step 2 Router (config) # end 

Step 3 Router# show spanning-tree v1an vlan_ID bridge 
[detail] 

Purpose 

Configures the bridge priority o f a VLAN when the 
extended system ID is enabled. The vlan_ID value can be 
I through 4094, except reserved VLANs (see Table 9-1 
on page 9-2). 

Reverts to the default bridge priority value. 

Exits configuration mode . 

Verifies the configuration. 

This example shows how to configure the bridge priority ofVLAN 200 to 33792 when the extended 
system ID is disabled: 

78-14099-03 

Router# configure terminal 
Router(config)# spanning-tree vlan 200 priority 33792 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show spanning-tree v1an 200 bridge 

Vlan 

VLAN200 
Router# 

Bridge ID 

33792 0050.3e8d . 64c8 

Hello Max Fwd 
Time Age Delay Protocol 

2 20 15 ieee 

I I 
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Note Be careful when using this command. For most situations, we recommend that you use the 
spanning-tree vlan vlan_ID root primary and spanning-tree vlan vlan_ID root secondary commands 
to modify the helio time. 

To configure the STP helio time of a VLAN, perform this task: 

Command Purpose 

Step 1 Router ( conf ig) # spanning- tree vlan vlan ID 

hello-time hello time 
Configures the helio time of a VLAN. The hello_time 
value can be from I to I O seconds . The vlan_ID value can 
be I through 4094, except reserved VLANs (see 

Router(config)# no spanning-tree vlan vlan_ ID 
hello-time 

Table 9-1 on page 9-2). 

Reverts to the default helio time. 

Step2 Router(config)# end Exits configuration mode . 

Step 3 Router# show spanning-tree vlan vlan_ID bridge 
[detail ] 

Verifies the configuration. 

This example shows how to configure the helio time for VLAN 200 to 7 seconds: 

Router# configure terminal 
Router(config)# spanning-tree vlan 200 hello-time 7 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show spanning-tree vlan 200 bridge 
Hello Max Fwd 

Vlan Bridge ID Time Age Delay Protocol 

VLAN200 
Router# 

49152 0050 . 3e8d.64c8 7 20 15 ieee 

Configuring the Forward-Delay Time for a VlAN 

To configure the STP forward delay time for a VLAN, perfonn this task: 

Command Purpose 

Step1 Router( c onfig)# spanning-tree vlan v lan ID 
forward-time forward time 

Configures the forward time o f a VLAN . The 
forward_t ime value can be from 4 to 30 seconds. The 
vlan_ID value can be I through 4094, except reserved 
VLANs (see Tab le 9- 1 on page 9-2) . 

Step 2 

Step3 

Route r(config)# no spanning-tree vlan vlan ID 
forward-time 

Reverts to the defau lt forward time. 

Router (configl # end Ex its configurati on mode. 

Rout er# show spanning-tree v l an vlan_ID bridge Verifies the configu ration. 
[detail ] 
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This example shows how to configure the forward delay time for VLAN 200 to 21 s~6~9s: ,4 · ) 
·" v Router# configure terminal L _ ~ 

Router(config)# spanning-tree vlan 200 forward-time 21 . 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show spanning-tree vlan 200 bridge 
Hello Max Fwd 

Vlan Bridge ID Time Age Delay Prot~col 

VLAN200 
Router# 

49152 0050.3e8d.64c8 2 

__ _.: ____ _ 

20 21 ieee 

Configuring the Maximum Aging Time for a VLAN 

To configure the STP maximum aging time for a VLAN, perform this task: 

Command Purpose 

Step 1 Router (config) # spanning-tree vlan vlan ID 
max-age max_age 

Configures the maximum aging time of a VLAN. The 
max_age value can be from 6 to 40 seconds. The vlan_ID 
value can be 1 through 4094, except reserved VLANs (see 
Table 9-1 on page 9-2) . 

Router(config)# no spanning-tree vlan vlan ID 
max-age 

Reverts to the default maximum aging time. 

Step2 Router(config)# end Exits configuration mode. 

Verifies the configuration. Step3 Router# show spanning-tree vlan vlan_ID bridge 
[detail] 

This example shows how to configure the maximum aging time for VLAN 200 to 36 seconds: 

Router# configure terminal 
Router(config)# spanning-tree vlan 200 max-age 36 
Router(config)# end 
Router# 

This example shows how to verify the configuration : 

Router# show spanning-tree vlan 200 bridge 
Hello Max Fwd 

Vlan 

VLAN200 
Router# 

Bridge ID 

49152 0050 . 3e8d.64c8 

Time Age Delay Protocol 

2 36 15 ieee 

Enabling Rapid-PVST 

78-14099-03 

Rapid-PVST uses the existing PVST + framework for configuration and interaction with other features. lt also 
supports some ofthe PVST + extensions. 

To enable Rapid-PVST mode on the switch, enter the spanning-tree mode rapid-pvst command in 
privileged mode. To configure the switch in Rapid-PVST mode, see the "Confi gur ing STP .. scct ion on 
page 15-22 . 
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link Type 

Rapid connectivity is established only on point-to-point links. Spanning tree views a point-to-point link 
as a segment connecting only two switches running the spanning tree algorithm. Because the switch 
assumes that ali full-duplex links are point-to-point links and that half-duplex links are shared links, you 
can avoid explicitly configuring the link type. To configure a specific link type, enter the spanning-tree 
linktype command. 

Restarting Protocol Migration 
_; 

A switch running both MSTP and RSTP supports a built-in protocol migration process that enables the 
switch to interoperate with legacy 802 .1 D switches. Ifthis switch receives a legacy 802.1 D configuration 
BPDU (a BPDU with the protocol version set to 0), it sends only 802.1 D BPDUs on that port. An MSTP 
switch can also detect that a port is at the boundary of a region when it receives a legacy BPDU, or an 
MST BPDU (version 3) associated with a different region, or an RST BPDU (version 2). 

However, the switch does not automatically revert to the MSTP mode i f it no longer receives 802.1 D 
BPDUs because it cannot determine whether the legacy switch has been removed from the link unless 
the legacy switch is the designated switch. A switch also might continue to assign a boundary role to 
port when the switch to which it is connected has joined the region. 

To restart the protocol migration process (force the renegotiation with neighboring switches) on the 
entire switch, you can use the clear spanning-tree detected-protocols privileged EXEC command. To 
restart the protocol migration process on a specific interface, enter the clear spanning-tree 
detected-protocols interface interface-id privileged EXEC command. 

Configuring IEEE 802.1s MST 
Release 12.1(13)E and !ater releases support MST. These sections describe how to configure MST: 

• Enabling MST, page 15-34 

• Displaying MST Configurations, page 15-36 

• Configuring MST lnstance Parameters, page 15-39 

• Configuring MST Jnstance Port Parameters, page 15-40 

• Restarting Protocol Migration, page 15-40 

Enabling MST 

To enable and configure MST on the switch, perform these tasks in privileged mode: 

Command 

Step 1 Router# show spanning-tree mst configuration 

Step 2 Router (config) # spanning-tree mode mst 

Purpose 

Displays the current MST configuration. 

Configures MST mode. 

Step3 Router(config)# spanning-tree mst configuration Configures the MST region by entering the MST 
configuration submode. 

Router(config)# no spanning-tree mst 
configuration 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 

Clears the MST configuration. 
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Step4 

Step 5 

Step 6 

Step 7 

Step8 

Step 9 
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Command Purpose 
..... - / 

Router(config- mst)# show current Displays the current MST configuration from within the 
MST configuration submode 

Router(config-mst)# name na me revision Enters the MST configuration. 
revision_number instance instance_number vlan 
vlan_range 

Route r (config - ms t )# no instance instance_ number (Optional) Unmaps all VLANs that were mapped to an 
instance. -

Router(config-mst)# no instance i n s tance number (Optional) Unmaps a.iVLAN trom an instance. 
vlan vlan number 

Route r (config-mst)# end App li es the configuration and exit configuration mode. 

Router# show spanning-tree mst config Shows the MST configuration from the global 
configurat ion mode. 

These examples show how to enab le MST: 

Router# show spanning-tree mst configuration 
% Swi tch is not in mst mode 
Name [] 
Revision 
Instance 

o 

o 
Vlans mapped 

1 - 4094 

Router# configure terminal 
Enter configurat ion command s, one per line. End with CNTL/ Z . 
Router(config)# spanning-tree mode mst 

Router(config)# spanning-tree mst configuration 

Router(config-mst)# show current 
Current MST configuration 
Name [ ] 
Revision 
I ns t ance 

o 

o 
Vlans mapped 

1 - 4094 

Router(config-mst)# name cisco 
Router(config - mst)# revision 2 
Router(config-mst)# instance 1 v lan 1 
Router(config - mst)# instance 2 vlan 1-1000 
Router(config - mst)# s how pending 
Pending MST configuration 
Name [cisco] 
Revis ion 2 
Ins tance Vlans mappe d 

o 
2 

1 001 - 4094 
1 - 10 0 0 

Rou ter (c onfig- mst )# no instance 2 
Rou ter (con fi g - ms t)# show pending 
Pending MST conf igura tion 
Name [cisco] 
Revision 2 
Instance Vlans mapped 

o l-409 4 

• 

:: · ·· ·;oo~,.,.,....._~.~~-:o-~ -.... .., . 
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Router(config-mst) # instance 1 v1an 2000-3000 
Router(config -mst) # show pending 
Pending MST configuration 
Name [c i sco] 
Revision 2 
Instance Vlans mapped 

o 
1 

1-1999,2500,3001 - 4094 
2000-2499 ,2 501 -3000 

Router(config)# exit 
Rou ter(config)# no spanning-tree mst configuration 

Chapter 15 Configuring STP and IEEE 802.1s MST 

Router(config)# do show spanning-tree mst configuration ~ 

Name ( ] 
Revision 
Instance 

o 

o 
Vlans mapped 

1-4094 

Displaying MST Configurations 

Step 1 

Step2 

StepJ 

Step4 

Step5 

Step6 

Step 7 

To display MST configurations, perform these tasks in MST mode: 

Command Purpose 

Router# show spanning-tree mst configuration Displays the active configuration 

Router# show spanning-tree mst [detail] Displays information about the MST instances currently 
running. 

Router# show spanning-tree mst instance-id Displays information about a specific MST instance 
[detail] 

Router# show spanning-tree mst interface Displays information for a given port. 
interface name [detail] 

Router# show spanning-tree mst number interface Displays MST information for a given port and a given 
interface name [detail ] instance 

Router# show 
detail 

Router# show 

spanning-tree mst [x] [in terface Y] Displays detailed MST information. 

spanning-tree vlan vlan ID Displays VLAN information in MST mode. 

These examples show how to di splay spanning tree VLAN configurations in MST mode: 

Router(config)# spanning-tree mst configuration 
Router(config-mst)# instance 1 v1an 1-10 
Router(config-mst)# name cisco 
Router(config-mst)# revision 1 
Router(config-mst)# Az 

Router# show spanning - tree mst configuration 
Name [c isco] 
Revision 1 

Instance Vlans mapped 

o 11-4094 
1 l -1 0 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Router# show spanning-tree mst 

###### MSTOO vlans mapped : 11-4094 
Bridge address OOdO.OOb8.1400 priority 32768 (32768 sysid O) 
Root address 00d0.004a.3c1c priority 32768 (32768 sysid O) 

port Fa4 / 48 path cost 203100 
IST master this switch 
Operational hello time 2' forward delay 15, max age 20, max hops 20 
Configured hello time 2, forward delay 15, max age 20, max hops 20 

Interface Role Sts Cost Prio . Nbr Status 
---------- - ----- - ------- - ---- ---- --- ----------- --- ---- ----- ----- -J 

Fa4 / 4 Back BLK 1000 16 0.196 P2p 
Fa4 / 5 Desg FWD 200000 1 28.197 P2p 
Fa4/48 Root FWD 200000 128.240 P2p Bound (STP) 

###### MST01 vlans mapped : 1 - 10 
Bridge address OOdO. 00b8 .1400 pr i o ri ty 32769 (32768 s ysid 1) 
Root th i s switch for MST01 

Interfac e Role Sts Cost Prio .Nbr Status 
-------- -- - - - - -- ------ -- - -------- -- - -- - --- --- - - ------ - -----------
Fa4/4 Back BLK 1000 160 . 196 P2p 
Fa4/5 Desg FWD 200000 128 . 197 P2p 
Fa4 I 48 Boun FWD 2 00000 128 . 240 P2p Bound (STP) 

Router# show spanning- tree ms t 1 

###### MST01 vlans mapped: 1 - 10 
Bridge address OOdO . OOb8.1400 priority 32769 (32768 sysid 1) 
Root this switch for MST01 

Interface Role Sts Cost Prio.Nbr Status 

------- ----- ---- --------- ---- - --- --- ---- ---------- ----- ------- - - -
Fa4/4 Back BLK 1000 160.196 P2p 
Fa4/S Desg FWD 200000 128 . 197 P2p 
Fa4 / 48 Boun FWD 200000 128.240 P2p Bound (STP) 

Router# show spanning-tree mst interface fastEthernet 4/4 

FastEthernet4/4 of MSTOO is backup blocking 
Edge port :no (default) port guard :nane 
Link type : po int - to - point (auto ) bpdu filter:disable 
Boundary :internal bpdu guard :disable 
Bpdus sent 2 , received 368 

Instance Role Sts Cost Prio.Nbr Vlans mapped 

(default) 
(default) 
(default) 

-------- --- ------ ------- - --- ----- ----- ----- --- --- -------
o Back BLK 1000 160.196 11 - 4094 
1 Back BLK 1000 160.196 1-10 

Router# show spanning-tree mst 1 interface fastEthernet 4/4 

FastEther net4/4 of MST01 i s backup block i ng 
Edge port: no (defaul t ) por t guard :nane 
Link type:po in t - to - po i nt (auto ) bpdu f il t er : disabl e 
Bounda ry : i n ternal bpdu guard : d i sab l e 
Bpdus (M Records) sen t 2 , r e ceived 364 

I nstance Role Sts Cost Prio.Nbr Vlans mapped 

1 Back BLK 1000 160. 196 1-10 

(de f ault) 
(de f aul t ) 
(default) 

' ( 

~ 

3697 I 
f 

· -- - - --- ---- . ... ... . ...... -~ 1 



Chapter 15 Configuring STP and IEEE 802.1 s MST 

Router# show spanning-tree mst 1 detai 1 

###### MST01 v l ans mapped: 1-1 0 
Bridge address OO d O.OOb8. 1400 priority 32769 (32768 sysid 1 ) 
Root this switch for MST01 

FastEthernet4 / 4 of MST01 is backup bloc king 
Port info port i d 160.196 priority 160 cos t 
Designated root add ress 00d0.00b8 . 1400 priority 32769 cost 
Des i gnated bridge a ddress OOdO.OOb8.1400 priority 32769 port id 
Timers :message exp ires i n 5 sec , f orward delay O, forward transitions O 
Bpdus (MRecords) sent 123 , received 118 8 

FastEthernet4 / 5 of MST01 is designated forwarding 
Port i n fo port i d 128.197 priority 
Designated root add ress 00d0 .0 0b8.1400 prior i ty 
Designated bridge add ress 00d0 . 00b8.1400 priority 

128 cost 
32769 cost 
32769 port id 

Timers:message expires in O sec, forward delay O, forward transitions 1 
Bpdus (MRecords) s ent 1188, received 123 

FastEtherne t 4 / 48 o f MST0 1 is boundary fo r ward ing 
Port in f o port id 12 8 . 240 priority 128 cos t 
Designated r oot address 00d0 . 00b8.1400 priority 32769 cost 
Designated bridge a ddress 00d0 .00b8.1400 priority 32769 port id 
Time r s : message expires in O sec, forward de l ay O, forward transitions 1 
Bpdus (MRecords) sent 78, received O 

Router# show spanning-tree vlan 10 

MST01 
Spanning t r ee enabl e d p rotocol mstp 
Root I D Priority 32769 

Address 00d 0.00b8.1400 
This bridge i s the root 
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec 

32769 (priori ty 32768 sys - i d- ext 1) 
OOdO . OOb8 . 1400 

Bridge ID Priority 
Address 
Hello Time 2 sec Max Age 20 s ec Forward De l ay 15 sec 

Interface 

Fa4/4 
Fa4/5 

Rol e Sts Cost 

Back BLK 1000 
Desg FWD 200000 

Rou ter# show spanning-tree summary 
Root bridge for:MST01 

Prio . Nbr Status 

160.196 
128 . 197 

P2p 
P2p 

EtherChanne l misconfigurat i on guard is enab led 
Extended system ID is enabl ed 
Por tfast is disabl ed by defaul t 
PortFast BPDU Guard is disabl ed by de f aul t 
Port f ast BPDU Filter is disabl ed by de f aul t 
Loopguard is disabled by defaul t 
Upl i nkFast is disabled 
BackboneFas t is disabled 
Pathcos t me t hod u s ed is long 

Na me Blocking Listen i ng Learn i ng Fo rward ing STP Active 

MSTOO 
MST0 1 

2 msts 
Router# 

1 

1 

2 

o 
o 

o 

Ca ta lyst 6500 Seri es Switc h Cisco lOS Softwa re Configura ti on Guid e 

o 
o 

o 

2 

2 

4 

3 
3 

6 

1000 
o 

128.197 

200000 
o 

128.197 

200000 
o 

128.240 
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Configuring MST lnstance Parameters 

Step 1 

Step 2 

Step 3 

To configure MST instance parameters, perform these tasks: 

Command Purpose 

Rou ter(conf i g) # spanning- tree mst X priority Y Configures the priority for an MST instance 

Router(conf i g)# spanning- tree mst X root [primary 
I s econdary) 

Configures the bridge as root fo r an MST instance. 

Router# show spanning-tree mst Verifi es the configurat ion. 

Thi s example shows how to configure MST instance parameters: 

Router(config)# spanning-tree mst 1 priority ? 
<0-61440> bridge priority in increments of 4096 

Router(config)# spanning-tree mst 1 pri ority 1 
% Bridge Priority must be in increments of 4096. 
% Al l owed va l ues are : 

o 4096 8192 12288 16384 20480 24576 28672 
32768 36864 40960 45056 49152 53248 57344 61440 

Router(conf ig )# spanning-tree mst 1 prio rity 4915 2 
Route r (config)# 

Router(conf i g)# spanning-tree mst O root primary 
mst O bridg e priority set to 24 576 
mst bridge max aging time unchanged at 20 
mst bri dge hello time unchanged at 2 
mst bridge forward de l ay unchanged at 15 

Route r (config)# AZ 
Route r# 

Router# s how spanning-tre e mst 

###### MSTOO v l ans mapped: 11 - 4094 
Bri dge address 00d0 . 00b8.1400 priori ty 24576 (24576 sysid O) 
Root this switch for CST and I ST 
Configured hello time 2, forward de l ay 15, max age 20, max hops 20 

Interface Rol e Sts Cost Prio . Nbr Sta tus 

----- -------- -- - -- ---- --- - ---- -- - --- ------- ----- ---- ----------- - -
Fa4/4 Back BLK 1000 160.196 P2p 
Fa4/5 Desg FWD 200 000 1 28 . 197 P2p 
Fa4/48 Desg FWD 200000 128 . 240 P2p Bound (STP) 

###### MST01 v l ans mapped: 1-10 
Bridge address OOdO.OOb8 . 1400 priority 49153 (49152 sysid 1) 
Root this switch for MST01 

Interface Ro l e Sts Cost Prio.Nbr Status 
------ - --------- ---- -- - -- -------- - - - -------------- -- - - -- ----- - - --

Fa4/4 Back BLK 1000 1 60.196 P2p 
Fa4/5 Desg FWD 200000 128 . 197 P2p 
Fa4/48 Boun FWD 200000 128.240 P2p Bound (STP) 

Router# 

..... ..., . ~ .. -..... ~ .. ...,~ ~ 
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g MST lnstance Port Parameters 

To configure MST instance port parameters, perform these tasks: 

Command Purpose 

Stepl Router(config-if)# spanning-tree mst x cost y 

Step2 Router(config-if) # spanning-tree mst x 
port-priority y 

Configures the MST instance port cost. 

Configures the MST instance port priority. 

Step 3 Router# show spanning- tree mst x interface y Ver i fies the configurat ion. 

This example shows how to configure MST instance port parameters: 

Router(config)# interface fastEthernet 4/4 
Router(config-if)# spanning-tree mst 1 ? 

cost Change the interface spanning tree path cost for an instance 
port-priori ty Change the spanning tree port priority for an instance 

Router(config-if)# spanning-tree mst 1 cost 123456 7 
Router(config-if)# spanning-tree mst 1 port-priority 240 
Router(config-if)# Az 

Router# show spanning-tree mst 1 interface fastEthernet 4/4 

FastEthernet4/4 of MST01 is backup blocking 
Edge port:no (default) port guard :none 
Link type:point-to-point (auto) bpdu filter:disable 
Boundary :internal bpdu guard :disable 
Bpdus (MRecords) sent 125, received 1782 

Instance Role Sts Cost Prio.Nbr Vlans mapped 

1 Back BLK 1234567 240 .196 1-10 

Router# 

Restarting Protocol Migration 

(default) 
(default) 
(default) 

A switch running both MSTP and RSTP supports a built-in protocol migration mechanism that enables 
the switch to interoperate with legacy 802.1D switches. Ifthis switch receives a legacy 802.1D 
configuration BPDU (a BPDU with the protocol version set to 0), it sends only 802.1 D BPDUs on that 
port. An MSTP switch can also detect that a port is at the boundary of a region when it receives a legac 
BPDU, an MST BPDU (version 3) associated with a different region, or an RST BPDU (version 2). 

However, the switch does not automatically revert to the MSTP mode i f it no longer receives 802.1 D 
BPDUs because it cannot determine whether the legacy switch has been removed from the link unless 
the legacy switch is the designated switch. A switch also might continue to assign a boundary role to a 
port when the switch to which it is connected has joined the reg ion. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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T h I . . (fi h . . . h hb :'1· J. J -:th \ \ o restart t e protoco mtgratiOn process orce t e renegot1at10n w1t ne onng swt}fl _esj the 
entire switch, you can use the clear spanning-tree detected-protocols pri ' leged EXQék~f11 
the clear spanning-tree detected-protocols interface interface-id privilege XEC con1p1a 
the protocol migration process on a specific interface . ·. · 

This example shows how to restart protocol migration : 

Router# clear spanning-tree detected-protocols interface fastEthernet 4/4 
Router# 

~~ ""-·.r·~ . ......... ...., "Yl .-:.~·,~-· -

Catalyst 6500 Seri es Switch Cisco lOS Software Configura.tioii_J;,fij dell · . 



.. / · 

j f~CS nu UJi~UU5 ·· ~ .• ,. 
\ CP iill - CORRE!Ot : 
B · l 
'1) ,Fls: O 8 ()i)- ~ 

. I 
/ j. 369 7 l 

l - y 

j Doe~ -·-·· __ -···--· 1 



CISCO SYSTEMS 

.............................................................................. ~~·&'iidiiil 
Cisco Catalyst 6500 

Supervisor Engines 1A and 2 
.i 

As Cisco's premier modular multilayer switch, the Catalyst® 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center to the 

WANedge. 

The supervisor engines for the Catalyst 

6500 Series deliver the latest advanced 

switching technology with proven Cisco 

software to power a new generation of 

scalable and intelligent multilayer 

switching solutions for both enterprise and 

service provider environments. Designed to 

integrate data, voice, and video into a 

single platform for fully integrated IP 

communications, the Catalyst 6500 Series 

supervisor engines enable intelligent, 

resilient, scalable, and secure high 

performance multilayer switching 

solutions. 

The widely deployed Supervisor Engine lA 

and Supervisor Engine 2 are used in wiring 

closets, distribution/core, data center and 

WAN edge configurations enabling the 

seamless integration of advanced services 

such as security, voice and content into a 

converged network that reduces the total 

cost of ownership. And the new Supervisor 

Engine 720 is ideally suited for high 

performance core, data center and metro 

Ethernet deployments with its scalable 

performance of up to 400 million packets 

per second using a 720Gbps switch fabric. 

By sharing a common set o f interfaces, 

operating system and management tools, 

the Catalyst 6500 Series supervisors 

provide operational consistency-enabling 

common sparing and minimizing training 

requirements; ali modules feature 

predictable performance and a broad range 

of capabilities. Supervisor Engine lA and 

Supervisor Engine 2 highlights include: 

• Feature-rich and wire-rate intelligent 

network services-Support and 

complement comprehensive security 

and granular Quality of Service 

mechanisms, including identity-based 

networking capabilities based on IEEE 

802.lx extensions and simplified 

configuration using two AutoQoS 

commands 

• End-to-end flexible deployments­

Position anywhere in the network from 

the wiring closet to the distribution/ 

core, and from the data center to the 

WAN edge and the MAN 

• Scaleable and predictable 

performance---Feature a flexible switch 

fabric and forwarding architecture 

delivering throughput from 15Mpps/ 

32Gbps (Classic interface modules) , to 

30Mpps/256Gbps (CEF256 interface 

modules), to 210Mpps/256Gbps 

(dCEF256 interface modules) for 

network cores supporting multi-gigabit 

trunks 

• Flexíble multilayer switchíng support 

and forwardíng archítectures-:-Select 

basic Layer 2 forwarding or feature-rich 

Cisco Express Forwarding (CEF) using 

ttie same supervisor 
,-:- ·. "" u,.,.,...,_ .... ~ 
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• Choice of operating system support-Support both Cisco lOS® Software, Catalyst OS software, and Hybrid 

(Catalyst OS software and Cisco lOS Software for the MSFC) 

• Operational consistency- Support ali 3 generations of Catalyst 6500 Series interface and seiVices modules in ali 

Catalyst 6500 3-, 6-, 9- and 13-slot chassis running Cisco lOS® Software and Cisco Catalyst Operating System 

Software and a common set of Cisco network management tools that support the Catalyst 6500 Supe!Visor 

Engine lA and 2 as well as many other Cisco Systems product lines 

• Maximum network uptime and user productivity-Provide fault-tolerant net:Work resilience and high availability 

features including fast 1- to 3-second stateful fail-over between redundant Catalyst 6500 supe!Visor engines 

enabling near-hitless software upgrades for business criticai network environments, including lP-telephony 

enabled wiring closets 

• Extensive management tools-Support CiscoWorks network management platform, Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3 and four RMON groups (statistics, history, alarms, 

and events) 

As part of the Catalyst 6500 Series of modular products, Supe!Visor Engines lA and 2 share a common operatJ,,15 

system and CLI-encouraging an end-to-end Catalyst 6500 Series solution for maximum operational consistency, 

common sparing, and minimized training requirements (Figure 1). 

Figure 1 Supervisor Engines 1A end Supervisor Engine 2 

Supervisor Engine 1-PFC 

Supervisor Engine 2-MSFC2 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Supervisor Engine 1A and Supervisor Engine 2 Deployment Scenarios 

With a broad range of interfaces, and services modules, chassis I slot configurations as well as a scalable set of 

Supervisor Engines, the Catalyst 6500 can be deployed anywhere in the network. The figure below depicts the 

Catalyst 6500 deployed in the wiring closet, distribution, core, data center, WAN edge and Metro and provides -- ~-

recommended supervisor engines for each parto f the network. 

Figure 2 

Cisco Supervisor Engine 1 A and Supervisor Engine 2 Deployment Scenarios 

WAN Edge 
Supervisor 2 
with MSFC2 

Wiring Closet 
Supervisor 2 
with PFC or 
Supervisor 

1A-2GE 

Distribution 
Supervisor 2 

with MSFC2 or 
Supervisor 720 

Core 
Supervisor 720 
or Supervisor 2 

with MSFC2 

Metro 
Supervisor 

720 

Data Center 
Supervisor 720 
or Supervisor 2 

withMSFC2 
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The following table outlines the primary deployment scenarios for Cisco Catalyst 6500 Series supervisor engines. 

Table 1 Deployment Scenarios for Cisco Cata lyst 6500 Series Supervisor Engines 

Recommended 
Supervisor Engine Performance/Features Deployments 

Supervisor Engine 720 400 Mpps, 720 Gbps 
~ 

Enterpr ise core, distribution, 

Layer 2-4 distributed Cisco Express Forwarding and data centers 

Supports new accelerated Cisco Express 
Forwarding 720 and distributed Cisco Express 
Forwarding 720 interface modules 

Supervisor Engine 2 210 Mpps, 256 Gbps Enterpr ise distribution, data 

Policy Feature Card 2 (PFC2) Layer 2-4 distributed Cisco Express Forwarding centers, and WAN edge 

Multilayer Switch Feature Supports distributed Cisco Express Forwarding 
Card 2 (MSFC2) 256 interface modules ' 
Supervisor Engine 1A 15 Mpps. 32 Gbps Distribution and core 

J 

PFC Centralized Layer 2-4 forwarding 

MSFC2 Enhanced security and quality of service (QoS) 

Supervisor Engine 2 30 Mpps, 256 Gbps Premiu m wiring closet and 

PFC2 Centralized Layer 2 forwarding and Layer 3-4 data center access 

services 

Enhanced security and QoS 

Supervisor Engine 1A 15 Mpps, 32Gbps Enterpr ise wiring closets 

PFC Centralized Layer 2 forward ing and Layer 3-4 
services 

Enhanced security and QoS 

Supervisor Engine 1A 15 Mpps, 32 Gbps Value wiring closet 

2GE Centralized Layer 2 forwarding 
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Supervisor Engine 1A •nd 2 Fe•tures 

The Supervisor Engine lA and 2 provide the following features: 

• High availability 

• Scalable performance 

• Wire-rate traffic management 

End-to-end management tools 

• Comprehensive security 

• Advanced Layer 2, Layer 3, and Layer 4 forwarding 

High Availability 

Supervisor Engines lA and 2 can be deployed in dual-supervisor engine configurations in ali Cisco Catalyst 6500 

Series chassis (6503, 6506, 6509, and 6513). The dual-supervisor engine configuration synchronizes protocol states 

between the primary and the redundant supervisor engine, provides industry-leading network availability with 

sub-3-second failover, and maximizes network uptime by allowing hot swapping of standby supervisor engines. 

Important high-availability features include: 

• Supervisor engine redundancy-With synchronization of protocol states and support for HSRP and Uplink Fast 

• Rapid failover rates-Sub-3-second stateful failover and Layer 3 lP Unicast and Multicast failover 

• Hot swapping-Hot swapping of standby supervisors 

Scalable Performance 

Supervisor Engines lA and 2 provide scalable performance, from 15 Mpps to 210 Mpps with bandwidth scaling 

from 32 Gbps to 256 Gbps, that densely populated wiring closets and high-throughput network cores with 

multigigabit trunks require. 

Supervisor Engine 2 uses the Cisco Express Forwarding routing architecture that performs high-speed lookups even 

with advanced Layer 3 services enabled, and independent of the number of flows through the switch, while 

maintaining 30 Mpps of centralized performance and 21 O Mpps of distributed performance. 

• Supervisor Engine JA-Provides 15-Mpps performance with 32-Gbps bandwidth 

• Supervisor Engine 2-Provides 30 Mpps of centralized performance and 210 Mpps of distributed performance 

with 256-Gbps bandwidth 

For details see Table 2-Cisco Catalyst 6500 Supervisor Engine Feature Comparison. 

Wire-Rate Traffic Management 

Supervisor Engines lA and 2 provide wire-rate traffic management using Layer 2, 3, and 4 QoS and security checks, 

including ACL policy enforcement, as part of their forwarding process to protect and secure content. These traffic 

management features enable efficient handling o f converged networks that carry a mix of mission-critical, 

time-sensitive, and bandwidth-intensive multimedia applications. 

• Advanced QoS tools such as packet classification and marking and congestion avoidance based on Layer 2, 

Layer 3, and Layer 4 header information. 

• QoS scheduling rules with thresholds can be configured in the switch for multiple receive and transmit queues. 

• Rate limiting can be used to police traffic on a per-flow or aggregate basis with a very fine granularity. 

For details see Table 3-QoS Features Comparison. 
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Managed with CiscoWorks2000, Cisco Catalyst 6500 Series switches can be configured and managed to deliver 

end-to-end devlce, VLAN, traffic, and policy management. Cisco Resource Manager, a Web-based management tool 

that works with CiscoWorks2000, provides: automated inventory collection, software deployment, easy tracking of 

network changes, views in to device availability, and quick isolation of errar conditions. 

Supervisor Engines lA and 2 provide a comprehensive set of management tools to prÔvide the required visibility and 

contrai in the network. 

• Console management-Provide shared interface to the Supervisor Engine 2 and the Multilayer Switch Feature 

Card 2 (MSFC2) available out-of-band from a local terminal or remate terminal connected through a modem to 

the console or auxiliary interface 

• In-band management-Provide shared interface to the Supervisor Engine 2 and the MSFC2 available in-band 

through SNMP, Telnet client, Bootstrap Protocol (BOOTP). and Trivial File Transfer Pro toco I (TFTP) 

• SPAN-AIIow management and monitoring o f switch traffic 

• RSPAN-AIIow centralized management and monitoring by aggregating and directing traffic from multiple 

distributed hosts and switches to a remotely located switch through a trunk link 

• VACL Capture---Direct traffic to a network analysis port using an ACL 

For details see Table 4-Management Tools Comparison. 

Comprehensive Security 

The advanced security capabilities of Supervisor Engines lA and 2 can reduce the threats o f malicious attacks while 

enabling authentication, authorization, and accounting. With support for up to 32K ACL entries, lP/IPX security 

ACLs in hardware, and advanced features such as port security, Supervisor Engines lA and 2 offer a superior set of 

Layer 2-4 network traffic security capabilities: 

• Layer 2 security features-lnclude private VLANs and port security, to help the network architect properly 

partition and control the utilization of the switch resources. 

• Layer 2, 3, and 4 hardware filters-Can work on the forwarding engine and in conjunction with optional 

integrated services modules to inspect each forwarded packet and permit or deny ali the streams of traffic 

according to the network administrator's rules. 

For details see Table 5-PFC and PFC2 Security Features Comparison. 
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Supervisor Engine 1 A and 2 Architecture 

Catalyst 6500 Series Supervisor Engines lA and 2 manage the system by storing and running the system software, 

controlling the various modules in the chassis, performing basic forwarding, and providing the Gigabit uplinks that 

allow redundant supervisor engine connections. 

Supervisor Engine 2 offers an improved forwarding design. The Supervisor Eogine !A CPU performs Layer 2 

forwarding, but Supervisor Engine 2 performs Cisco Express Forwarding (éEF) and distributed CEF, doubling the 

forwarding performance. As shown in Table 2, Supervisor Engines lA and 2 offer choices in operating 

characteristics, including forwarding architecture, performance, bandwidth, DRAM and boot Flash sizes, and 

support for chassis, Policy Feature Card/Policy Feature Card 2 (PFC/PFC2), MSFC2, and Switch Fabric Module 

(SFM). 

Table 2 Cisco Catalyst 6500 Supervisor Engine Feature Comparison 

Supervisor Engine 1A 
Supervisor Engine 2 Supervisor Engine 1A-2GE 
Supervisor Engine-PFC2 Supervisor Engine 1A-PFC 

Feature Supervisor Engine-MSFC2 Supervisor Engine 1A-IMSF 

Cisco Express Forwarding (CEF) Yes No 

Performance 30 Mpps-Supervisor Engine 2- PFC2 15 Mpps 
and Supervisor Engine 2-MSFC2 

up to 210 Mpps-Supervisor Engine 
2- MSFC2 with SFM and DFCs 

Maximum bandwidth 256 Gbps (with distributed 32 Gbps 
forwarding) 

ORAM 128MB, 256MB, 512MB 128MB 

Onboard Flash (BootFiash) 32MB 16MB 

Chassis supported 6006,6009,6503,6506,6509, 6006. 6009, 6503, 6506, 6509, 
6509-NEB, 6509-NEB-A, 6513; 7603, 6509-NEB, 6509-NEB-A; 7603, 7606, 
7606, 7609, OSR-7609, 7613 7609, OSR-7609 

PFC daughter card available Yes (PFC2); Standard with Supervisor Yes (PFC); Not field upgradable 
Engine 2 

MSFC2 daughter card available Yes, and field upgradable Yes, not field upgradable 

SFM supported Yes No 

The PFC/PFC2 and MSFC2 daughter cards and the SFM increase Supervisor Engines lA and 2 functions: 

• PFC and PFC2-Perform hardware-based Layer 2, Layer 3, and Layer 4 packet forwarding as well as packet 

classification, traffic management, and policy enforcement 

• MSFC2-Performs Layer 3 control plane functions including address resolution and routing protocols 

• SFM 2-Provides 256 Gbps dedicated bandwidth to ali slots in the chassis and requires Supervisor 

Engine 2-MSFC2. The SFM 2 will not operate in the same chassis with Supervisor Engine 720. 



v ' '\ <vr· --.... , '\ , 
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. . PoJicrF ture Card (PFC and PFC2) c - , 

P The cy Feature Card provides quality of service (QoS) and policy based lntelligent networking capabilities to the 

Catalyst 6500 Series. Recommended for premier wiring closets, backbone, data center and WAN edge deployments, 

the PFC ldentifies and classifies traffic applying the appropriate QoS priority levei and Security Policies as defined by 

the network administrator configured ACLs. The PFC also helps to prevent unauthorized applications from being 

allowed on the network. 

The Supervisor Engine PFC daughter card makes the packet forwarding decis1on in its application-specific integrated 

circuit (ASIC) complex. In distributed forwarding implementations, an identical ASIC complex located on an 

interface module's DFC daughter card allows the interface module to make packet-forwarding decisions locally. After 

the PFC or DFC makes the forwarding decision for the interface module, it sends the forwarding result to the 

interface module that does ali packet buffering. queuing, and delivery. 

In addition to packet forwarding, the PFC performs the following major functions at wire-rate: 

• Layer 3 packet classificatíon-Using QoS access-control entries 

• Traffic management (rate limiting)-Using ingress and egress policing 

• Security policy enforcement-Within subnets or VLANs 

• Intelligent multicast forwarding-Efficient replication o f multicast streams, supplied to appropriate end-user 

statlons 

• NetFlow data export-Collectlng IP flow statistics for inter-subnet flows 

QoS 

The following table shows the PFC and PFC2 QoS features. 

Table 3 QoS Features Comparison 

PFC2 PFC 
Supervisor Engine 2 Supervisor Engine 
PFC2 1APFC NoPFC 
Supervisor Engine 2 Supervisor Engine Supervisor Engine 

Feature MSFC2 1A PFCIMSFC2 1A-2GE 
' 

Layer 2 classification and marking Yes Yes Yes 

Layer 3 classification and marking/ Yes Yes None 

Access Control Entries (ACEs) 32K 16K 

Rate limiting location (port) lngress port, VLAN lngress port, VLAN None 

Rate Limiting Levei Types CIR, PIR CIR None 

CIR = Committed lnformation Rate 

PIR = Peak lnformation Rate 

Aggregate tralfic rate limiting/ Yes Yes None 
number or policers 1023 policers 1023 pol icers 

Flow-based rate limiting method/ Full flow; Full flow; None 
number of rates 64 rates 64 rates 

Cisco Systems. Inc. 
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Management Tools 

The following table compares the management tools that are available with Supervisor Engines lA and 2. 

Table 4 Management Tools Comparison 

PFC 
Supervisor Engine 1A PFC 
Supervisor Engine 1A PFCIMSFC2 
Supervisor Engine 2 PFC2 NoPFC 

Feature Supervisor Engine 2 MSFC2 Supervisor Engine 1A-2GE 

SPAN Yes Yes 

RSPAN Yes No 

ERSPAN No No 

VACL Capture Yes No 

Security 

Table 5 shows the PFC and PFC2 security features. 

Table 5 PFC and PFC2 Security Features Comparison 

With PFC2 WithPFC 
Supervisor Engine Supervisor Engine 
2PFC2 1APFC Without PFC 
Supervisor Engine Supervisor Engine Supervisor Engine 

Feature 2MSFC2 1A PFCIMSFC2 1A-2GE 

Port security Yes Yes Yes 

TCP intercept hardware acceleration Yes Yes No 

IEEE 802.1 X and 802.1 X extensions Yes Yes No 

IP security ACLs in hardware Yes Yes No 

IPX security ACLs in hardware Yes Yes No 

Securit y ACL entries 32K 16K No 

Reflexive ACLs 128K 512K No 

Unicast Reverse Path Forwarding (uRPF) Yes No No 
check-in hardware 

CPU rate limiters 1 None None 

l " ; ··: .~ ~ :·~ --· ... -;= .-... .... ·'L•.r--......'t; .. ~ .. ~ ' • 
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Multi-layer Switch Fabric Card2 (MSFC2) 

Supported on both Supervisor lA and Supervisor 2 as an option the MSFC2 acts as the Layer 3 forwarding routing 

engine. On its Layer 3 forwarding routing engine, the MSFC2 builds the CEF Forwarding lnformation Base (FIB) 

table in software and then downloads this table to the ASICs on the PFC or DFC that make the forwarding decisions 

for IP Unicast and Multicast traffic. For more information see How Cisco Ex~ess F?.rwarding Works. 

Layer 3 Switching 

Table 6 shows the MSFC2 Layer 3 switching features. 

Table 6 Layer 3 Switching Feature Comparisons 

MSFC2 · No MSFC2 
Supel'visol' Engine Supel'visol' Engine 
1A-PFCIMSFC2 No MSFC2 1A-2GE A 
Supel'visol' Engine Supel'visol' Engine Supel'visol' Engine • . 

Feature 2-MSFC2 2-PFC2 1A-PFC 

1Pv4 routing 

MPLS 

1Pv6 

Yes 

Yes, through OSM 

Yes, in software (only on 
Supervisor Engine 2-MSFC2 

Yes, with MSFC2 upgrade 

Yes, through OSM 

No, requires MSFC2 upgrade 

Note: Refer to the release notes for up-to-date software version information. 

Cisco Systems, Inc. 

No, not upgradable 

No 
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Switch Fabric Modules (SFM and SFM2) 

Designed to support distributed fmwarding, the Cisco Catalyst 6500 Series SFM (WS-X6500-SFM) and SFM2 

(WS-X6500-SFM2) provide dedicated bandwidth to each slot up to 256 Gbps per system. 

For distributed forwarding to work, an interface module must have a Distrib_l!!_ed F'!rwarding Card (DFC) and must 

be installed in the chassis with either a Supervisor Engine 2-MSFC2 and an' SFM or SFM2, ora Supervisor Engine 

720. The SFM works with Cisco Catalyst 6506, 6509, 6509-NEB, and 6509-NEB-A chassis and can occupy any slot 

The SFM2 works with 6506, 6509, 6509-NEB, 6509-NEB-A, 6513, 7603, 7606, 7609, OSR-7609, and 7613 

chassis; and it can occupy any slot, except in the 6513 and 7613 where it must occupy slot 7 or 8. 

The Catalyst 6503 does not currently support the SFM modules as this would leave one slot open after configuring 

the supervisor and SFM in two of the three available slots. However, the Supervisor 720 provides full CEF256, 

dCEF256, aCEF720 and dCEF720 capabilities to the Catalyst 6503 chassis with its slot-efficient integration of the 

supervisor engine and switch fabric in a single module. 

Switch Fabric Module Architecture 

Providing access to the switch fabric through dual 8-Gbps serial channels, the SFM or SFM2 performs ali switching 

on the module independent of the passive backplane. For more information see How Distributed Cisco Express 

Forwarding (dCEF) Works. 

High Availability 

Two SFM and SFM2 modules can be configured in a system for high availability with 1-to-1 redundancy, where one 

SFM or SFM2 is operational and one serves as a backup. 

Note: The SFM and SFM2 cannot operate in the same chassis with a Supervisor Engine 720. 

,;-~ · .0:'1 ~--·;:;.·""'-'· 
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. ~~L\ S~~~ v;so• Eng;ne 2-MSFC2 

\ \ : " ~ ~ltfd or deployment in the distribution/core with Classic interface modules, CEF256 interface modules and 

C p"t d,C~ 56 interface modules, Supervisor 1A·2GE provides Layer 2/3/4 forwarding with the following operational 
.._ __ o<ruvantages: 

• Layer 2-4 f01warding-Performs Layer 2- 4 forwarding with Layer2, 3, 4_ffatur~s ; supports dCEF256 interface 

modules ·' 

• Media Access Contrai (MAC) addresses-128K 

• Forwarding rate--Up to 30 Mpps per system 

• Bandwidth-32 Gbps per system; 256 Gbps with SFM in chassis 

• Layer 2, 3 trafflc c/assification and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching-1Pv4 supported (See Table 6 for details) 

• Distributed forwarding-Requires Switch Fabric Module and interface modules with Distributed Forwardin 

Cards (DFCs); for details, see section titled How Distributed Cisco Express Forwarding (dCEF) Works 

• Operating system-Cisco Catalyst OS with Cisco lOS on the MSFC and Cisco lOS Software 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128, 256, 512MB 

• Onboard flash (BootFlash)-32 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, 6509-NEB, 6509-NEB-A, and 6513; 7603, 

7606, 7609, OSR-7609, and 7613 

• Slot requirements-Slots 1 or 2 of any chassis 

• Upgrade support-None required 

Figure 3 

Cisco Catalyst 6500 Series Supervisor Engine 2-MSFC2 
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Supervisor Engine 2-PFC2 

Suited for deployment in wiring closets with Classic and CEF256 interface modules, Supervisor Engine 1A-2GE 

provides basic Layer 2 forwarding with the following operational advantages: 

• Layer 2 forwarding-Performs Layer 2 forwarding with Layer2, 3, 4 feat!-lres; requires MSFC2 upgrade to 

support Layer 3, 4 forwarding 

• MAC addresses-128K 

• Forwarding rate-Up to 30 Mpps per system 

• Bandwidth-32 Gbps per system; 256 Gbps with SFM in chassis 

• Layer 2, 3 traflic classification and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3} switching-Requires MSFC2 upgrade (See Table 6 for details) 

• Distributed forwarding-Requires MSFC2 upgrade, SFM, and interface modules with DFCs (for details, see 

section titled How Distributed Cisco Express Forwarding (dCEF) Works). 

• Operating system-Cisco Catalyst OS only (Cisco lOS Software supported with MSFC2 upgrade) 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128, 256, 512MB 

• Onboard flash (BootFJash)-32 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, 6509-NEB, 6509-NEB-A, and 6513; 7603, 

7606, 7609, OSR-7609, and 7613 

• Slot requirements-Slots 1 or 2 o f any chassis 

• Upgrade support-MSFC2 upgrade 

• .._,- ,:to" .. .. -.,.-=_,,.,1\'r.r~,. ... ~-
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ne 1 A·PFC/MSFC2 

Layer 2-4 fmwarding with the following operational advantages: 

• Layer 2-4 forwarding-Performs Layer 2-4 forwarding with Layer 2-4 features 

• MAC addresses--128K 

• Forwarding rate----Up to 15 Mpps per system 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 traffic classification and marking-Layer 2 and Layer 3 (see Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching-1Pv4 supported (See Table 6 for details) 

• Distributed forwarding-Unsupported 

• Operating system-Cisco Catalyst OS with Cisco lOS on the MSFC and Cisco lOS Software 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128 MB 

• Onboard flash (BootFlash)-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported) ; 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements--Slots 1 or 2 o f any chassis 

• Upgrade support-None 

Figure 4 

Cisco Catalyst 6500 Supervisor Engine 1 A-PFC/MSFC2 

Cisco Systems. Inc. 
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Supervisor Engine 1 A·PFC 

Suited for deployment in wiring closets with Classic interface modules, Supervisor Engine 1A-2GE provides basic 

Layer 2 forwarding with the following operational advantages: 

• Layer 2 forwardin~Performs basic Layer 2 forwarding with no Layer 2-4 features 

MAC addresses-l28K _; 

• Forwarding rate-Up to 15 Mpps per system 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 trafflc classification and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switchin~Unsupported 

• Distributed forwardin~Unsupported 

• Operating system-Cisco Catalyst OS only 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128 MB 

• Onboard flash (BootFJash)-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported) ; 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements--Slots 1 or 2 of any chassis 

• Upgrades--None 

Figure 5 

Cisco Catalyst 6500 Supervisor Engine 1 A-PFC 
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\ \ Super~~-~o Engine 1A·2GE 

é Suited'!or ployment In wiring closets with Classic interface modules, Supervisor Engine 1A-2GE provides basic 

fa r orwarding with the following operational advantages: 

• Layer 2 forwarding-Performs Layer 2 forwarding with Layer 4 features 

• MAC addresses-128K 

• Forwarding rate---Up to 15 Mpps per system -' 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 trafflc classification and marking-Layer 2 only, not upgradable to support Layer 3 (for details, see 

Table 3-QoS Features Comparison) 

• Multilayer (Layer 3} switching-Unsupported 

• Distributed forwarding-Unsupported 

• Operating system-Cisco Catalyst OS only 

• Management tools-SPAN only 

• DRAM-64 MB 

• Onboard flash (BootFlash}-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported); 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements-Slots 1 or 2 o f any chassis 

• Upgrade support-None 

Cisco Systems, Inc. 
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How Cisco Express Forwarding Works 

Cisco Express Fmwarding (CEF) is a Layer 3 technology that provides increased forwarding scalability and 

performance to handle many short-duration traffic flows common in today's enterprise and service provider 

networks. To meet the needs of environments handling large amounts of short-flow, Web-based, or highly interactive 

types of traffic, CEF forwards ali packets in hardware, and maintains its fol)Vâ:rding-rate completely independent o f 

the number of flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

policing and marking, and NetFlow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols, the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions-relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rate, independent of the 

number of flows transiting the switch. 

CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding {dCEF), forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together. 

Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric, without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

• As in standard CEF forwarding, the central PFC3 located on the supervisor engine and the DFC engines located 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

• As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table {including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

• The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFlow. 

• Because the DFCs make ali the switching decisions locally, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and 

network services. 
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dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 for dCEF720 interface 

modules; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervisor Engine 2-MSFC2 and a SFM for 

dCEF256 interface modules. 

Software Requirements 

Depending on its configuration, a supervisor engine will opera te with one o r more o f the following operating systems: 

• Cisco lOS Software for the supervisor engine (native Cisco lOS Software) 

• Cisco Catalyst OS software 

• Hybrid , Catalyst OS software and Cisco lOS Software for tlie MSFC 

Notes: Refer to the release notes for up-to-date software version information. 

Cisco Systems. Inc. 
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Ordering lnformation 

Table 7 lists the ordering information for the Supervisor Engines lA and 2. 

Table 7 Product Numbers for Ordering 

Product Number Description 

WS-X6K-SUP1A-2GE Catalyst 6500 Supervisor Engine1A, 2GE 

WS-X6K-SUP1 A-PFC Catalyst 6500 Supervisor Engine1A, 2GE, plus PFC 

WS-X6K-S1A-MSFC2 Catalyst 6500 Supervisor Engine1A, 2GE, plus MSFC-2 and PFC 

WS-X6K-S2-PFC2 Catalyst 6500 Supervisor Engine 2, 2GE, plus PFC-2 

WS-X6K-S2-MSFC2 Catalyst 6500 Supervisor Engine 2, 2GE, plus MSFC-2/PFC-2 

WS-X6K-S1A-MSFC2 Supervisor Engine 1A with PFC+MSFC2 

WS-X6K-S 1 A-MSFC2= Supervisor Engine 1A with PFC+MSFC2= 

WS-X6K-S1A-MSFCZ/2 Supervisor Engine 1A with PFC+MSFC2/2 

WS-F6K-MSFC2 Catalyst 6500 Multilayer Switch Feature Card 2 

MEM-MSFC2-128MB= Catalyst 6500 MSFC2 Memory, 128MB ORAM Spare 

MEM-MSFC2-256MB Catalyst 6500 MSFC2 Memory, 256 MB ORAM Option 

MEM-MSFC2-256MB= Catalyst 6500 MSFC2 Memory, 256 MB ORAM Spare 

MEM-MSFC2-512MB Catalyst 6500 MSFC2 Memory, 512MB ORAM Option 

MEM-MSFC2-512MB= Catalyst 6500 MSFC2 Memory, 512MB ORAM Spare 

WS-X6500-SFM Catalyst 6500 Switch Fabric Module 

WS-X6500-SFM2 Catalyst 6500 Switch Fabric Module2 

Dimensions 

• (H X W X D): 1.6 X 15.3 X 16.3 in. (4.0 X 37.9 X 40.3 em) 

Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 10 to 90%, noncondensing 

• Regulatory compliance 

CISCO Systems. In c , : ' s"7-~:(j'~:·~~~7':"-:~· ·: . 
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· ertifications 

• CSA-OC22.2 No. 950 

• IEC 950 

Electromagnetic Emissions Certifications 

• FCC 15j Class A 

• VCCI CE li 

• CE mark 

• EN 55022 Class B 

• CISPR 22 Class B 

Technical Support Services 

Whether your company is a large organization, a commercial business, or a service provider, Cisco Systems is 

committed to maximizing the retum on your network investment. Cisco offers a portfolio of Technical Support 

Services to ensure that your Cisco products opera te efficiently, remain highly available, and benefit from the most 

up-to-date system software. 

Cisco Technical Support Services offers the following features, which help enable network investment protection and 

mínima! downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources of your operations technical staff to increase productivity 

• Complements remote technical support with onsite hardware replacement 

• The Cisco portfolio of Technical Support Services includes: 

• Cisco SMARTnet"" support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information visit: 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems, Inc . Ali rights reserved. lmportant Notices and Privacy Statement. 
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Corporate Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the Cisco Catalyst 6500 Series, supervisor engines, interface modules, SFM, and 

services modules, visit: 

1111[ >:l/www.cisn 1.e< nn lf' nl l JS/prndt JC 1 s/l1w/swi I cl H's/ps 7 OR/prc 1d t JCI s_ dai a_sl_)t'M s_l ist. .. ll I 1111 

• Catalyst 6500 Series Data Sheet 

• Catalyst 6500 Supervisor Engine 720 Data Sheet 

• Catalyst 10/100 and 10/100/1000 Ethernet Data Sheet 

Catalyst 6500 Gigabit Ethernet Interface Modules Data Sheet 

• Catalyst 6500 10 Gigabit Ethernet Interface Modules Data Sheet 

• Catalyst 6500 FlexWAN Interface Modules Data Sheet 

• Catalyst 6500 Switch Fabric Interface Modules Data Sheet 

• Catalyst 6500 Content Services Module (CSM) Data Sheet 

Catalyst 6500 Firewall Services Module Data Sheet 

• Catalyst 6500 Network Application Module (NAM) Data Sheet 

• Catalyst 6500 Intrusion Detection (IDS) Module Data Sheet 

• Catalyst 6500 IP Sec!VPN Services Module Data Sheet 

• Catalyst 6500 SSL Services Module Data Sheet 

CISCO SYSTEMS -® 
European Headquarters 
Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
I 10 I CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
Sanjose. CA 95134-1706 
USA 
www.cisco.com 
Tel : 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
1122-01 to 1129-01 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 631 7 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web sile ai www.cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai , UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • lndia • Indonesia • Ireland 
Israel • ltaly • japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • South Africa • Spain • Sweden 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Venezuela • Vietnam • Zimbabwe 
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lnstalling the Switch 

~ .. 
Note In this publication, the term Catalyst 6500 series refers only to the switch chassis 

listed in Table 1-1. The Catalyst 6000 series switches are described in a separate 
publication, the Catalyst 6000 Series Switch Installation Guide. 

A 
Warning 

78-15722-01 

This chapter describes how to install a Catalyst 6500 series switch in a rack. For 
first-time installations, perform the procedures in the following sections in the 
order listed: 

Unpackíng the Swítch. rage 3-3 

• lnstallíng thc Rack-Mounl Kil, pagc 3-3 

lnslalling the Swilch Chassis in lhe Rack. ragc 3-15 

lnstalling lhe Stabilizcr Kit (Calalyst ()509-NEB and Catalyst 6513 Switchcs 
Only). pagc 3-19 

• Establíshíng thc Systcm Ground. pagc 3-22 

• lnstalling the Powcr Supplics in the Switch Chassis, page 3-26 

Attaching thc lntcrf;1cc Cahlcs. pagc J-26 

Verifying Switch Chassis lnslallalion. pagc 3-36 

This unit is intended for installation in restricted access areas. A restricted 
access area can be accessed only through the use of a special tool, lock and 
key, or other means of security. 

Cata 6500 Series Switch lnstallation Guide 

,Doe: 



A 
Warning 

A 
Warning 

A 
Warning 

Caution 

~ .. 

Chapter 3 lnstalling the Switch 

Only trained and qualified personnel should be allowed to install, replace, or 
service this equipment. 

Ultimate disposal of this product should be handle~ -ãccording to ali national 
laws and regulations. 

This equipment must be installed and maintained by service personnel as 
defined by AS/NZS 3260. lncorrectly connecting this equipment to a 
general-purpose outlet could be hazardous. lhe telecommunications I ines must 
be disconnected 1) before unplugging the main power connector or 2) while ttT 
housing is open, or both. 

This product requires short-circuit (overcurrent) protection, to be provided as 
part of the building installation. lnstall only in accordance with national and 
local wiring regulations. 

During this procedure, wear a grounding wrist strap to avoid ESD damage to the 
card. Do not directly touch the backplane with your hand or any metal tool, or you 
could shock yourself. 

Note If you are installing a free-standing (not rack-mounted) Catalyst 6509-NEB or 
Catalyst 6513 switch, you must install the stabilizer kit, which is part o f the ) 
accessory kit for these two switches. 

Before starting the installation procedures in this chapter, se e the .. Si te 

Preparati on C heckli-:;· " secti u n on page 2-20 to verify that all site planning 
activities were completed. 

For information on installing modules, refer to the Catalyst 6500 Series Switch 
Module Installation Guide. 

6500 Series Switch lnstallation Guide 
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Chapter 3 lnstalling the Switch 
Unpacki 

Unpacking the Switch 
p 

Tip Do not discard the shipping container when you unpack the switch. Flatten the 
shipping cartons and store them with the pallet. Youwill need these containers if 
you need to move or ship the switch in the future. Repacking instructions are 
provided in Arpcndi x C. " Rcpacking the Switch ." 

Perform the following to check the contents of the shipping container: 

• Check the contents o f the accessory kit against the Accessory Kit 
Components Checklist and the packing slip. Verify that you received alllisted 
equipment, which should include the following: 

- Switch hardware and software documentation, if ordered 

- Optional equipment that you ordered, such as network interface cables, 
transceivers, or special connectors 

• Check the switching modules in each slot. Ensure that the configuration 
matches the packing list and that all the specified interfaces are included. 

lnstalling the Rack-Mount Kit 

78-1 5722~01 

This section describes how to install the rack-mount kit. The kit contains a shelf 
bracket and crossbar assembly that attaches directly to the rack. 

The Catalyst 6500 series chassis also have L brackets that are used to secure the 
chassis to the rack. Normally, the Catalyst 6500 series chassis are shipped with 
the L brackets installed. This section also contains procedures for installing the 
L brackets, for instances in which the chassis are not shipped with the L brackets 
installed. 
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Chapter 3 lnstalling the Switch 

Open the rack-mount kit, and use the checklist in Table 3-1 to verify that all parts 
are included. 

lãble 3-1 Rack-Mount Kit Contents Check/ist 

Part Description Received 

2 L brackets 1 ---
.; 

M3 Phillips countersunk-head screws 

M4 Phillips countersunk-head screws2 

12-24 x 3/4-inch Phillips binder-head screws 

10-32 x 3/4-inch Phillips binder-head screws 

2 Shelf brackets 

1 Crossbar bracket 

M3 Phillips pan-head screws 

I. The Catalyst 6500 series chassis are normally shipped with the 
L brackets installed. 

.. 

2. The M4 Phillips countersunk-head screws are included only in the 
accessories kits for the Catalyst 6509-NEB and Catalyst 6513 switch 
chassis . The M4 screws are for use with those two chassis only. 

Rack-Mounting Guidelines 

Before rack-mounting the switch, ensure that the equipment rack complies with 
the following guidelines: 

• The width o f the rack, measured between the two front mounting strips or 
rails, must be 17.75 inches (45.09 em). 

• The depth o f the rack, measured between the front and rear mounting strip~ , 

must be at least 19.25 inches (48.9 em) but not more than 32 inches 
(81.3 em). 

• The rack must have sufficient vertical clearance to insert the chassis. The 
chassis heights are as follows: 

- Catalyst 6503 switch-7 inches (17.8 em) (4 RU) 

- Catalyst 6506 switch-20.1 inches (50.1 em) (12 RU) 

- Catalyst 6509 switch-25.5 inches (64.8 em) (15 RU) 

78-15722-01 
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78-15722-01 

- Catalyst 6509-NEB switch-33.5 inches (85.1 em) (20 RU) 

- Catalyst 6513 switch-33.0 inches (83.8 em) (19 RU) 

~" 
Note Chassis height is sometimes measured in rack units (RU). 

ih 
Caution 

A 
Warning 

~" 
Note 

I f the rack is on wheels, ensure that the brakes are engaged or that the rack is 
otherwise stabilized. 

To prevent bodily injury when mounting or servicing this unit in a rack, you 
must take special precautions to ensure that the system remains stable. lhe 
following guidelines are provided to ensure your safety: 

This unit should be mounted at the bottom of lhe rack if it is lhe only unit 
in lhe rack. 

When mounting this unit in a partially filled rack, load lhe rack from the 
bottom to lhe top with lhe heaviest component at lhe bottom of lhe rack. 

• lf lhe rack is provided with stabilizing devices, install the stabilizers 
before mounting or servicing lhe unit in lhe rack. 

We recommend that you maintain a. minimum ai r space o f 6 inches ( 15 em) 
between walls and the chassis air vents and a minimum horizontal separation of 
12 inches (30.5 em) between two chassis to prevent overheating. 

This rack-mounting kit is not suitable for use with racks that have obstructions 
(such as power strips) because the obstructions could impair access to switch 
field-replaceable units (FRUs). 



Chapter 3 lnstalling lhe Switch 

These tools and equipment are required to install the rack-mount kit: 

• Number 1 and number 2 Phillips screwdrivers 

• 3/ 16-inch flat-blade screwdriver 

• Tape measure and levei 

lnstalling the Shelf Brackets and Crossbar Bracket 

To install the shelf bracket and crossbar bracket, follow these steps: 

---------~-- --- -·-- ---- - ------------- ------
Step 1 Position one ofthe two shelfbrackets in the rack as shown in Figure 3-1 . 

Step 2 Secure the shelf bracket to the rack by using three 12-24 x 3/4-inch or 
10-32 x 3/4-inch screws. 

Step 3 Repeat Steps 1 and 2 for the second shelfbracket Make sure that the second shelf 
bracket is levei with the first bracket 

Step 4 Attach the crossbar bracket to the back ofthe shelfbrackets using two M3 screws 
as shown in Figure 3 -2. 

6500 Series Switch lnstallation Guide 
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Chapter 3 lnstalling the Switch 

Figure 3-1 lnstalling the She/F Brackets 
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Figure 3-2 Attaching the Crossbar Bracket to the She/F Brackets 
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L Brackets on the Catalyst 6503 Switch 

~ .. 
Note The Catalyst 6503 switch chassis is normally shipped with the L brackets 

installed. I f the chassis does not have the L brackets installed, follow the steps in 
this section to install the L brackets on your Catalyst.6:503 _switch chassis. 

The L brackets attach to the Catalyst 6503 switch chassis using eight M3 Phillips 
countersunk-head screws (four M3 screws on each side). You attach the optional 
cable guides by sandwiching them between the L brackets and switch chassis. 

To install the L brackets on the front ofthe Catalyst 6503 switch chassis, perform 
these steps: 

Step 1 Position one o f the brackets against the chassis si de, and align the screw holes. 
(See Figure 3-3.) 

Step 2 

Step 3 

Secure the bracket to the chassis with four screws. 

Repeat Steps 1 and 2 for the other bracket. 

Figure 3-3 lnstalling the l-Brackets on the Catalyst 6503 Switch 

Catalyst 6500 Series Swi.tch lnstallation Guide 
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lnstalling the Ra 

lnstalling the L Brackets and Cable Guides on the Cataiyst ... ,..~~<"'"' 
Switch 

78-15722-01 

~ .. 
Note The Catalyst 6506 switch chassis is normally shipp~d with the L brackets 

installed. lfthe chassis does not have the L brackets in.stalled, follow the steps in 
this section to install the L brackets on your Catalyst 6506 switch chassis. 

~ .. 

The L brackets attach to the Catalyst 6506 switch chassis using eight M3 Phillips 
countersunk-head screws (four M3 screws on each side). You attach the optional 
cable guides by sandwiching them between the L brackets and the switch chassis. 

Note The L brackets for the Catalyst 6506 switches are stamped with an L and an R to 
identify them as left and right. 

To install the L brackets and optional cable guides, follow these steps: 

Step 1 Position the left (L) L bracket and the optional cable guide (i f desired) against the 
switch chassis side, and align the screw boles. (See Figure 3-4.) 

Step 2 Secure the L bracket (and optional cable guide) to the switch chassis with four M3 
screws. 

Step 3 Repeat steps 1 and 2 for the right (R) L bracket ( and, i f necessary, the optional 
cable guide). 

.. -·-----··----- ------· ·---
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Chapter 3 lnstalling lhe Switch 

78-15722-01 

lnstallin 

~ .. 
Note The Catalyst 6509 switch chassis is normally shippéowith the L brackets 

installed. If the chassis does not have the L brackets installed, follow the steps in 
this section to install the L brackets on your Catalyst 6509 switch chassis. 

~ .. 

The L brackets attach to the Catalyst 6509 switch chassis using ten M3 Phillips 
countersunk-head screws (five screws on each side). You attach the optional cable 
guides by sandwiching them between the L brackets and switch chassis. 

Note The L brackets for the Catalyst 6509 switches are stamped with an L and an R to 
identify them as left and right. 

To install the L brackets and optional cable guides, follow these steps: 

Step 1 Position the left (L) L bracket and the optional cable guide (i f desired) against the 
switch chassis side, and align the screw holes. (See Figure 3-5.) 

Step 2 Secure the L bracket (and optional cable guide) to the switch chassis with five M3 
screws. 

Step 3 Repeat steps 1 and 2 for the right (R) L bracket ( and, i f necessary, the optional 
cable guide). 

--------------------··------------------

6500 Series Switch lnstallation Guide 
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lnstalling 

lnstalling the L Brackets and Cable Guides on the 
Catalyst 6509-NEB Switch 

78-15722-01 

~ ... 
Note The Catalyst 6509-NEB switch chassis is normally _sliipped with the L brackets 

installed. I f the chassis does not have the L brackets installed, follow the steps in 
this section to install the L brackets on your Catalyst 6509-NEB switch chassis. 

Step 1 

Step2 

Step3 

The Catalyst 6509-NEB L bracket screw holes are stamped + and -. You can 
install the brackets either on the left or right si de o f the chassis; use the + holes 
on one side and the- holes on the other side. The L brackets are installed with ten 
M4 Phillips countersunk-head screws (five screws on each side). 

The optional cable guide installs on the front of the chassis and is secured with 
four M4 screws. To install the L brackets, follow these steps: 

--------·-------· 
Position one ofthe L brackets against the switch chassis side, and align the screw 
holes (use either the + or the- holes). 

Secure the L bracket to the switch chassis with five M4 screws. 

Repeat steps 1 and 2 for the other L bracket. If you used the + set o f holes for the 
first L bracket, use the - set o f holes for the second L bracket. 

To install the optional cable guide, follow these steps: 

- --- -·-- -·-·- ---- --- -----··- ·------------------
Step 1 Position the cable guide against the front o f the chassis, and align the four screw 

boles as shown in Figure 3-6. 

Step 2 Secure the cable guide with four M4 screws. 

Catalyst 6500 Series Switch lnstallation Guide 
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lnstalling the Switch Chassis in the Rack 

78-1 5722-01 

~ .. 
Note Ifyou are not installing the Catalyst 6509-NEB switch or Catalyst 6513 switch in 

the rack, see '' lnstallin g th e Stahili zcr Kit (Cat a lys t 6..i09-t::I EB and Ca ta lys t 65 13 
Sw itches Only)'' section on ragc J-19. ~ 

You are now ready to install the switch chassis in the rack. 

p 
Tip We recommend that you have a third person to assist in this procedure. 

& 
Caution Two people are required to lift the chassis. Grasp the chassis underneath the lower 

edge and lift with both hands. To prevent injury, keep your back straight and lift 
with your legs, not your back. 

Step 1 

Step2 

Step3 

Step4 

To install the switch chassis in the equipment rack, follow these steps: 

With a person standing at each si de o f the chassis, grasp the chassis handle with 
one hand and use the other hand near the back o f the chassis for balance. Slowly 
lift the chassis in unison. Avoid sudden twists or moves to prevent injury. 

Position the chassis in the rack as follows (as shown in Fi gure J -7): 

a. lf the front o f the chassis (front panel) is at the front o f the rack, insert the 
rear o f the chassis between the mounting posts. 

b. I f the rear o f the chassis is at the front o f the rack, insert the front o f the 
chassis between the mounting posts. 

Rest the switch chassis on the shelf brackets and crossbar bracket. 

Align the mounting holes in the L bracket with the mounting holes in the 
equipment rack. 

oüc: 3697 
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lnstalling lhe Switch Chassis 

~.6 
Note lfyou are rack-mounting the Catalyst 6513 switch and you want to install 

the optional cable guides, perform Step 5; i f not, go to Step 6. 

Step 5 Align the cable guide bracket mounting holes with the mounting holes in the 
L bracket and the mounting holes in the equipment-t;ck and install ten (five per 
side) 12-24 x 3/4-inch or 10-32 x 3/4-inch screws as shown in Figure 3-8. 

Step 6 Install the eight or ten (four or five per side) 12-24 x 3/4-inch or 10-32 x 3/4-inch 
screws through the holes in the L bracket and into the threaded holes in the 
equipment rack posts. 

Step 7 Use a tape measure and levei to verify that the chassis is installed straight and 
levei. 

~.6 
Note lfyou are not rack-mounting the Catalyst 6513 switch and you are installing the 

optional cable guide assemblies, you must obtain ten 12x24 or 10x32 nuts. Use 
the screws supplied in the accessory kit and the nuts you obtained to attach the 
cable guide assembly to the L bracket. 
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lnstalling the Stabilizer Kit (Catalyst 6509-NEB and 
Catalyst 6513 Switches Only) 
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~. 
Note The stabilizer kit is included only in the accessory kÍts for the Catalyst 6509-NEB 

and the Catalyst 6513 switches. 

~. 

Ifyou are not installing the Catalyst 6509-NEB or Catalyst 6513 switch in a rack, 
you must install stabilizer brackets to the bottom o f the chassis. The stabilizer 
brackets reduce the possibility o f the freestanding switch chassis tipping over. 

Open the stabilizer kit package and use the kit contents list in Ta bl e 3-2 to verify 
that ali parts are included. 

Tãble 3-2 Stabilizer Kit Contents 

Quantity Part Description Received 

16 M4 Phillips countersunk-head screws 

2 Stabilizer brackets 

Note Have a second person available to perform the installation. 
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lnstallin .the-5tabil.izer Kit (Catalyst 6509-NEB and Catalyst 6513 Switches Only) 

\- / . .. . ::\ 
0_.0-1-~. \ 

\ \ p_· · ·· o install the stabilizer brackets, follow these steps: 
... / "<:[ 

CpC· 

Step 2 

Step 3 

Step4 

Step 5 

~ .. 

-· --·- --·-·----··· ·-··---·----- ·------------
Have one person tilt and hold the chassis to one side. 

With the chassis tilted, attach the stabilizer bracket to the side ofthe chassis with 
the eight M4 screws as shown in Figure 3-lJ. 

Tilt the chassis to the other side. 

Attach the second stabilizer bracket to the other si de o f the chassis with eight M4 
screws. 

Lower the chassis so that it rests on both stabilizer brackets. 

Note If you are not rack-mounting the Catalyst 6513 switch and you want to install the 
cable guide assemblies, you must obtain ten 12x24 or 10x32 nuts. Use the screws 
supplied in the accessory kit and the nuts you obtained to attach the cable guide 
assembly to the L bracket. 

) 
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Figure 3-9 lnstalling the Stabilizer Brackets 
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Chapter 3 lnstalling the Switch 

ing the System Ground 
This section describes how to connect a system (earth) ground to the 
Catalyst 6500 series switches. You must use the system (earth) ground on both 
AC- and DC-powered systems. The system ground provides additional grounding 
for EMI shielding requirements and grounding for the.:low .voltage supplies 
(DC-DC converters) on the modules. ~ 

Note The system ground connection must be installed along with any other rack or 
system power ground connections you make. 

~ ... 
Note You must connect both the system ground connection and the power supply 

ground connection to an earth ground. 

Two threaded M4 holes are provided on the chassis frame to attach the ground 
cabie. (See Figure 3-1 O for the system ground attachment point for the 
Cataiyst 6503 switch chassis and Figure 3-1 I fo r the system ground attachment 
point for the other Catalyst 6500 series switches.) 

Required Tools and Equipment 

• WffW 

To connect the system ground, you need the following toois and materiais: 

~ ... 
Note Materiais are not provided; contact any commerciai cable vendor for the required 

parts. 

• ·Grounding Iug-The grounding Iug must have two M4 screw hoies and 
accept 6 AWG wire. 

• Two M4 (metric) hex-head screws with locking washers. 

Catalyst 6500 Series Switch lnstallation Guide 

78-15722-01 



Chapter 3 lnstalling the Switch 

Establishing the 

• One grounding wire-The grounding wire should be sized accordíng .to local 
and national installation requirements. The length o f the grounding wires 
depends on the proximity o f the switch to proper grounding facilities . 

• Number 2 Phillips screwdriver. 

• Crimping tool. 

• Wire-stripping tool. 

Connecting the System Ground 

78-15722-01 

You must complete this procedure before connecting system power or tuming on 
the Catalyst 6500 series switch. 

To attach the grounding lug and cable to the grounding pad, follow these steps: 

---------- ···- ·----·· 
Step1 Use a wire-stripping tool to remove approximately 0.75 inch (19 mm) ofthe 

covering from the end o f the grounding wire. 

Step 2 Insert the stripped end o f the grounding wire in to the open end o f the grounding 
lug. 

Step 3 Use a crimping tool to secure the grounding wire in place in the grounding lug. 

Step 4 Locate and remove the adhesive label from the system grounding pad on the 
switch. 

Step 5 Place the grounding wire lug against the grounding pad, making sure there is solid 
metal-to-metal contact. 

Step 6 Secure the grounding lug to the chassis with two M4 screws. (See Figure 3-1 O for 
the Catalyst 6503 switch or Figure 3-1 I for the other Catalyst 6500 series 
switches.) Ensure that the grounding lug will not interfere with other switch 
hardware or rack equipment. 

Step 7 Prepare the other end of the grounding wire and connect it to an appropriate 
grounding point in your site to ensure adequate earth ground for the switch. 

·c' 

Dbb: 



Figure 3-10 
System ground 

connector 

\i{ . 2» 
Grounding lug ~c ':,c !J::=J .--=:j Wire 

J 4 System ground 
connector 

• • 

I rr.rL 

6500 Series Switch lnstallation Guide 

Chapter 3 lnstalling the Switch 

78-15722-01 



Chapter 3 lnstalling the Switch 

Figure 3-11 System Ground Location 
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Chapter 3 lnstalling the Switch 

~- .,. Powe• Suppo;., '"lhe Swilch Cha"'' 

{ ~t~o~\ ~~~b g the Power Supplies in the Switch Chassis 
The switch power supply (AC or DC) is shipped separately from the switch 
chassis. Remove the power supply from its shipping packaging, and then install 
and connect it to the site power by referring to the ··1nstalling an AC-Input Powe r 
Suppl y" section on page 5-23 or the "'lnstallin g a DC..t.nputPowe r Suppl y" 
secti on on page 5-31. -·· 

Attaching the Interface Cables 

~~ 

This section provides general information on attaching interface cables to the 
supervisor engines and to the modules. 

Depending on the modules you have installed in your chassis, you will have 
different styles of connectors to attach. 

Note Refer to the Catalyst 6500 Series Switch Module Installation Guide for additional 
module information. 

Connecting the Supervisor Engine Console Port 

This section describes how to connect to the supervisor engine console port from 
a terminal or modem. 

The console port on the supervisor engine allows you to perform the following 
functions: 

Configure the switch from the CLI 

• Monitor network statistics and errors 

Configure SNMP agent parameters 

• Download software updates to the switch or distribute software images 
residing in Flash memory to attached devices 

The console port, located on the front pane! o f the supervisor engine, is shown in 
Figure 3-1 2. 
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Figure 3-12 Supervisor Engine Console Port Connector 
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Note The accessory kit that shipped with your Catalyst 6500 series switch contains the 
necessary cable and adapters to connect a terminal or modem to the console port. 

Step 1 

Step2 

Step3 

Step 4 

To connect a terminal to the console port using the cable and adapters provided, 
follow these steps: 

Place the console port mode switch in the in position (factory default). 

Connect to the port using the RJ-45-to-RJ-45 cable and RJ-45-to-DB-25 DTE 
adapter or RJ-45-to-DB-9 DTE adapter (labeled "Terminal"). 

Position the cable in the cable guide (if installed). Make sure there are no sharp 
bends in the cable. 

Check the terminal documentation to determine the baud rate. The baud rate of 
the terminal must match the default baud rate (9600 baud) ofthe console port. Set 
up the terminal as follows: 

• 9600 baud 

• 8 data bits 

• No parity 

• 2 stop bits 

Cata 

---------
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Step 1 

Step 2 

Step 3 

Step 4 

Step 1 

Step 2 

Step 3 

Chapter 3 lnstalling the Switch 

To connect a terminal using a Catalyst 5000 family Supervisor Engine 111 console 
cable, follow these steps: 

Place the console port mode switch in the out position. 

Connect to the port using the Supervisor Engine 111 cable and the appropriate 
adapter for the terminal connection. -

Position the cable in the cable guide (if installed). Make sure there are no sharp 
bends in the cable. 

Check the terminal documentation to determine the baud rate. The baud rate of 
the terminal must match the default baud rate (9600 baud) ofthe console port. Set 
up the terminal as follows: 

9600 baud 

8 data bits 

• No parity 

• 2 stop bits 

To connect a modem to the console port, follow these steps: 

Place the console port mode switch in the in position. 

Connect to the port using the RJ-45-to-RJ-45 rollover cable and the 
RJ-45-to-DB-25 DCE adapter (labeled "Modem"). 

Position the cable in the cable guide (if installed). Make sure there are no sharp 
bends in the cable. 
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Connecting the Supervisor Engine Upl ink Ports 

78-15722-01 

This section describes how to connect to the supervisor engine uplink ports. 

-
Warning lnvisible laser radiation may be emitted from disconn.ected fibers or 

connectors. Do not stare into beams or view directly with optical instruments. 

~ .. 
Note In a redundant configuration with two supervisor engines, the uplink ports on the 

redundant (standby) supervisor engine are active and can be used for normal 
traffic, like any other ports in the chassis. 

Step 1 

Step2 

Step3 

To connect to the supervisor engine uplink ports that use GBICs, follow these 
steps: 

Install the GBIC following the installation procedure contained in the Gigabit 
Interface Converter Installation Note . 

Remove the plugs from the Gigabit Interface Converter (GBIC) optical bares; 
store them for future use. 

Remove the plugs from the SC connector on the fiber-optic cable. Insert the 
connector into the GBIC. (See Fi gure 3-1.3 .) 

.,l 
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Attaching the Interface Cables 

~.& 

Figure 3-13 Connecting the Supervisor Engine Uplink Ports 

<X) 
N 

,..,------_) ~ 

•· 

Note When you plug the se connector into the GBie, make sure that both the transmit 
(Tx) and receive (Rx) fiber-optic cables are fully inserted into the se connector. 

~.& 
Note If you are using the LX/LH GBie with MMF, you need to install a patch cord 

between the GBie and the MMF cable. 

Step 1 

Step 2 

Step 3 

To connect to the supervisor engine uplink ports that use SFPs (Supervisor 
Engine 720), follow these steps (see Figu1·c :l -14): 

lnstall the SFP module following the installation procedure contained in the Cisco 
Small Form-Factor Pluggable Modules Installation Notes . 

Remove the plug from the SFP optical bore; store it for future use. 

Remove the plug from the MT-RJ orLe connector on the fiber-optic cable. Insert 
the connector into the SFP. 

• Catalyst 6500 Series Switch lnstallation Guide 
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Figure 3-14 Supervisor Engine 720 SFP Uplink Port 
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ih 

The Catalyst 6500 series modules use the following types of connectors: 

• RJ-45 

• RJ-21 

· se 
• MT-RJ 

To connect to 10/IOOBASE-T or lOOOBASE-T RJ-45 interfaces, use Category 3, 
Category 5, Category 5e, or Category 6 UTP or FTP cables with RJ-45 
connectors, as shown in Figure 3-15. Connector pinouts are located in 
Appendix B. 

Caution Category 5e and Category 6 cables can store large leveis of static electricity 
because o f the dielectric properties o f the materiais used in their construction. 
Always ground the cables (especially in new cable runs) to a suitable and safe 
earth ground before connecting them to the module. 
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~terface Cables 

/ • ' ,;_.__: ... , ~\ 

( ob:l\~ 
i ~ A" L I • . . 

·, . Ca~}; n 
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RJ-21 

A 
Waming 

To comply with GR-1089 intrabuilding, lightening immunity requirements, you 
must use foil twisted-pair (FTP) cable that is properly grounded at both ends. 

Figure 3-15 /V-45 Connectors 

lf the symbol of suitability with an overlaid cross appears above a port, you 
must not connect the port to a public network that follows the European Union 
standards. Connecting the port to this type of public network can cause severe 
personal injury or can damage the unit. 

To connect to 10/1 OOBASE-TX RJ-21 telco interfaces, use Category 5 UTP cables 
with male RJ-21 connectors, as shown in Figure 3-16 . The WS-X6224-FXS 
analog interface module also uses an RJ-21 connector, but the pinout arrangemeL 
is different than the 10/1 OOBASE-TX. 
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Figure 3-16 RJ-21 Connectors 
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lnvisible laser radiation may be emitted from d isconnected fibers or 
connectors. Do not stare into beams or view di rectly with opti cal inst ruments. 

_,: 

Make sure that the optical connectors are clean before making the connections. 
Contaminated connectors can damage the fiber and cause data errors . For 
information on cleaning the optical connectors, refer to --c lea n i ng the Fi ber Opt i c 
Co nn ect o rs'' sec tion on page B-1 I. 

To connect to Gigabit Ethernet interfaces, use single-mode or multimode ) 
fiber-optic cables with SC connectors, as shown in Figure 3- 17. 

Figure 3-17 SC FibeP.Optic Connector 
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MT-RJ 
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A 
Warning lnvisible laser radiation may be emitted from disconnected fibers or 

connectors. Do not stare into beams or view directly with optical instruments . 

• < 

Note Make sure that the optical connectors are clean before making the connections. 
Contaminated connectors can damage the fiber and cause data errors. For 
information on cleaning the optical connectors, refer to "C ican i ng 1 h c Fi bcr Opt i c 
Conncctors" scction on pagc 8-1 I. 

To connect to lOOBASE-FX MT-RJ interfaces, use multimode fiber-optic cables 
with MT-RJ connectors, as shown in Figure 3-1 R. 

Figure 3-18 MT-RJ Connector 

co .... 
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Step 1 

Step 2 

Step 3 

Step 4 

A 
Warning 

Chapter 3 lnstalling the Switch 

To verify the switch chassis installation, follow these steps: 

Verify that the ejector levers of each module are fully closed (parallel to the 
faceplate) to ensure that the supervisor engine and all.switching modules are fully 
seated in the backplane connectors . 

Check the captive installation screws of each module, the power supply, and the 
fan assembly. Tighten any loose captive installation screws. 

Verify that ali empty module slots have blank faceplates (WS-X6K-SLOT-CVR) 
installed and that the screws holding the plates in place are tight. 

Turn on the power supply switches to power up the system. 

Blank faceplates and cover panels serve three important funct ions: they 
prevent exposure to hazardous voltages and currents inside the chassis; they 
contain electromagnetic interference (EM I) that might disrupt other equipment; 
and they direct the flow of cooling air through t he chassis. Do not operate the 
system unless ali cards, faceplates, front covers, and rear covers are in place. 
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Product Overview 

This chapter describes the Catalyst 6500 series switches and contains these 
sections: 

• Catalyst 6503 Switch, page 1-2 

• Catalyst 6506 Switch, page 1-4 

• Catalyst 6509 Switch, page 1-7 

• Catalyst 6509-NEB Switch, page 1-11 

• Catalyst 6513 Switch, page 1-14 

• System Features, page 1-17 

• Fan Assembly, page 1- I 9 

• Power Supplies, page 1-24 

The Catalyst 6500 series switch chassis are listed in Table 1-1. 

láble 1-1 Catalyst 6500 Series Switches 

Catalyst 6500 Series Switch Orientation/Number of Slots 

Catalyst 6503 Horizontal 3-slot 

Catalyst 6506 Horizontal 6-slot 

Catalyst 6509 Horizontal 9-slot 

Catalyst 6509-NEB Vertical 9-slot 

Catalyst 6513 Horizontal 13-slot 
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Chapter 1 Product Overview 
Switch 

~ ... 
Note In this publication, the term Catalyst 6500 series refers only to the switch chassis 

listed in Table 1-2. The Catalyst 6000 series switches (Catalyst 6006 switch and 
Catalyst 6009 switch) are described in a separate publication, the Catalyst 6000 
Series Switches Installation Guide. 

~ ... 
Note Throughout this publication, except where noted, the term supervisor engine is 

used to refer to Supervisor Engine 1, Supervisor Engine 2, and Supervisor 
Engine 720 . 

Catalyst 6503 Switch 
The Catalyst 6503 switch is a 3-slot horizontally-aligned switch. The 
Catalyst 6503 switch supports the following: 

• A supervisor engine with two gigabit interface uplinks and an optional 
redundant supervisor engine in one o f the following configurations: 

- Two supervisor engines, each with no Multilayer Switch Feature Card 
(MSFC) and no Policy Feature Card (PFC) 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

~ ... 
Note The uplink ports are fully functional on the redundant supervisor 

engine in standby mode. 

~ ... 
Note Both supervisor engines in a single chassis must be completely 

identical. 

6500 Series Switch lnstallation Guide 
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Catalyst 

• Up to two hot-swappable Catalyst 6500 series modules: 

- The Switch Fabric Modules (WS-C6500-SFM and WS-X6500-SFM2) 

are not supported on the Catalyst 6503 switch. 

- The WS-X6816-GBIC 16-port Gigabit Ethernet fabric-enabled moduleis 

not supported on the Catalyst 6503 switch. _::. 
"' 

Backplane bandwidth of 32 Gbps 

• Hot-swappable fan assembly 

• Two power entry modules (PEMs) 
• Redundant AC-input or DC-input power supplies (950W power supply only) 

Figure 1-1 Catalyst 6503 Switch-Front View 
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itch 

Catalyst 6503 Switch-Rear ll'iew 

a'õer o 

Power supply 2 ~ rJ (redundant) 

5 ôis~' 

Power supply 1 ~ rJ o 

o 

Catalyst 6506 Switch 
The Catalyst 6506 switch chassis is a 6-slot horizontally-aligned chassis. The 
Catalyst 6506 switch supports the following: 

• A supervisor engine with two Gigabit Ethernet uplink ports (slot 1) 

• An optional redundant supervisor engine (slot 2) 

~.A 
Note Supervisor Engine 720 must be installed in chassis slots 5 or 6. Slots 

1 and 2 are available for switching modules. 

~.A 
Note The uplink ports are fully functional on the redundant supervisor 

engine in standby mode. 

78-15722-01 



c 

l _ .. 

Chapter 1 Product Overview 

Both supervisor engines in a single chassis must be completely identical. You 
can configure the redundant supervisor engines in a Catalyst 6506 switch in 
one o f three configurations: 

- Two supervisor engines, each with no Multilayer Switch Feature Card 
(MSFC) and no Policy Feature Card (PFC) _ 

- Two supervisor engines, each configured With a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

• Up to five additional hot-swappable Catalyst 6500 series switching modules 

- Fabric-enabled module support provided in slots 2-6 (requires Switch 
F abri c Module) 

~ .. 
Note Supervisor Engine 720 has built-in switching fabric and does not 

require that Switch Fabric Modules be installed in the chassis. 

• Hot-swappable fan tray 

~ .. 
Note The high capacity fan tray (WS-C6K-6SLOT-FAN2) must be 

installed when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

~ .. 
Note When a Supervisor Engine 720 and the high capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis. 

• Backplane bandwidth of 32 Gbps scalable up to 256 Gbps 

~ .. 
Note Backplane bandwidth greater than 32 Gbps requires that you install 

either a Switch Fabric Module or a Supervisor Engine 720 in the 
switch chassis. 



Figure 1-3 
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Chapter 1 Product Overview 
Catalyst 

• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Module requires Supervisor Engine 2. 

~ .. 
Note Switch Fabric Modules are not supported by Supervisor 

Engine 720. ~ -

- You must install a Switch Fabric Module in either slot 5 or slot 6 ofthe 
Catalyst 6506 switch. For redundancy, you can install a standby Switch 
Fabric Module. The module first installed functions as the primary 
module. When you install two Switch Fabric Modules at the same time, 
the module in slot 5 acts as the primary module, and the module in slot 6 
acts as the backup. Ifyou reset the module in slot 5, the module in slot 6 
becomes the primary module. 

- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
the same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

- Fabric-enabled module support is provided in all slots. (A Switch Fabric 
Moduleis required.) 

Catalyst 6509 Switch 

78-15722-01 

The Catalyst 6509 switch chassis has nine horizontal slots that are numbered from 
top to bottom. (See Figure 1-4.) Slot 1 is reserved for the supervisor engine, which 
provides switching, local and remote management, and multiple gigabit uplink 
interfaces. 

Slot 2 can contain an additional supervisor engine, which can act as a backup if 
the first supervisor engine fails. If a redundant supervisor engine is not required, 
slot 2 is available for a switching module. 

For a detailed description of supervisor engine operation in a redundant 
configuration, refer to your software configuration guide. 
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Chapter 1 Product Overview 

The Catalyst 6509 switch supports the following: 

• A supervisor engine with two Gigabit Ethemet uplink ports and an optional 
redundant supervisor engine 

~ .. 
Note Supervisor Engine 720 must be installed in_ chassis slots 5 or 6. Slots 

1 and 2 are available for switching modulés, 

~ .. 
Note The uplink ports are fully functional on a redundant supervisor engine 

in standby mode. 

Both supervisor engines in a single chassis must be completely identical. Ym 
can configure the redundant supervisor engines in a Catalyst 6500 series 
switch in one o f three configurations: 

- Two supervisor engines, each with no MSFC and no PFC 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

• Backplane bandwidth scalable up to 256 Gbps 

~ .. 
Note Backplane bandwidth greater than 32 Gbps requires that you install a 

Switch Fabric Module ora Supervisor Engine 720 in the 
Catalyst 6509-NEB switch chassis. 

• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Modules require Supervisor Engine 2. 

- You must install the Switch Fabric Module in either slot 5 or slot 6 ofthe 
Catalyst 6509-NEB switch. For redundancy, you can install a standby 
Switch Fabric Module. The module first installed functions as the 
primary module. When you install two Switch Fabric Modules at the 
same time, the module in slot 5 acts as the primary module, and the 
module in slot 6 acts as the backup. I f you reset the module in slot 5, the 
module in slot 6 becomes the primary module. 
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- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
the same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

~ .. 
Note Supervisor Engine 720 has built-in s.witchjng fabric and does not 

require that Switch F abri c Modules be installed in the chassis. 

• Up to eight additional Catalyst 6500 series modules 

- Fabric-enabled module support provided in all slots (requires Switch 
Fabric Module) 

• Hot-swappable fan assembly 

~ .. 
Note The high capacity fan tray (WS-C6K-9SLOT-FAN2) must be 

installed when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

~ .. 
Note When a Supervisor Engine 720 and the high capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis. 
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Catalyst 6509-NEB Switch 
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The Catalyst 6509-NEB switch chassis has nine vertical slots that are numbered 
from right to left. (See Figure 1-5.) Slot 1 is reserved for the supervisor engine, 
which provides switching, local and remote manageroent, and multiple gigabit 
uplink interfaces. ~ -- ·· 

Slot 2 can contain an additional supervisor engine, which can act as a backup if 
the first supervisor engine fails . If a redundant supervisor engine is not required, 
slot 2 is available for a switching module. 

For a detailed description of supervisor engine operation in a redundant 
configuration, refer to your software configuration guide. 

The Catalyst 6509-NEB switch supports the following: 

• A supervisor engine with two Gigabit Ethemet uplink ports and an optional 
redundant supervisor engine 

~ .. 
Note Supervisor Engine 720 must be installed in slots 5 or 6. Slots 1 and 2 

are available for switching modules . 

~ .. 
Note The uplink ports are fully functional on the redundant supervisor 

engine in standby mode. 

Both supervisor engines in a single chassis must be completely identical. You 
can configure the redundant supervisor engines in a Catalyst 6500 series 
switch in one o f three configurations: 

- Two supervisor engines, each with no MSFC and no PFC 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

• Backplane bandwidth scalable up to 256 Gbps 
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~ .. 
Note Backplane bandwidth greater than 32 Gbps requires that you install 

either a Switch Fabric Module ora Supervisor Engine 720 in the 
Catalyst 6509-NEB switch chassis. 

• A Switch Fabric Module (WS-C6500-SFM or W~ry(6500-SFM2) 

- The Switch Fabric Modules require Supervisor Engine 2. 

- You must install the Switch Fabric Module in either slot 5 or slot 6 ofthe 
Catalyst 6509-NEB switch. For redundancy, you can install a standby 
Switch Fabric Module. The module first installed functi ons as the 
primary module. When you install two Switch Fabric Modules at the 
same time, the module in slot 5 acts as the primary module, and the 
module in slot 6 acts as the backup. lfyou reset the module in slot 5, tht­
module in slot 6 becomes the primary module. 

- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
the same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

Note The Supervisor Engine has built-in switching fabric and does not 
require that Switch Fabric Modules be installed in the chassis. 

• Up to eight additional Catalyst 6500 series hot-swappable modules 

- Fabric-enabled module support provided in ali slots (requires Switch 
Fabric Module or Supervisor Engine 720) 

• Hot-swappable fan assembly 

~ .. 
Note The high capacity fan tray (WS-C6509-NEB-FAN2) must be installea 

when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

~ .. 
Note When a Supervisor Engine 720 and the high capacity fan tray are 

installed, you must install 2500 W or larger capacity power supplies 
in the chassis. 
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Figure 1-5 Catalyst 6509-NEB Switch 
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The Catalyst 6513 switch chassis has 13 slots. (Se e Figure 1-6.) Slot 1 is reserved 
for a Supervisor Engine 2, which provides switching, local and remate 
management, and multiple gigabit uplink interfaces. 

-

Note The Catalyst 6513 switch requires a Supervisor Engine 2 or Supervisor 
Engine 720. 

~ .. 

Slot 2 can contain an additional Supervisor Engine 2, which can act as a backup 
i f the first supervisor engine fails. If a redundant supervisor engine is not required, 
slot 2 is available for a switching module. 

Note Supervisor Engine 720 must be installed in slots 7 or 8. 

For a detailed description of supervisor engine operation in a redundant 
configuration, refer to your software configuration guide 

The Catalyst 6513 switch supports the following: 

• A Supervisor Engine 2 with two Gigabit Ethernet uplink ports and an optional 
redundant Supervisor Engine 2 

~ .. 
Note The uplink ports are fully functional on the redundant Supervisor 

Engine 2 in standby mode. 

Both supervisor engines in a single chassis must be completely identical. You 
can configure the redundant supervisor engines in a Catalyst 6500 series 
switch in one of three configurations: 

- Two supervisor engines, each with no MSFC and no PFC 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

Backplane bandwidth scalable up to 256 Gbps 
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~ .. 
Note Backplane bandwidth greater than 32 Gbps requires that you install 

either a Switch Fabric Module or Supervisor Engine 720 in the 
Catalyst 6513 switch chassis. 

• A Switch Fabric Module (supports WS-X6500-"SFM2.~nly) 

- The Switch Fabric Module requires Supervisor Engine 2. Supervisor 
Engine lA does not support the Switch Fabric Module. 

- You must install the Switch Fabric Module in slot 7 or slot 8 of the 
Catalyst 6513 switch. For redundancy, you can install a standby Switch 
Fabric Module. The module first installed functions as the primary 
module . When you install two Switch Fabric Modules at the same time, 
the module in slot 7 acts as the primary module, and the module in slot 8 
acts as the backup. lfyou reset the module in slot 7, the module in slot 8 
becomes the primary module. 

~ .. 
Note Supervisor Engine 720 has built-in switching fabric and does not 

require that Switching Fabric Modules be installed in the chassis. 

• Up to 12 additional hot-swappable switching modules 

- Fabric-enabled module support provided in all slots (requires a Switch 
Fabric Module (WS-X6500-SFM2) or Supervisor Engine 720 be 
installed) 

- Dual Fabric connectivity supported in slots 9-13 (requires a Switch 
Fabric Module (WS-X6500-SFM2) or Supervisor Engine 720 be 
installed) 

• Hot-swappable fan assembly 

~ .. 
Note The high capacity fan tray (WS-C6K-13SLT-FAN2) must be installed 

when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 
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~ .. 
Note When a Supervisor Engine 720 and the higher capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis. 

Figure 1-6 Catalyst 6513 Switch _,: 

Supervisor engine 

Redundant supervisor 
engine 

Switching 
modules 

Fan 
assembly 

Power supply 1 Power supply 2 
(redundant) 

ESD ground strap 
connection 

Catalyst 6500 Series Switch lnstallation Guide 

·, 

78-15722-01 



c 

Chapter 1 Product Overview 

System Features 

Port Density 

78-15722-01 

This section describes the hardware features for the Catalyst 6500 series switches. 
For software descriptions, refer to your software configuration guide. For module 
descriptions and installation procedures, refer to the Çatalyst 6500 Series 
Switches Module Installation Guide. -' -- •· 

Table 1-2 lists the port densities of the Catalyst 6500 series switches. 

lãble 1-2 Catalyst 6500 Series Port Density 

Architecture 

Number o f 1 O Gigabit 
Ethemet Ports 

Number o f Gigabit 
Ethemet Ports 

Number of 1 OOBASE-FX 
Ethemet Ports 

Catalyst 6500 Series Switches 

2 (3 slots) Catalyst 6503 switch 
5 (6 slots) Catalyst 6506 switch 
8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

34 (3 slots) Catalyst 6503 switch 
82 (6 slots) Catalyst 6506 switch 
130 (9 slots) Catalyst 6509 switch 
194 ( 13 slots) Catalyst 6513 switch 

96 (3 slots) Catalyst 6503 switch 
120 (6 slots) Catalyst 6506 switch 
192 (9 slots) Catalyst 6509 switch 
288 (13 slots) Catalyst 6513 switch 

Number of 10/100 96 (3 slots) Catalyst 6503 switch 
Ethemet Ports 240 (6 slots) Catalyst 6506 switch 

384 (9 slots) Catalyst 6509 switch 
576 (13 slots) Catalyst 6513 switch 

Number of 10BASE-FL 48 (3 slots) Catalyst 6503 switch 
Ethemet Ports 120 (6 slots) Catalyst 6506 switch 

192 (9 slots) Catalyst 6509 switch 
288 (13 slots) Catalyst 6513 switch 
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• System Features 

Redundancy 

Chapter 1 Product Overview 

lãble 1-2 Catalyst 6500 Series Port Density (continued) 

Architecture Catalyst 6500 Series Switches 

Number of ATM OC-12 2 (3 s1ots) Cata1yst 6503 switch 
Ports 5 (6 s1ots) Cata1yst 6506 switch 

8 (9 s1ots) Cata1yst 6509 ~~itc~ . 
12 ( 13 s1ots) Cata1yst 6513 switch 

Number of F1exWAN 2 (3 s1ots) Cata1yst 6503 switch 
Modules 5 (6 slots) Catalyst 6506 switch 

8 (9 slots) Cata1yst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

Catalyst 6500 series switches have these redundancy features: 

• Abi1ity to house two hot-swappable supervisor engines 

• Ability to house two fully redundant, AC-input or DC-input, load-sharing 
power supplies 

~.6 
Note In certain configurations, the power supplies are not fully redundant. 

Refer to the "Power Supply Redundancy" section on page 1-29. 

• A hot-swappable fan assembly containing multiple fans 

• Redundant backplane-mounted clock modules 

• Redundant backp1ane-mounted voltage termination (VTT) modules 

Component Hot Swapping 

You can hot swap ali modules (including the supervisor engine if you have a 
redundant supervisor engine) and the fan assembly. You can add, replace, or 
remove modules without interrupting the system power or causing other software 
or interfaces to shut down. 
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Fan Assembly 

~. 

The system fan assembly is located in the chassis and provides cooling air for the 
supervisor engine and the switching modules. The following figures show the 
direction of airflow into and out ofthe switch: Figure J -7 (Catalyst 6503 switch), 
Figure 1-8 (Catalyst 6506 switch), Figure 1-9 (Cata~yst 6509 switch), 
Figure 1-1 O (Catalyst 6509-NEB switch), and Figure 1-11 (Catalyst 6513 
switch). Sensors on the supervisor engine monitor the internai air temperatures. 
I f the air temperature exceeds a preset threshold, the environmental monitor 
displays warning messages. 

Note We recommend that you maintain a minimum air space of 6 inches (15 em) 
between walls and the chassis air vents and a minimum horizontal separation of 
12 inches (30.5 em) between two chassis to prevent overheating. 

If an individual fan within the assembly fails, the FAN STATUS LED turns red. 
Individual fans cannot be replaced. To replace a fan assembly, see the "Removing 
and Replacing the Fan Assembly" section on page 5-35. 

Refer to your software configuration guide for inforrnation on environmental 
monitoring. 

Figure 1-7 Catalyst 6503 Switch Interna/ Airflow 

Module air 
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Figure 1-9 Catalyst 6509 Switch lntemal AirRow 
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Figure 1-11 Catalyst 6513 Switch lntemal AirRow 
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Chapter 1 Product Overview 

Catalyst 6500 series switch power supplies are available in five power ratings: 

• 950 W-AC and DC input (PWR-950-AC and PWR-950-DC) (for use with 
the Catalyst 6503 switch only) 

1000 W-AC input only (WS-CAC-1 OOOW) -·' 

• 1300 W-AC and DC input (WS-CAC-1300W and WS-CDC-1300W) 

• 2500 W-AC and DC input (WS-CAC-2500W and WS-CpC-2500W) 

• 4000 W-AC input only (WS-CAC-4000W-US1 or WS-CAC-4000W-INT) 

950 W Power Supply (PWR-950-AC and PWR-950-DC) 

~A 
Note The 950 W AC-input and DC-input power supplies can be installed in the 

Catalyst 6503 switch chassis only. They cannot be installed in any other 
Catalyst 6500 series switch chassis. 

~ ... 

The 950 W power supplies (see Figure 1-12) do not connect directly to source AC 
but use a power entry module (PEM), located on the front o f the chassis, to 
connect the si te power source to the power supply located in the back o f the 
chassis. 

The AC-input PEM (shown in Figure 1-13) and DC-input PEM (shown in 
Figure 1-14) provi de an input power connection on the front o f the router 
chassis to connect the site power source to the power supply. You can connect the 
DC-input power supply to the power source with heavy gauge wiring connected 
to a terminal block. The wire gauge size is determined by local electrical codef 
and restrictions. 

Note The power cord is not shown in Figure 1-13. 

The PEMs have an illuminated power switch (AC-input only), current protection, 
surge and EMI suppression, and filtering functions. 
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Figure 1-12 Catalyst 6503 950 W AC- and OC-Input Power Supplies 
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tfo~; 300 W, 2500 W, and 4000 W Power Supplies 

~ .. 

The 1000 W, 1300 W, 2500 W, and 4000 W AC-input and DC-input power 
supplies have the same form factor and designed for use in the Catalyst 6500 
series switches. 

-

Note The 1000 W, 1300 W, 2500 W, and 4000 W power supplies have a different form 
factor and cannot be used in the Catalyst 6503 series switch. 

Catalyst 6500 series chassis power supply configurations for the 1000 W, 1300 W, 
2500 W and 4000 W power supplies are shown in Table 1-3. 

lãble 1-3 Catalyst 6500 Series Power Supply Configurations 

Catalyst 6500 Series 
Switch 

Catalyst 6506 

Catalyst 6509 

Catalyst 6509-NEB 

Power Supply Configurations 

1000 W AC-input 

1300 W AC- and DC-input 

2500 W AC- and DC-input 

1300 W AC- and DC-input 

2500 W AC- and DC-input 

4000 W AC-input 

1300 W AC- and DC-input 

2500 W AC- and DC-input 

4000 W AC-input 

) 

Catalyst 6513 2500 W AC- and DC-input 

4000 W AC-input 

) 

Catalyst 6500 series switches support redundant AC-input and DC-input power 
supplies. Unlike the Catalyst 4000 family and Catalyst 5000 family switches, the 
Catalyst 6500 series switches allow you to mix AC-input and DC-input power 
supplies in the same chassis. 
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~ .. 

Many telco organizations require a -48 VDC power supply to accommodate their 
power distribution systems. From an operational perspective, the DC-input power 
supply has the same characteristics as the AC-input version. 

The AC-input power supply (see Figure 1-15) has a detachable power cord 
( except for the WS-CAC-4000W) that allows you to connect each power supply 
to the site power source. You can connect the DC-iQ.pÜt pawer supply (see 
Figure 1-16) to the power source with heavy gauge wiring connected to a terminal 
block. The wire gauge size is determined by local electrical codes and restrictions. 

Note The power cord is not shown in Figure 1-15. 

~ .. 
Note With a fully populated Catalyst 6513 switch, two 2500 W power supplies are not 

fully redundant. Ifyou run the 2500 W power supply at the low range input (100 
to 120 VAC), it is not redundant in a fully popu1ated Catalyst 6509 or 
Cata1yst 6509-NEB switch. 

~ .. 
Note The 2500 W AC-input power supp1y needs 220 VAC to de1iver 2500 W ofpower. 

When powered with 110 VAC, it delivers only 1300 W. In addition, the power 
supp1y needs 16 A, regard1ess ofwhether it is p1ugged into 110 VAC or 220 VAC. 

For complete power specifications, see Appendix A, "Technical Specifications ." 
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Power Supply Redundancy 
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~ .. 

Catalyst 6500 series modules have different power requirements. Depending upon 
the wattage ofthe power supply, certain switch configurations might require more 
power than a single power supply can provide. Although the power management 
feature allows you to power all installed modules ~ifu two power supplies, 
redundancy is not supported in this configuration. Redundant and nonredundant 
power configurations are summarized in Table 1-4. The effects of changing the 
power supply configurations are summarized in Table 1-5 . 

Note For proper load-sharing operation in a redundant power supply configuration, you 
must install two modules in the chassis. I f you fail to install two modules, you 
might receive spurious OUTPUT FAIL indications on the power supply. 

JD ..., ~ í oc: __ _ 
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lf you hãvetW'o 
power supplies of and redundancy is Then 

Equal wattage Enabled The total power drawn from both supplies is never 
greater than the capability of.êne supply. If one supply 
malfunctions, the other suppty ·can take over the entire 
system load. Each power supply provides 
approximately half o f the required power to the system. 
Load sharing and redundancy are enabled 
automatically; no software configuration is required. 

Unequal wattage Enabled Both power supplies come online, but a syslog message 
displays that the lower wattage power supply will be 
disabled. If the active power supply fails, the system 
shuts down. The lower wattage power supply must then 
be manually tumed on. The lower wattage power supply 
selectively powers up the modules so that the capacity 
o f the power supply is not exceeded. 

Equal or unequal Disabled The total power available to the system is 
wattage approximately 167 percent o f the lower wattage power 

supply. The system powers up as many modules as the 
combined capacity allows. Ifthe higher wattage power 
supply fai ls, the lower wattage supply might also shut 
down due to overcurrent protection, thus preventing 
damage to the lower wattage power supply. 
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Table 1-5 Effects of Power Supply Conliguration Changes 

Configuration Change Effect 

Redundant to • System log and syslog messages are generated . 
nonredundant 

System power is increased to approximat~!y 167. percent ofthe lower • 
wattage power supply. 

• The modules marked as power-deny in the show module Status field 
are brought up i f there is sufficient power. 

N onredundant to . System log and syslog messages are generated . 
redundant System power is the power capability o f the larger wattage supply . • 

( • If there is not enough power for ali previously powered-up modules, 
some modules are powered down and marked as power-deny in the 
show module Status field. 

Equal wattage power • System log and syslog messages are generated . 
supply is inserted with • System power equals the power capability of one supply (both 
redundancy enabled supplies provide approximately one half of the total current) . 

. No change in the module status because the power capability is 
unchanged. 

Equal wattage power • System log and syslog messages are generated . 
supply is inserted with • System power is the combined power capability o f both supplies . 
redundancy disabled 

• The modules marked as power-deny in the show module Status field 
are brought up if there is sufficient power. 

Higher wattage power . System log and syslog messages are generated. 
supply is inserted with . The system disables the lower wattage power supply; the higher 
redundancy enabled wattage supply powers the system. ( 
Lower wattage power . System log and syslog messages are generated. 
supply is inserted with . The system disables the lower wattage power supply; the higher 
redundancy enabled wattage supply powers the system. 
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' ' "Tàbi -5 Elfects of Power Supply Configuration Changes (continued) 

Higher or lower wattage 
power supply is inserted 
with redundancy disabled 

Power supply is removed 
with redundancy enabled 

Power supply is removed 
with redundancy disabled 

System is booted with 
power supplies o f different 
wattage installed and 
redundancy enabled 

System is booted with 
power supplies o f equal or 
different wattage installed 
and redundancy disabled 

• System log and syslog messages are generated. 

System power is increased to the combined power capability o f both 
supplies. 

• The modules marked as power-deny in the-Sbow.module Status field 
are brought up i f there is sufficient power~ 

System log and syslog messages are generated. 

• If the power supplies are o f equal wattage, there is no change in the 
module status because the power capability is unchanged. 

I f the power supplies are o f unequal wattage and the lower wattage 
supply is removed, there is no change in the module status. 

If the power supplies are o f unequal wattage and the higher wattage 
supply is removed, the lower wattage power supply must be manually 
turned on. (The system had previously turned off the lower wattage 
power supply.) 

System log and syslog messages are generated. 

System power is decreased to the power capability of one supply. 

• If there is not enough power for all previously powered-up modules, 
some modules are powered down and marked as power-deny in the 
show module Status field . 

System log and syslog messages are generated. 

• The lower wattage supply is disabled. 

System log and syslog messages are generated. ) 

System power equals the combined power capability ofboth supplies. 

• 

• The system powers up as many modules as the combined capacity 
allows. 

You can change the configuration of the power supplies to redundant or 
nonredundant at any time. I f you switch from a redundant to a nonredundant 
configuration, both power supplies are enabled ( even a power supply that was 
disabled because it was of a lower wattage than the other power supply) . Ifyou 

78-15722-01 
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change from a nonredundant to a redundant configuration, both power supplies 
are initially enabled, and ifthey are ofthe same wattage, remain enabled. Ifthey 
are of different wattage, a syslog message displays and the lower wattage supply 
is disabled. 

For additional information about the power management feature and individual 
module power consumption, refer to your software _ç-õnfiguration guide. 

Environmental Monitoring of the Power Supply 

78-15722-01 

The environmental monitoring and reporting functions allow you to maintain 
normal system operation by resolving adverse environmental conditions prior to 
loss o f operation. 

The power supplies monitor their own interna! temperature and voltages. In the 
event of excessive internai temperature, the power supply will shut down to 
prevent damage. When the power supply returns to a safe operating temperature, 
it will restart. In the event o f an abnormal voltage on one or more outputs o f the 
power supplies, the OUTPUT FAIL LED willlight. Substantial overvoltage 
conditions can lead to a power supply shutdown. 

The power supply front panel LEDs are described in Table 1-6. 

For more information about the environmental monitoring feature, refer to your 
software configuration guide. 
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lãble 1-6 Power Supply Front Pane/ LEDs 

LED 

INPUT OK 

FANOK 

Description 

AC-input power supplies: 

• Green when the input voltage is_ OK (85 VAC or greater) 

• Off when the input voltage faús below 70 VAC or i f the 
power supply shuts down 

DC-input power supplies: 

• Green when the input voltage is OK (-40.5 VDC or 
greater) 

• Offwhen the input voltage falls below -33 VDC or ifthr ) 
power supply shuts down 

Green when the power supply fan is operating properly. Red 
when a power supply fan failure is detected. 

OUTPUT FAIL Red when there is a problem with one or more of the 
DC-output voltages o f the power supply 

Power Supply Fan Assembly 

The power supplies have a built-in fan; air enters the front ofthe fan (power-input 
end) and exits through the back. An air dam keeps the airflow separate from the 
rest o f the chassis, which is cooled by the system fan assembly. 

Power supply fans are not field-replaceable; the power supply must be replaced. 
To replace a power supply, see the "Removing and Replacing the I 000 W, 
1300 W, 2500 W, and 4000 W Power Supplies" section on page 5-20. 

\X • Catalyst 6500 Series Switch lnstallation Guide 
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Configuring VLANs 

This chapter describes how to configure VLANs on the Catalyst 6500 series switches. 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

This chapter consists o f these sections: 

Undcrstanding How YLANs Work, pagc 9-1 

YLAN Default Configuration, page 9-6 

• YLAN Configuration Guidelines and Restrictions, page 9-8 

• Configuring YLANs, page 9-8 

Understanding How VLANs Work 
The following sections describe how VLANs work: 

YLAN Overview, page 9-1 

V LA N Ranges , pagc 9-2 

• Configurablc YLAN Parameters, pagc 9-3 

Understanding Token Ring YLANs, page 9-3 

LAN Overview 

78-14099-03 

A YLAN is a group o f end stations with a common set ofrequirements, independent ofphysicallocation. 
VLANs have the same attributes as a physical LAN but allow you to group end stations even i f they are 
not located physically on the same LAN segment. 

YLANs are usually associated with IP subnetworks. For example, ali the end stations in a particular IP 
subnet belong to the same YLAN . Traffic between YLANs must be routed. LAN port YLAN 
membership is assigned manually on an port-by-port basis. 
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VLAN Ranges 

c 

Note You must enable the extended system ID to use 4096 VLANs (see the "Understanding the Bridge 10" 
section on page 15-3). 

With Release 12.1 (13)E and !ater releases, Catalyst 6500 series switches support 4096 VLANs in 
accordance with the IEEE 802.1 Q standard. These VLANs are organized in to severa! ranges; you use 
each range slightly differently. Some o f these VLANs are propagated to other_ §.witc~es in the network 
when you use the VLAN Trunking Protocol (VTP). The extended-range VLANs.are not propagated, so 
you must configure extended-range VLANs manually on each network device . 

Table 9-1 describes the VLAN ranges . 

Tãble 9-1 VLAN Ranges 

Propagated 
VLANs Range Usage byVTP 

0, 4095 Reserved For system use only. You cannot see or use these VLANs. -

I Normal Cisco default. You can use this VLAN but you cannot detete it. Yes 

2-1001 Normal For Ethernet VLANs; you can create, use, and detete these Yes 
VLANs. 

1002-1005 Normal Cisco defaults for FOOI and Token Ring. You cannot detete Yes 
VLANs 1002-1005. 

1006-4094 Extended For Ethernet VLANs only. No 

The following information applies to VLAN ranges: 

• Layer 3 LAN ports, WAN interfaces and subinterfaces, and some software features use internai 
VLANs in the extended range . You cannot use an extended range VLAN that has been allocated for 
internai use. 

• With Release 12.1 ( 13 )E and !ater releases, to display the VLANs used internally, ente r the show 
v1an internai usage command. With earlier releases, enter the show vlan internai usage and show 
cwan vlans commands. 

• With Release 12.1 (13)E and la ter releases, you can configure ascending internai VLAN allocation 
(from 1006 and up) or descending internai VLAN allocation (from 4094 and down). In previous 
12.1 EX releases that support 4096 VLANs, internai VLANs are allocated from I 006 and up. 

• Switches running the Catalyst operating system do not support configuration ofVLANs I 006-1024 . 
Ifyou configure VLANs 1006-1024, ensure that the VLANs do not extend to any switches running 
Catalyst software. 

You must enable the extended system 10 to use extended range VLANs (se e the "U nderstanding the 
Bridge 10" scction on pagc 15-3) . 
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Understanding How 

Configurable VLAN Parameters 

Note o Ethernet VLAN 1 uses only default values. 

o Except for the VLAN name, Ethernet VLANs 1006 through 4094 use only default values. 

o With Release 12.1(13)E and !ater releases, you can configure the VLAN name for Ethernet VLANs 
I 006 through 4094. 

You can configure the following parameters for VLANs 2 through 1001: 

o VLAN name 

o VLAN type (Ethernet, FDDI, FDDI network entity title [NET], TrBRF, or TrCRF) 

o VLAN state (active or suspended) 

o Security Association Identifier (SAIO) 

o Bridge identification number for TrBRF VLANs 

o Ring number for FDDI and TrCRF VLANs 

o Parent VLAN number for TrCRF VLANs 

o Spanning Tree Protocol (STP) type for TrCRF VLANs 

Understanding T oken Ring VLANs 

The following section describes the two Token Ring VLAN types supported on network devices running 
VTP version 2: 

o Token Ring TrBRF VLANs, page 9-3 

o Token Ring TrCRF VLANs, page 9-4 

Note Catalyst 6500 series switches do not support Inter-Switch Link (ISL)-encapsulated Token Ring frames . 
When a Catalyst 6500 series switch is configured as a VTP server, you can configure Token Ring VLANs 
from the switch. 

C ;ken Ring T rBRF VLANs 

78-14099-03 

Token Ring Bridge Relay Function (TrBRF) VLANs interconnect multiple Token Ring Concentrator 
Relay Function (TrCRF) VLANs in a switched Token Ring network (see Figure 9-1 ). The TrBRF can be 
extended across network devices interconnected with trunk links . The connection between the TrCRF 
and the TrBRF is referred to as a logical port. 
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.6 

Figure 9-1 lnterconnected Tóken Ring TrBRF and TrCRF VLANs 

,------------------------------------------------- ---------, 
SRB orSRT : 

' ' 
i BRF 

-------------- --~ 
' ' ' ' : CRF 

For source routing, the Catalyst 6500 series switch appears as a single bridge between the logical rings. 
The TrBRF can function as a source-route bridge (SRB) ora source-route transparent (SRT) bridge 
running either the IBM or IEEE STP. I f an SRB is used, you can define duplicate MAC addresses on 
different logical rings. 

The Token Ring software runs an instance of STP for each TrBRF VLAN and each TrCRF VLAN. For 
TrCRF VLANs, STP removes loops in the logical ring. For TrBRF VLANs, STP interacts with externai 
bridges to remove loops from the bridge topology, similar to STP operation on Ethernet VLANs . 

Caution Certain parent TrBRF STP and TrCRF bridge mode configurations can place the logical ports (the 
connection between the TrBRF and the TrCRF) o f the TrBRF in a blocked state. For more information, 
see the "VLAN Configuration Guidelines and Restrictions" section on page 9-8 . 

To accommodate IBM System Network Architecture (SNA) traffic, you can use a combination of SRT 
and SRB modes . In a mixed mode, the TrBRF determines that some ports (logical ports connected to 
TrCRFs) operate in SRB mode while other ports operate in SRT mode 

T oken Ring T rCRF VLANs 

c 
Note 

Token Ring Concentrator Relay Function {TrCRF) VLANs define port groups with the same logical ring 
number. You can configure two types ofTrCRFs in your network: undistributed and backup . 

TrCRFs typically are undistributed, which means each TrCRF is limited to the ports on a single network 
device. Multiple undistributed TrCRFs on the same or separate network devices can be associated with 
a single parent TrBRF (see Figure 9-2). The parent TrBRF acts as a multiport bridge, forwarding traffic 
between the undistributed TrCRFs. 

To pass data between rings located on separate network devices, you can associate the rings to the same 
TrBRF and configure the TrBRF for an SRB. 
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Understanding Ho 

Figure 9-2 Undistributed úCHFs 

SwitchA Switch 8 

By default, Token Ring ports are associated with the default TrCRF {VLAN 1003, trcrf-default), which 
has the default TrBRF (VLAN I 005, trbrf-default) as its parent. In this configuration, a distributed 
TrCRF is possible (se e Figure 9-3 ), and traffic is passed between the default TrCRFs located on separa te 
network devices i f the network devices are connected through an ISL trunk . 

Figure 9-.1 Distributed Ti'CHF 

Switch A 
ISL 

Switch 8 

Tr8RF 2 

Within a TrCRF, source-route switching forwards frames based on either MAC addresses or route 
descriptors. The entire VLAN can opera te as a single ring, with frames switched between ports within a 
single TrCRF. 

You can specify the maximum hop count for All-Routes and Spanning Tree Explorer frames for each 
TrCRF. When you specify the maximum hop count, you limit the maximum number ofhops an explorer 
is allowed to traverse . I f a port determines that the explorer frame it is receiving h as traversed more than 
the number o f hops specified, it does not forward the frame. The TrCRF determines the number o f hops 
an explorer h as traversed by the number o f bridge hops in the route information field. 

Ifthe ISL connection between network devices fails, you can use a backup TrCRF to configure an 
altemate route for traffic between undistributed TrCRFs. Only one backup TrCRF for a TrBRF is 
allowed, and only one port per network device can belong to a backup TrCRF. 

Ifthe ISL connection between the network devices fails, the port in the backup TrCRF on each affected 
network device automatically becomes active, rerouting traffic between the undistributed TrCRFs 
through the backup TrCRF. When the ISL connection is reestablished, ali but one port in the backup 
TrCRF is disabled . Figure 9-4 illustrates the backup TrCRF. 
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Figure 9-4 Backup TrCRF 
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VLAN Default Configuration 
Tables 9-2 through 9-6 show the default configurations for the different VLAN media types. 

Tãble 9-2 Ethernet VLAN Oefaults and Ranges 

Parameter Default Range 

VLAN ID I I-4094 

VLAN name "default" for VLAN I -
"VLAN vlan_ID" for other 
Ethernet VLANs 

802.10 SAIO IOvlan_ID IOOOOI - I04094 

MTU size I500 I500- I8I90 

Translational bridge I o O-I005 

Transiationai bridge 2 o O-I005 

VLAN state active active, suspend 

Pruning eligibility VLANs 2-IOOI are pruning -
eligible; VLANs I 006-4094 are 
not pruning eligible. 

c 
Tãble 9-3 FOO/ VLAN Oefaults and Ranges 

Para meter Default Range 

VLAN ID 1002 I-I005 

VLAN name "fddi-default" -

802.10 SAIO 101002 1-4294967294 

MTU size 1500 1500-1 8190 

Ring number o 1-4095 

Parent VLAN o 0-1005 

Translational bridge I o 0-1005 
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Tãble 9-3 FDDI VLAN Deraults and Ranges (continued) 

Parameter Default Range 

Translational bridge 2 o 0- 1005 

VLAN state active active, suspend 

Tãble 9-4 Tóken Ring (TiCRF) VLAN Deraults and Ranges 

Parameter Default Range .. 
VLAN IO 1003 1-1005 

VLAN name "token-ring-default" -

802 .10 SAIO 101003 1-4294967294 

Ring Number o 1-4095 

MTU size VTPv1 default 1500 1500-18190 
VTPv2 default 4472 

Translational bridge I o 0-1005 

Translational bridge 2 o 0-1005 

VLAN state active active, suspend 

Bridge mode srb srb, srt 

ARE max hops 7 0-13 

STE max hops 7 0-13 

Backup CRF disabled disable; enable 

Tãble 9-5 FDDI-Net VLAN Deraults and Ranges 

Parameter Default Range 

VLAN IO 1004 1-1005 

VLAN name "fddinet-default" -

802.10 SAIO 101004 1-4294967294 

MTU size 1500 1500-18190 

c Bridge number I 0-15 

·STP type ieee auto, ibm, ieee 

VLAN state active active, suspend 

Tãble 9-G Tóken Ring (TiBRF) VLAN Deraults and Ranges 

Para meter Default Range 

VLAN IO 1005 1-1005 

VLAN name "trnet-default" -

802. 10 SAIO 101005 1-4294967294 

78-14099-03 
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Tãble 9-6 Token Ring (ffBRF) VLAN Defaults and Ranges (continued) 

Parameter Default Range 

MTU size VTPvl 1500; VTPv2 4472 1500-18190 

Bridge number I 0-15 

STP type ibm auto, ibm, ieee 

VLAN state active active, suspend 

VLAN Configuration Guidelines and Restrictions 

c 

Follow these guidelines and restrictions when creating and modifying VLANs in your network: 

• RPR+ redundancy (see Chaptcr 5, "Configuring RPR and RPR + Supervisor Engine Redundancy") 
does not support a configuration entered in VLAN database mode. Use global configuration mode 
with RPR+ redundancy. 

• You can configure extended-range VLANs only in global configuration mode. You cannot configure 
extended-range VLANs in VLAN data base mode. See the "V LAN Configuration Options" section 
on page 9-9. 

• Before you can create a VLAN, the Catalyst 6500 series switch must be in VTP server mode or VTP 
transparent mode. For information on configuring VTP, see Chapter 8, "Configuring VTP." 

• The VLAN configuration is stored in the vlan .dat file, which is stored in nonvolatile memory. You 
can cause inconsistency in the VLAN data base i f you manually delete the vlan.dat file . I f you want 
to modify the VLAN configuration or VTP, use the commands described in this guide and in the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

• To do a complete backup ofyour configuration, include the vlan.dat file in the backup. 

• The Cisco lOS end command is not supported in VLAN database mode. 

• You cannot enter Ctrl-Z to exit VLAN data base mode. 

• Catalyst 6500 series switches do not support Token Ring or FDDI media. The switch does not 
forward FDDI, FDDI-Net, TrCRF, or TrBRF traffic, but it can propagate the VLAN configuration 
through VTP. 

• When a Catalyst 6500 series switch is configured as a VTP server, you can configure FDDI and 
Token Ring VLANs from the switch. 

• You must configure a TrBRF before you configure the TrCRF (the parent TrBRF VLAN you specify 
must exist). 

• In a Token Ring environment, the logical interfaces (the connection between the TrBRF and the 
TrCRF) o f the TrBRF are placed in a blocked state i f either o f these conditions exists: 

- The TrBRF is running the IBM STP, and the TrCRF is in SRT mode. 

- The TrBRF is running the IEEE STP, and the TrCRF is in SRB mode. 

OcJ c: .. ---. --=-------
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Configuring VLANs 
These sections describe how to configure VLANs: 

• VLAN Configuration Options, page 9-9 

• Creating or Modifying an Ethernet VLAN, page 9-10 

• Assigning a Layer 2 LAN Interface to a VLAN, pagc 9-12 

• Configuring the Internai VLAN Allocation Policy, page 9-12 

Mapping 802.1Q VLANs to ISL VLANs, page 9-12 

Note • With releases 12.1 (I! b )E and !ater, when you are in configuration mo de you can enter EXEC mo de 
commands by entering the do keyword before the EXEC mode command. 

• VLANs support a number ofparameters that are not discussed in detail in this section. For complete 
information, refer to the Catalyst 6500 Series Switch Cisco lOS Command Reference publication. 

VLAN Configuration Options 

These sections describe the VLAN configuration options: 

• VLAN Configuration in Global Configuration Mode, page 9-9 

• VLAN Configuration in VLAN Database Mode, page 9-9 

VLAN Configuration in Global Configuration Mode 

c 

78-14099-03 

Note Releases 12.1 (!I b )E and !ater support VLAN configuration in global configuration mode . 

Note 

Ifthe switch is in VTP server or transparent mode (see the "Configuring VTP" section on page 8-6), you 
can configure VLANs in global and config-vlan configuration modes . When you configure VLANs in 
global and config-vlan configuration modes, the VLAN configuration is saved in the vlan.dat files. To 
display the VLAN configuration, enter the show vlan command. 

I f the switch is in VLAN transparent mode, use the copy running-config startup-config command to 
save the VLAN configuration to the startup-config file . After you save the running configuration as the 
startup configuration, use the show running-config and show startup-config commands to display the 
VLAN configuration . 

• When the switch boots, i f the VTP doma in name and VTP mode in the startup-config and vlan.dat 
files do not match, the switch uses the configuration in the vlan .dat file . 

• You can configure extended-range VLANs only in global configuration mode. You cannot configure 
extended-range VLANs in VLAN database mode. 

6500 Series Switch Cisco lOS Software Confi 
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VLAN Configuration in VLAN Database Mode 

Note You cannot configure extended-range VLANs in VLAN database mode. You can configure 
extended-range VLANs only in global configuration mode. RPR+ redundancy does not support 
configuration entered in VLAN database mode. Use global configuration mode with RPR+ redundancy. 

I f the switch is in VTP server or transparent mode, you can configure VLANs in the VLAN database 
mode. When you configure VLANs in VLAN database mode, the VLAN configuration is saved in the 
vlan .dat files. To display the VLAN configuration, enter the show vlan com'inand. 

You use the interface configuration command mode to define the port membership mode and add and 
remove ports from a VLAN . The results ofthese commands are written to the running-config file, and 
you can display the file by entering the show running-config command. 

Creating or Modifying an Ethernet VLAN 

Command 

User-configured VLANs have unique !Ds from I to 4094, except for reserved VLANs (see Tabl e 9-1 on 
page 9-2). Enter the vlan command with an unused ID to create a VLAN. Enter the vlan command for 
an existing VLAN to modify the VLAN (you cannot modify an existing VLAN that is being used by a 
Layer 3 port ora software feature). 

See the "VLAN Default Configuration" section on page 9-6 for the list of default parameters that are 
assigned when you create a VLAN. Ifyou do not specify the VLAN type with the media keyword, the 
VLAN is an Ethernet VLAN. 

To create or modify a VLAN, perform this task: 

Purpose 

Step 1 Router# configure terminal 
o r 

Enters VLAN configuration mode. 

Router# vlan database 

Step 2 Router (config) # vlan Creates or modifies an Ethernet VLAN, a range of 
Ethernet VLANs, or several Ethernet VLANs specified in 
a comma-separated list (do not enter space characters). 

c 

vlan_ID{ [-vlan_ID] I[, vlan_ID]) 

Router(config-vlan)# 
o r 
Router(vlan)# vlan vlan_ID 

Router(config)# no vlan vlan ID 

Router(config-vlan)# 
o r 
Router(vlan)# no vlan vlan ID 

Deletes a VLAN. 

Step 3 Router ( config-vlan) # end 
o r 

Updates the VLAN database and returns to privileged 
EXEC mode. 

Router(vlan)# exit 

Step 4 Router# show vlan [id I name] vlan Verifies the VLAN configuration. 

When you create or modify an Ethernet VLAN, note the following syntax information: 

Releases 12.1 (li b)E and la ter support VLAN configuration in global configuration mode. 

Releases 12 .1(13)E and later support extended-range VLANs. 

RPR+ redundancy does not support a configuration entered in VLAN database mode. Use global 
configuration mode with RPR+ redundancy. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Configw 

Because Layer 3 ports and some software features require internai VLANs allocated from 1006 and 
up, configure extended-range VLANs starting with 4094. 

You can configure extended-range VLANs only in global configuration mode. You cannot configure 
extended-range VLANs in VLAN database mode. 

Layer 3 ports and some software features use extended-range VLANs. Ifthe VLAN you are trying 
to create or modify is being used by a Layer 3 port ora software feature, the switch displays a 
message and does not modify the VLAN configuration. 

When deleting VLANs, note the following syntax information: 

You cannot delete the default VLANs for the different media types : Ethernet,VLAN I and FDDI or 
Token Ring VLANs 1002 to 1005 . .; 

When you delete a VLAN, any LAN ports configured as access ports assigned to that VLAN become 
inactive. The ports remain associated with the VLAN (and inactive) until you assign them to a new 
VLAN . 

This example shows how to create an Ethernet VLAN in global configuration mode and verify the 
configuration : 

Rout e r# configure terminal 
Router(config)# vlan 3 
Rou t er(config-vlan)# end 
Ro ut er# show vlan id 3 

VLAN Narne Stat u s Ports 

3 VLAN0003 active 

VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2 

3 enet 100003 1500 o 

Prirnar y Secondary Type Interfaces 

This example shows how to create an Ethernet VLAN in VLAN database mode : 

Router# vlan database 
Route r (vlan)# vlan 3 
VLAN 3 added : 

Narne: VLAN0003 
Router(vlan)# exit 
APPLY cornpleted. 
Ex iting .. . . 

This example shows how to verify the configuration: 

Router# show vlan name VLAN0003 
VLAN Narne 

3 VLAN0003 

Status 

activ e 

Ports 

VLAN Type SAID MTU Pare n t RingNo Bridg e No St p Trans1 Trans2 

3 enet 10000 3 1500 o o 
Rou t er# 

o 
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Assigning a Layer 2 LAN Interface to a VLAN 

A VLAN created in a management domain remains unused until you assign one or more LAN ports to 
the VLAN. 

Note Make sure you assign LAN ports to a VLAN o f the appropriate type. Assign Ethernet ports to 
Ethernet-type VLANs. 

To assign one or more LAN ports to a VLAN, complete the procedures in the.!lConf.i.guring LAN 
Interfaces for Layer 2 Switching" scction on page 7-6. • 

Configuring the Internai VLAN Allocation Policy 

Internai VLAN allocation policy is supported in Release 12.1 ( 13)E and I ater releases. For more 
information about VLAN allocation, see the "VLAN Ranges" section on page 9-2 . 

Note The internai VLAN allocation policy is applied only following a reload. 

To configure the internai VLAN allocation policy, perform this task: 

Command Purpose 

Step 1 Router (config) # vlan internal allocation policy 
{ascending J descending) 

Configures the internai VLAN allocation policy. 

Router(config)# no vlan interna! allocation 
policy 

Returns to the default (ascending). 

Step2 Router(config)# end 

Step 3 Router# reload 

Exits configuration mode. 

Applies the new internai VLAN allocation policy. 

c 

~ 
Caution You do not need to enter the reload command 

immediately. Enter the reload command 
during a planned maintenance window. 

When you configure the internai VLAN allocation policy, note the following syntax information: 

Enter the ascending keyword to allocate internai YLANs frorn I 006 and up. 

Enter the descending keyword to allocate internai VLAN from 4094 and down. 

This example shows how to configure descending as the internai VLAN allocation policy: 

Router# configure terminal 
Router(config)# vlan internal allocation policy descending 

Mapping 802.1 Q VLANs to ISL VLANs 

The valid range o f user-configurable ISL VLANs is I through I 00 I and I 006 through 4094. The valid 
range o f VLANs specified in the IEEE 802 .1 Q standard is I to 4094. You can map 802.1 Q VLAN 
numbers to ISL VLAN numbers. 
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CJ A -
802 .1Q VLANs in the range 1 through 1001 and 1006 through 4094 are automatically mappe to!Ofuf. ~ '-:J 
corresponding ISL VLAN . 802.1Q VLAN numbers corresponding to reserved VLAN numbers il111s~~ 
mapped to an ISL VLAN in order to be recognized and forwarded by Cisco network devices. 

These restrictions apply when mapping 802.1Q VLANs to ISL VLANs: 

• You can configure up to eight 802.1 Q-to-ISL VLAN mappings on the Catalyst 6500 series switch. 

• You can only map 802 .1 Q VLANs to Ethernet-type ISL VLANs. 

Do not enter the native VLAN o f any 802.1 Q trunk in the mapping table . 

When you map an 802 .1 Q VLAN to an ISL VLAN, traffic on the 802 . ..1 Q VLAN corresponding to 
the mapped ISL VLAN is blocked. For example, ifyou map 802.1 Q VLÃ.N 1007 to ISL VLAN 200, 
traffic on 802.1 Q VLAN 200 is blocked. 

• VLAN mappings are local to each Catalyst 6500 series switch. Make sure you configure the same 
VLAN mappings on ali appropriate network devices . 

To map an 802 .1 Q VLAN to an ISL VLAN, perform this task: 

Purpose 

.ep 1 Router ( c onfig) # vlan mapping dotlq dotlq_ vlan isl 
isl vlan 

Maps an 802 .1 Q VLAN to an ISL Ethernet VLAN . The 
valid range for dotl q_vlan is 100 I to 4094. The valid 
range for isl_vlan is the same. 

Router(config)# no vlan mapping dotlq {all I 
dotlq_vlan} 

Step2 Router(config)# end 

Step 3 Router# show vlan 

Deletes the mapping. 

Exits configuration mode. 

Verifies the VLAN mapping. 

This example shows how to map 802.1 Q VLAN 1003 to ISL VLAN 200 : 

Router# configure terminal 
Router(config)# vlan mapping dotlq 1003 isl 200 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show vlan 
< . .• output truncated . . . > 

802 . 1Q Trunk Remapped VLANs: 

802. lQ VLAN ISL VLAN 

c 1003 200 

6500 Series Switch Cisco lOS Software 
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Overview 

The GigaStack GBIC (model WS-X3500-XL) adds port density and 
high-performance connectivity to supporting switches. When installed in a 
supporting switch, the GigaStack GBIC supports Gigabit connections in a 
cascaded stack or point-to-point configuration. The GigaStack GBIC 
autonegotiates the duplex setting o f each port to maximize the bandwidth for your 
configuration. 

This section describes the GigaStack GBIC features : 

• Half-duplex stacking using only one GBIC slot for each switch 

Stack up to nine switches to form an independent backbone that can be 
managed with a single IP address. This stack gives the appearance o f a single 
large switch for network management purposes. For this kind o f connectivity, 
see the "Example I: Cascaded Stack Connection" section on page 1-9. 

• Full-duplex connectivity between two switches 

You can also forma point-to-point link between two switches. The GigaStack 
GBIC supports one full-duplex link (in a point-to-point configuration) or up 
to eight half-duplex links (in a stack configuration) to other Gigabit Ethemet 
devices . For this kind of connectivity, see the "Example 2: Point-to-Point 
Connection '' section on page 1-1 O. 

Catalyst GigaStack Gigabit Interface Converter Hardware lnstallation Guide 
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GigaStack GBIC LEDs 
Chapter 1 

• Support for redundant loop configurations in a GigaStack GBIC stack 

For more information, see the "Minimum lOS Release for Redundant Loop 
Configurations" section on page 1-7 and the "Cascaded Stack Connections 
with a Redundant Link" section on page 2-12 

• Support for lOS Release 12.0(5)XU or !ater for Catalyst 2900 XL and 
3500 XL switches, support for Release 12.1 ( 6)EA2 otiilter for Catalyst 2950 
switches, and support for Release 12.1(4)EA1 or !ater for Catalyst 3550 
multilayer switches 

• Management through the Cisco IOS command-line interface (CLI) or the 
web-based Cluster Management Suite (CMS) 

• Field-replaceable 

GigaStack GBIC LEDs 

c 

Figure 1-1 shows the LED locations on the GigaStack GBIC, and Table 1-1 
describes the LED colors and their meanings. 

Figure 1-1 GigaStack GB/C LEOs and Ports 

L.._ __ ___._ Two GigaStack GBIC 
ports 
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Chapter 1 Overview 

lãble 1-1 GigaStack GB/C LEDs 

Color Meaning 

Off No link. 

Green Link present. This link occurs if therejs connectivity with 
another network device and the GigaStack 'GBIC port. 

Amber Power-on self-test (POST) failure or use of an incorrect 
cable. 

Flashing amber Loop detection activated. 

~BIC Module Slot LEDs 

c 

78-6460-04 

Figure 1-2 shows the GBIC module slot LED on the front o f a supporting switch, 
and Figure 1-3 shows the GBIC LED location when the GigaStack GBIC is 
installed in the lOOOBASE-X module. 

Figure 1-2 GB/C Module Slot LED location on a Switch 

GBIC module slot LED 

GBIC module slot 

Cata Interface Converter Hardware lnstallation Guide 
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Cabling Guidelines 

Figure 1-3 GBIC LEO location on a 1000BASE-X Module 

GBIC LED 

r-T~h-ten--~----:I:~----------
Saews ~ ~ To Acttvate ~ 
~ X 0 .____ __ r 

G1gaStack GBIC 

Table 1-2 describes the switch and 1 OOOBASE-X module GBIC slot LED colors 
and port status. 

lãble 1-2 Switch and 1000BASE-X Module GBIC Slot lEOs 

Color Meaning 

Off No link, or port was administratively shut down. 

Green Link present. 

Flashing green Activity. Port is transmitting or receiving data. 

Alternating Link fault. Error frames can affect connectivity, and errors 
green-amber such as excessive collisions, cyclic redundancy check 

(CRC) errors, and alignment and jabber errors are 
monitored for a link-fault indication. 

Solid amber Port is blocked by Spanning Tree Protocol (STP) and is not 
forwarding data. 

Note After a port is reconfigured, the port LED can 

c remain amber for up to 30 seconds as STP checks 
the switch for possible loops. 

Flashing amber Port is blocked by STP and is sending or receiving packets. 

Cabl ing Guidelines 
The GigaStack GBIC uses the following Cisco proprietary cables. See Figure 1-4 
and Tabl e 1-3 for more information. 

Catalyst GigaStack Gigabit Interface Converter Hardware lnstallation Guide 
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Caution 

o 
Caution 

78-6460-04 

The maximum distance for a GBIC-to-GBIC connection is 1 meter. The 
GigaStack GBIC requires Cisco proprietary signaling and cabling. For more 
information about cabling, see Appendix B, "Connectors and Cables." 

Figure 1-4 GigaStack GBIC Cables 

50-cm GigaStack cable 

Table 1-3 GigaStack GBIC Cable Part Numbers 

Part Number Cable Length 

CAB-GS-50CM 50 em 

CAB-GS-lM lm 

The 50-cm cable comes with the GigaStack GBIC. You can arder additional 
cables. 

Do not use standard IEEE 1394 cables with the GigaStack GBIC. You must use 
one ofthe Cisco proprietary cables (CAB-GS-50CM or CAB-GS-lM). lfyou use 
any other cable, you will not have connectivity. 

Do not use the GigaStack GBIC with standard IEEE 1394 equipment. You might 
damage the equipment or lose data. 
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Switches Supporting the GBIC 

Switches Supporting the GBIC 
Refer to the online GigaStack Gigabit Interface Converter Switch Compatibility 
Matrix listed with the OBIC documentation on www.cisco.com for the most 
current list of products supporting the OBIC. 

·' 

Caution Installing the OBIC in or connecting it to an unauthorized device might cause 
damage to the OBIC, the other device, or both. 

Table 1-4 lists the switches and the module supporting the OigaStack OBIC. 

( Ve 1-4 Switches and Module Supporting the GigaStack GBIC 
-

Switch Series or Module Model Number Description 

WS-X2931-XL module for WS-X2931-XL 1 1000BASE-X port 1 

Catalyst 2900 series XL 
switches 

Catalyst 2900 XL switches Catalyst 2912MF XL 12 100BASE-FX ports and 
2 module slots 

Catalyst 2924M XL 24 autosensing 10/100 Ethernet 
ports and 2 module slots 

Catalyst 2950 switches Catalyst 29500-12-EI 12 autosensing 10/100 Ethernet 
ports and 2 OBIC module slots 

Catalyst 29500-24-EI 24 autosensing 10/100 Ethernet 
ports and 2 OBIC module slots 

Catalyst 29500-24-EI-DC 24 autosensing 10/100 Ethemet 
ports and 2 OBIC module slots 
with DC-input power c 

Catalyst 29500-48-EI 48 autosensing 10/100 Ethernet 
ports and 2 OBIC module slots 

it Interface Converter Hardware lnstallation Guide 



Chapter 1 Overview 

Minimum lOS Release for Redundant loop Configura · 

Switch Series or Module Model Number Description 

Catalyst 3500 XL switches Catalyst 3508G XL 8 GBIC module slots 

Catalyst 3512 XL 12 autosensing 101100 Ethemet 
ports and 2 GBIC module slots 

Catalyst 3524 XL 24 autose13sing LO/ 1 00 Ethemet 
ports and 2 GBIC module slots 

Catalyst 3524 PWR XL 24 autosensing 101100 
inline-power Ethemet ports and 
2 GBIC module slots 

Catalyst 3548 XL 48 autosensing 101100 Ethemet 
ports and 2 GBIC module slots 

_dtalyst 3550 switches Catalyst 3550-120 2 autosensing 10/100/1000 
Ethemet ports and 10 GBIC 
module slots 

Catalyst 3550-12T 10 autosensing 10/100/1000 
Ethemet ports and 2 GBIC 
module slots 

Catalyst 3550-24-SMI 24 autosensing 10/100 Ethemet 
Catalyst 3550-24-EMI ports and 2 GBIC module slots 

Catalyst 3550-48-SMI 48 autosensing 10/100 Ethemet 
Catalyst 3550-48-EMI ports and 2 GBIC module slots 

I . The I OOOBASE-X module provides one switched I 000-Mbps port in half-duplex, full-duplex, or autonegotiation mode for a 
GigaStack GBIC. The port supports the IEEE 802.3Z I OOOBASE-X standard. 

~inimum lOS Release for Redundant Loop 
l:onfigurations 

78-6460-04 

To ensure support for redundant loop configurations when using the GigaStack 
GBIC in a cascaded stack configuration, make sure that every switch in the stack 
is running at least the minimum lOS Release listed in Table 1-5. 
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Minimum lOS Release for Redundant Loop Configurations 

'" Note 

Table 1-5 Minimum /OS Release For Redundant loop Configurations 

Supported Switch Minimum lOS Release 

Modular 2900 XL switches 12.0(5)XU (April 2000) 

2950 switches 12.1(6)EA2 (December.200Q) 
-' 

3500 XL switches 12.0(5)XU (April 2000) 

3550 multilayer switches 12.1(4)EA1 (May 2001) 

All switches in a series must run the same software version. For example, if the 
stack includes only Catalyst 2900 series XL and 3500 series XL switches, they 
must run Release 12.0(5)XU or later. If the stack includes a mixture of Catalyst 
2900 series XL, 3500 series XL, 2950, and 3550 switches, all the 2900 XL and 
3500 XL switches must run Release 12.0(5)XW or later, all the Catalyst 2950 
switches must run Release 12.1(6)EA2 or later, and all the Catalyst 3550 switches 
must run Release 12.1(4)EA1 or later. 

For more information, see the "Cascaded Stack Connections with a Redundant 
Link" section on page 2-12 . For switch software upgrade information, refer to the 
release notes for your switch. 
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Oeployment E 

Deployment Examples 
This section contains examples that use the GigaStack GBIC as a Gigabit uplink 
to aggregate traffic in a switched and shared network. 

Example 1: Cascaded Stack Connection 

c 
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Figure 1-5 shows the GigaStack GBIC cascaded in a half-duplex stack 
configuration. 

Figure 1-5 Cascaded Stack Connection 

10/100 
switched links 

Catalyst 3550 
switch 

Gigabit EtherChannel 
or 1 OOOBASE-X link 

Catalyst 2900 XL, 
Catalyst 3500 XL, 

- ' 1 o r Catalyst 3550 
switches 

: Half-duplex 
: GigaStack GBIC links 

10/1 00 attached workstations 
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Deployment Examples 

Example 2: Point-to-Point Connection 

o 

Figure 1-6 shows the 3500 XL switch aggregating traffic by using a GigaStack 
GBIC as a full-duplex, point-to-point uplink connection. 

Figure 1-6 Point-to-Point Connection 

Catalyst 3508G XL switch 

Full-duplex 
GigaStack GBIC, ___ _ 

o r 1 OOOBASE-X links ', 

Catalyst 2900 XL, Catalyst 3500 XL, or Catalyst 3550 switches 
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lnstallation 

This chapter describes how to install your switch, interpret the power-on self-test 
(POST), and connect the switch to other devices. Read these topics, and perform 
the procedures in this order: 

• Preparing for Installation, page 3-2 

• Verifying Switch Operation, page 3-1 O 

• Installing the Switch in a Rack, page 3-1 O 

• lnstalling the Switch on a Table, Shelf, or Desk, page 3-22 

• Installing the Switch on a Wall, page 3-23 

• Installing the GBIC Modules, page 3-26 

• Installing and Removing SFP Modules, page 3-28 

• Connecting to 101100 and 101100/1000 Ports, page 3-32 

• Connecting to lOOBASE-FX and lOOOBASE-SX Ports, page 3-36 

• Connecting to an LRE Port, page 3-38 

• Connecting to GBIC Module Ports, page 3-44 

• Connecting to an SFP Module, page 3-49 

• Where to Go Next, page 3-50 

Cata Switch Hardware lnstallation 
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~;.eparing for lnstallation 

Warnings 

Waming 

A 
Waming 

A 
Waming 

A 
Waming 

A 
Warning 

This section provides information about these topics: 

• Warnings , page 3-2 

EMC Regulatory Statements, page 3-4 

• Installation Guidelines , page 3-7 

• Verifying Package Contents, page 3-8 

These wamings are translated into severallanguages in Appendix D, "Translah. ) 
Safety Warnings ." 

This equipment isto be installed and maintained by service personnel only as 
defined by AS/NZS 3260 Clause 1.2.14.3 Service Personnel. 

This unit is intended for installation in restricted access areas. A rest ricted 
access area can be accessed only through the use of a specia l tool, lock and 
key, or other means of security. 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

o 
Read the installation instructions before you connect the system to its power 
source. 

Unplug the power cord before you work on a system that does not have an on/off 
switch. 

2950 Desktop Switch Hardware lnstallation Guide 
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A 
Warning 

A 
Warning 

A 
Warning 

.l t 

A 
Warning 

A 
Warning 

A 
Warning 

o A 
Warning 

A 
Warning 

78-11157-05 

Do not stack the chassis on any other equipment. lf the chassis falls, it can 
cause severe bodily injury and equipment damage. 

To comply with safety regulations, mount switches' on a wall with the front 
panel facing up. 

lf a redundant power system (RPS) is not connected to the switch, insta li an RPS 
connector cover on the back of the switch . 

lhe plug-socket combination must be accessible at ali times because it serves 

as the main disconnecting device. 

To prevent the switch from overheating, do not operate it in an area that 
exceeds the maximum recommended ambient temperature of 113°F (45°C). To 
prevent airflow restriction, allow at least 3 inches (7.6 em) of clearance around 
the ventilation openings. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

This equipment is intended to be grounded. Ensure that the host is connected to 

earth ground during normal use. 

Before working on equipment that is connected to power I ines, removejewelry 
(including rings, necklaces, and watches). Metal objects will heat up when 
connected to power and ground and can cause serious burns or weld the metal 
object to the terminais. 

Cata 2950 Desktop Switch Hardware lnstallation Guide 
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Warning 

A 
Warning 

A 
Warning 

Warning 

A 
Warning 
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Do not work on the system or connect or disconnect cables during periods of 
lightning activity. 

Ultimate disposal of this product should be handled acc'ording to ali national 
laws and regulations. 

Attach only the Cisco RPS (model PWR300-AC-RPS-N1) to the RPS receptacle. 

lnvisible laser radiation may be emitted from disconnected fibers or 
connectors. Do not stare into beams or view directly with opt ical instruments. 

Class 1 laser product 

Avoid direct exposure to the laser beam 

EMC Regulatory Statements 

U.S.A. 

This section includes specific regulatory statements about the Catalyst 2950 
switches. 

o 
U.S. regulatory information for this product is in the front matter o f this manual. 

2950 Desktop Switch Hardware lnstallation Guide 
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Taiwan 

Japan 

A 
Warning This is a Class A lnformation Product, when used in_residential environment, 

it may cause radio frequency interference, under suc.h círcumstances, the 
user may be requested to take appropriate countermeasures. 

•~ -~~@•m~~·G~~~~~~m~·~••m~M·~~· 
G•~-~~~~m~••~*su•~~~~WMo 

This is a Class A product based on the standard ofthe Voluntary Control Council 
for Interference by Information Technology Equipment (VCCI). Ifthis equipment 
is used in a domestic environment, radio disturbance may arise. When such 
trouble occurs, the user may be required to take corrective actions . 

.::O)~I!tl;t, 'IJii~~~~~~~-~~W'ª'~m_iJ;IjtQ,;§~ (V C C I) O)~~ 
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Korea 

Hungary 

A 
Warning 

::>e oi ...,_ 

A 
Warning 

Figyelmeztetés 

Chapter 3 lnstallation 

This is a Class A Device and is registered for EMC r~quirements for industrial 
use. lhe seller or buyer should be aware of this. IHhis type was sold or 
purchased by mistake, it should be replaced with a residenti al-use type. 

AE- 7171 OI 7171:::: ~~~o~ ~X~II~ ~~ ~~~ ~ 717101 
2LI ~DHX~ EE:::: A~~x~:::: OI ~ ~ ~~~o~AI71 1::1~2.~01 ~º-!' 

~~ ~DH EE:::: .Y~o~~~ !Qloll:::: 7~~~ 0 ~ Jl~o~AI7II:l~~Liq. 

This equipment is a class A product and should be used and installed properly 
according to the Hungarian EMC Class A requirements (MSZEN55022). Class A 
equipment is designed for typical commercial establishments for which 
special conditions of installation and protection distance are used. 

Figyelmeztetés a felhasználói kézikõnyv számára: Ez a berendezés "A" 
osztályú termék, felhasználására és üzembe helyezésére a magyar EMC "A" 
osztályú kõvetelményeknek (MSZ EN 55022) megfeleloen kerülhet sor, illetve 
ezen "A" osztályú berendezések csak megfelelo kereskedelmi forrásból 
származhatnak, amelyek biztosítják a megfelelo speciális üzembe helyezés· 
kõrülményeket és biztonságos üzemelési távolságok alkalmazását. 
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Preparing 

lnstallation Guidelines 
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When determining where to place the switch, observe these guidelines. 

• Before installing the switch, first verify that the switch is operational by 
powering it on and running POST. Follow the procedures in the "Verifying -- · .... 
Switch Operation" section on page 3-10. · 

• For 10/100 ports and 10/100/1000 ports, the cab1e length from a switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For 1 OOBASE-FX ports, the cab1e 1ength from a switch to an attached device 
cannot exceed 6562 feet (2 kilometers). 

• For 1 OOOBASE-SX ports and 1 OOOBASE-SX Gigabit Interface Converter 
(GBIC) module ports, the cable length from a switch to an attached device 
cannot exceed 1804 feet (550 meters). 

• For 1000BASE-LX/LH GBIC module ports, the cable 1ength from a switch 
to an attached device cannot exceed 32,810 feet (10 kilometers). 

• For 1 OOOBASE-ZX GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 328,100 feet (1 00 kilometers ). 

• For 1 OOOBASE-T GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For Coarse Wave Division Multiplexing (CWDM) GBIC module ports, the 
cable 1ength from a switch to an attached device cannot exceed 393,719 feet 
(120 ki1ometers). For specific cable lengths, refer to the CWDM GBIC 
module documentation. 

• For GigaStack GBIC module ports, the cab1e length from a switch to an 
attached device cannot exceed 3 feet (1 meter). 

• For Long-Reach Ethemet (LRE) ports, cab1e-length specifications vary. See 
the "LRE Port" section on page 2-12. 

Operating environment is within the ranges listed in Appendix A, "Technical 
Speci fications." 

Clearance to front and rear panels meet these conditions: 

- Front-panel LEDs can be easi1y read. 

- Access to ports is sufficient for unrestricted cabling. 

- Rear-panel AC power connector on switches other than the LRE switches 
is within reach of an AC power outlet 

Catalyst 2950 Switch Hardware lnstallation Guide 
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- Rear-panel direct current (DC) power connector on the 
Catalyst 29500-24-EI-DC switch is within reach of a circuit breaker. 

- Front-panel AC power connector on the LRE switches is within reach of 
an AC power outlet. 

- Front-panel DC power connector on the Cat~lyst 2950ST-24 LRE 997 
switch is within reach o f a circuit breakec -- · 

• Airflow around the switch and through the vents is unrestricted. 

• Temperature around the unit does not exceed 113°F (45 °C). 

~ .. 
Note I f the switch is installed in a closed or multirack assembly, the 

temperature around it might be greater than normal room 
temperature . 

• Cabling is away from sources of electrical noise, such as radios, power lines, 
and fluorescent lighting fixtures . 

Verifying Package Contents 

~ .. 
Note Carefully remove the contents from the shipping container, and check each item 

for damage. If any item is missing or damaged, contact your Cisco representa tive 
or reseller for support. Retum all packing materiais to the shipping container and 
save them. 

The switch is shipped with these items: 

• This Catalyst 2950 Desktop Switch Hardware Configuration Guide Q 
• About the Catalyst 2950 and Catalyst 2955 Documentation 

• AC power cord (not shipped with the Catalyst 29500-24-EI-DC switch or the 
Catalyst 2950ST-24 LRE 997 switch) 

• Mounting kit containing these items: 

- Four rubber feet for mounting the switch on a table, shelf, or desk 

- Two 19-inch or 24-inch rack-mounting brackets 

2950 Desktop Switch Hardware lnstallation Guide 
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Preparing f 

- Six number-8 Phillips flat-head screws for attaching the brackets to the 
switch 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Four number-12 Phillips machine screws for-attaching the brackets to a 
rack _; -- ~-

- One cable guide and one black Phillips machine screw for attaching the 
cable guide to one o f the mounting brackets 

- One RPS connector cover and two number-4 pan-head screws 

• DC-switch kit containing these items: 

- One DC terminal block plug (also called a terminal block header) 

- One ground lug 

- Two number-1 0-32 screws for attaching the ground lug to the switch 

- Two 23-inch rack-mounting brackets (with 1-inch spacing for telco 
racks) 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Two number-12 Phillips machine screws for attaching the brackets to a 
rack 

~ .. 
Note The DC-switch kit ships only with the Catalyst 2950G-24-EI-DC or 

Catalyst 2950ST-24 LRE 997 switch. 

• One RJ-45-to-DB-9 adapter cable 

• Product ownership registration card 

I f you want to connect a terminal to the switch console port, you need to provide 
an RJ-45-to-DB-25 female DTE adapter. You can arder a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 
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Operation 

Step 1 

Step 2 

Step 3 

Before installing the switch in a rack, on a wall, or on a table or shelf, you should 
power on the switch and verify that the switch passes POST. See Chapter 1, 
"Quick Installation," for the steps required to connect a PC to the switch console 
port and to power on the switch. -

After a successful POST, follow these steps: 

Turn off power to the switch. 

Disconnect the cables. 

Determine where you want to install the switch. 

lnstalling the Switch in a Rack 

A 
Warning 

~ .. 

To prevent bodily injury when mounting or servicing this unit in a rack, you must 
take special precautions to ensure that lhe system remains stable. lhe 
following guidelines are provided to ensure your safety: 

• This unit should be mounted at the bottom o f the rack if it is the 
only unit in the rack. 

• When mounting this unit in a partially filled rack, load the rack 
from the bottom to the top with the heaviest component at the 
bottom o f the rack. Q 

• If the rack is provided with stabilizing devices, install the 
stabilizers before mounting or servicing the unit in the rack. 

Note Figure 3-1 to Figure 3-20 show the Catalyst 2950-24, 2950G-24-EI-DC, and 
2950G-48-EI switches as examples. You can install other Catalyst 2950 switches 
in a rack as shown in these illustrations. 
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~A 
Note 

lnstalling th 

To install the switch in a 19-, 23-, or 24-inch rack, follow these steps: 

1. Attaching the Brackets to the Switch, page 3-11 

2. Mounting the Switch in a Rack, page 3-21 

3. Attaching the Optional Cable Guide, page 3-22 

-' 

lnstalling the Catalyst 2950G-48-EI switch in a 23-inch or 24-inch rack requires 
an optional bracket kit not included with the switch. You can order a kit 
containing the 23-inch or 24-inch rack-mounting brackets and hardware from 
Cisco (part number RCKMNT-1RU=). 

\ ~ Attaching the Brackets to the Switch 

o 

78-11157-05 

The bracket orientation and the screws that you use depend on whether you are 
attaching the brackets to a 19-, 23-, or 24-inch rack. Follow these guidelines: 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
19-inch rack, use two Phillips flat-head screws to attach the long side of the 
19- or 24-inch bracket to the switch. See Figure 3-1, Figure 3-2, and 
Figure 3-3 . 

• When mounting a Cata1yst 2950G-48-EI switch in a 19-inch rack, use three 
Phillips flat-head screws to attach the long si de o f the 19- o r 24-inch bracket 
to the switch. See Figure 3-4, Figure 3-5 , and Figure 3-6 . 

• When mounting a Catalyst 2950G-24-EI-DC or Catalyst 2950ST-24 
LRE 997 switch in a 23-inch rack, use two Phillips truss-head screws to 
attach the 23-inch bracket to the switch. See Figure 3-7, Figure 3-8, and 
Figure 3-9 . 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
24-inch rack, use two Phillips truss-head screws to attach the 19- or 24-inch 
bracket to the switch. See Figure 3-10, Figure 3-11, and Figure 3-12. 

• When mounting a Catalyst 2950G-48-EI switch in a 24-inch rack, use three 
Phillips flat-head screws to attach the 24-inch bracket (part number 
RCKMNT-1RU=) to the switch. See Figure 3-13 , Figure 3-14 , and 
Figure 3-15 . 
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in a Rack 

Figure 3-1 to Figure 3-15 show how to attach a bracket to one side ofthe switch. 
Follow the same steps to attach the second bracket to the opposite side of the 
switch. 

Figure 3-1 Attaching Brackets on the Switch in a 19-/nch Rack (Front Pane/ 
Forward} -

Number-8 
Phillips flat-head 

screws 
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lnstalling the S 

Figure 3-2 Attaching Brackets on the Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 

Number-8 
Phillips flat-head 

screws 

Figure 3-3 Attaching Brackets on the Switch in a 19-/nch lé!co Rack 

Cata 

Number-8 / 
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Figure 3-4 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch 
Rack (Front Pane/ Forward) 

Figure 3-5 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 
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lnstalling lhe 

Figure 3-6 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch lé!co Rack 

78-11157-05 

Figure 3-7 Attaching Brackets on the Catalyst 2950G-24-E/-DC or 2950ST-24 
LRE 997 Switch in a 23-/nch lélco Rack (Front Pane/ Forward) 

, Number-8 
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Figure 3-8 Attaching Brackets on the Catalyst 2950G-24-E/-OC or 2950ST-24lRE 997 Switch in a 
23-/nch Te/co Rack (Rear Pane/ Forward) 
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lnstalling the Swit · 

Figure 3-9 Attaching Brackets on the Catalyst 2950G-24-EI-DC or 2950ST-24 LRE 997 Switch in 
a 23-/nch lé!co Rack 

78-11157-05 

Number-8 
Phillips 

truss-head 
screws 

Figure 3-10 Attaching Brackets on the Switch in a 24-/nch Rack {Front Pane/ 
Forward) 

Catalyst 2950 Desktop Switch Hardware lnstallation Guide 



Chapter 3 lnstallation 

Figure 3-11 Attaching Brackets on the Switch in a 24-/nch Rack (Rear Pane/ 
Forward) 
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Figure 3-12 Attaching Brackets on the Switch in a 24-/nch lé!co Rack 

Figure 3-13 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack {Front Pane/ Forward) 

Phillips 
flat-head 
screws 
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itch in a Rack 

Figure 3-14 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack (Rear Pane/ Forward) 

Figure 3-15 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Te!coRack 

24" Configuration 
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Mounting the Switch in a Rack 

After attaching the brackets, use the four Phillips machine screws to securely 
attach the brackets to the rack, as shown in Figure 3-16. 

When installing a switch other than an LRE switch, to prevent the cables from 
- - A · 

obscuring the switch and other devices in the rack, ·you can also attach the cable 
guide to the rack. See the"Attaching the Optional Cable Guide" section for 
instructions. 

Figure 3- 16 Mounting the Switch in a Rack 

screws 

. 78.-11157-05 

After mounting the switch in the rack, start the terminal-emulation software, and 
provi de power to the switch. See Chapter 1, "Quick Installation" for instructions. 
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Switch on a T able, Shelf, or Desk 

~.A 

We recommend attaching the cable guide to prevent the cables from obscuring the 
front panels ofthe switch and other devices installed in the rack. Use the supplied 
black Phillips machine screw to attach the cable guide to the left or right bracket, 
as shown in Figure 3-1 7. .i -

Note You cannot use the cable guide with Catalyst 2950 LRE switches . 

Figure 3-17 Attaching the Cab/e Guide 

Cable guide screw 

lnstalling the Switch on a Table, Shelf, or Desk 
Before placing the switch on a table, shelf, or desk, locate the adhesive strip 
rubber feet in the mounting-kit envelope, and attach four rubber feet to the 
recessed areas on the switch bottom. Place the switch on a table, shelf, or desk 
near an AC power source or DC-input power source . 

Start the terrninal-emulation software and provide power to the switch. See 
Chapter 1, "Quick Installation," for instructions. 
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lnstalling the Switch on a Wall 

A 
Warning 

A 
Warning 

To comply with safety regulations, mount switches on a wall with the front 
panel facing up.. _; -

lf a redundant power system (RPS) is not connected to the switch, insta li an RPS 
connector cover on the back of the switch. 

You can mount the Catalyst 2950 switch to a wall in a face-up configuration. To 
attach the switch to a wall, follow the procedures in this section. 

1. Attaching the Brackets to the Switch, page 3-23 

2. Attaching the RPS Connector Cover, page 3-24 

3. Mounting the Switch to a Wall, page 3-25 

Attaching the Brackets to the Switch 

78-11157-05 

Use the supplied Phillips flat-head screws to attach a bracket to the switch. 
Figure 3-18 shows how to attach the bracket to one side ofthe switch. Follow the 
same steps to attach the second bracket to the opposite side of the switch. 
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Figure 3-18 Attaching Brackets For Wa/1-Mounting For the Catalyst 2950 Switch 

Phillips 
truss-head 8 
screws 
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v 

Attaching the RPS Connector Cover 

A 
Waming 

I f you are not using a redundant power system (RPS) with your switch, use two 
number-4 Phillips pan-head screws to install an RPS connector cover to the back 
ofthe switch. (See Figure 3-19 .) The pan-head screws are included in the 
accessory kit. 

lf an RPS is not connected to lhe switch, insta li an RPS connector cover on lhe 
back of lhe switch. 

Figure 3-19 Attaching the RPS Connector Cover 

connector cover connector 
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Mounting the Switch to a Wall 

A 
Warning To comply with safety regulations, mount switches on a wall with the front 

panel facing up. -

For the best support of the switch and cables, make sure the switch is attached 
securely to a wall stud or to a firmly attached plywood mounting backboard, as 
shown in Figure 3-20. 

Figure 3-20 Mounting a Catalyst 2950 Switch to a Wa/1 

screws 

78-11157-05 

Vertical 
wall stud 

Face up 
wall mounting configuration 

• 

Vertical 
wall stud 

After the switch is mounted on the wall, power the switch as described in 
Chapter 1, "Quick lnstallation." 
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lnstalling the GBIC Modules 

~ 
Caution 

Figure 3-21, Figure 3-22, and Figure 3-23 show how to inserta GBIC module in 
a GBIC module slot on the switch. For instructions on how to install a CWDM 
GBIC module in a GBIC module slot, refer to the dos;umentation that carne with 
that GBIC module. 

For detailed instructions on installing, removing, and cabling the GBIC module 
(the lOOOBASE-X module, the lOOOBASE-T module, the CWDM GBIC module, 
or the GigaStack module), refer to your GBIC documentation. 

To prevent electrostatic-discharge (ESD) damage when installing GBIC modules 
follow your normal board and component handling procedures. 

Figure 3-21 lnstalling a 1000BASE-X GB/C Module in a Switch 

1000BASE-X 
GBIC module 

Metal flap door 

GBIC module slot 
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lnstalling the GB 

Figure 3-22 lnstalling a TOOOBASE- T GB/C Module in a Switch 

1000BASE-T 
GBIC module 

Metal flap doar 

GBIC module slot 

Figure 3-23 lnstalling a GigaStack GBIC Module in a Switch 

GigaStack 
GBIC module 

Metal flap doar 

GBIC module slot 
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These sections describe how to install and remove small-form-factor pluggable 
(SFP) modules. SFP modules are inserted into SFP module slots on the front of 
the Catalyst 2950 LRE switches. These field-replace~ble modules provide the 
uplink optical interfaces, laser send (TX) and laseLfeceiv·e (RX). 

You can use any combination of SFP modules. Refer to the Catalyst 2950 LRE 
release notes for the list of SFP modules that the Catalyst 2950 LRE switch 
supports. Each port must match the wave-length specifications on the other end of 
the cable, and the cable must not exceed the stipulated cable length for reliable 
communications. Refer to Table 2-2 for cable stipulations for SFP connections. 

Use only Cisco SFP modules on the Catalyst 2950 LRE switch. Each SFP modt·' 
has an internai serial EEPROM that is encoded with security inforrnation. Thi~ 
encoding provides a way for Cisco to identify and validate that the SFP module 
meets the requirements for the switch. 

For detailed instructions on installing, removing, and cabling the SFP module, 
refer to your SFP module documentation. 

lnstalling SFP Modules into SFP Module Slots 

Lt 

SFP modules use different types of latches for their installation and extraction. 
Determine which type of latch your SFP module uses before following the 
installation procedure: 

• Figure 3-24 shows an SFP module with a Mylar tab latch. 

• Figure 3-25 shows an SFP module with an actuator button latch. 

• Figure 3-26 shows an SFP module that has a bale-clasp latch. o 
Caution We strongly recommend that you do not install or remove the SFP module with 

fiber-optic cables attached to it beca use o f the potential damage to the cables, the 
cable connector, or the optical interfaces in the SFP module. Disconnect ali cables 
before removing or installing an SFP module. 

Removing and installing an SFP module can shorten its usefullife. Do not remove 
and insert SFP modules more often than is absolutely necessary. 
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o Step 1 

Step 2 
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lnstalling and Removi 

Figure 3-24 SFP Module with a Mylar Tãb latch 

Figure 3-25 SFP Module with an Actuator Button latch 

Figure 3-26 SFP Module with a Bale-Ciasp latch 

To insert an SFP module into the SFP module slot, follow these steps: 

Attach an ESD-preventive wrist strap to your wrist and to a bare metal surface on 
the chassis. 

Find the send (TX) and receive (RX) markings that identify the top side ofthe SFP 
module. 

~ .. 
Note On some SFP modules, the send and receive (TX and RX) markings might 

be replaced by arrows that show the direction o f the connection, either 
send or receive (TX or RX). 

Cata 



Step 4 

Step 5 

& 

.... '.:."";.. _ ... __ ... _. __ ... . . -

Chapter 3 lnstallation 

Align the SFP module in front o f the slot opening. 

Insert the SFP module in to the slot until you feel the connector on the module snap 
in to place in the rear o f the slot. 

Figure 3-27 lnstalling an SFP Module into an SFP fV!odu/e S/ot 

Remove the dust plugs from the SFP module optical ports and store them for later 
use. 

Caution Do not remove the dust plugs from the SFP module port or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the SFP module ports and cables from contamination and ambient light. 

Step 6 Insert the LC into the SFP module. 

Removing SFP Modules from SFP Module Slots 

Step 1 

Step 2 

p 

To remove an SFP module from a module receptacle, follow these steps: Ü 

Attach an ESD-preventive wrist strap to your wrist and to a bare metal surface on 
the chassis . 

Disconnect the LC from the SFP module. 

Tip For reattachment, note which cable connector plug is send (TX) and which is 
receive (RX) . 
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Step 3 

Step4 
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lnstalling and Removing 

Inserta dust plug into the optical ports o f the SFP module to keep the optical 
interfaces clean. 

Unlock and remove the SFP module, as shown in Figure 3-28, Figure 3-29, and 
Figure 3-30. 

If the module has a Mylar tab latch, pull the tab.straight out so that you 
remove the SFP module from the port in a para.Ílel direction. Do not twist or 
pull the tab because you could disconnect it from the SFP module . 

Figure 3-28 Using the Mylar lãb Latch to Remove an SFP Module From a Slot 

If the module h as an actuator button latch, use your thumb to pus h inward on 
the wedge to free the locking pin, and use your index finger to grip the ridge 
on top o f the SFP module. Pull straight out to remove the module. 

Figure 3-29 Using the Actuator Button Latch to Remove an SFP Module From an 
SFP Module Slot 

If the module has a bale-clasp latch, pull the bale out and down to eject the 
module. If the bale-clasp latch is obstructed and you cannot use your index 
finger to open it, use a small, flat-blade screwdriver or other long, narrow 
instrument to open the bale-clasp latch. 
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ecting to~Ov10. and 10/100/1000 Ports 
ti\ ::tJL -. 

(?' '") !' ~ 

. f'> ' ~ 
Çp\.. _:__. 
.._- Figure 3-30 Removing a Bale-Ciasp Latch SFP Module by Using a Flat-Biade 

Step 5 

Step 6 

Screwdriver 

~~ 
~~[ip 

Bale clasp 

Grasp the SFP module between your thumb and index finger, and carefully 
remove it from the module slot. 

Place the removed SFP module in an antistatic bag or other protective 
environment. 

Connecting to 10/100 and 10/100/1000 Ports 
The 101100 ports configure themselves to operate at the speed and duplex settings 
o f attached devices. They opera te at 1 O o r 100 Mbps in half- or full-duplex mode. 
If the attached devices do not support autonegotiation, you can explicitly set the 
speed and duplex parameters. 

The 1 0110011 000 ports configure themsel ves to operate at the speed setting o f 
attached devices. These ports on Catalyst 2950T-24 switches operate at 10, 100, 
or 1000 Mbps in full-duplex mode. The 101100/1000 ports on Catalyst 2950 L~" 

switches operate at 10 or 100 Mbps in either half- or full-duplex mode and U 
at 1000 Mbps only in full-duplex mode. If the attached devices do not support 
autonegotiation, you can set the speed. 
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Connecting to 10/100 and 10/100/100~~~ 

78-11157-05 

~ .. 
Note On the Catalyst 2950 LRE switches, the four input uplink ports are bundled as two 

logical ports, each consisting o f a copper 10/100/ 1000 port and a fiber-optic SFP 
module slot, respectively. 

6 

Within each logical port, you can use only the coppeiõr the fiber-optic port at one 
time. lfthe Catalyst 2950 LRE switch senses more than two connections for both 
logical ports, by default, the switch chooses the fiber-optic connections over the 
copper connections. 

See the "SFP Module Slots" section on page 2-14 for more information on LRE 
uplink logical ports. 

Connecting devices that do not autonegotiate or devices with manually set speed 
and duplex parameters can reduce performance or result in link failures between 
the devices . To maximize performance, choose one o f these methods for 
configuring the ports: 

o Let the 101100 ports autonegotiate both speed and duplex, let the 10110011000 
ports on the LRE switches autonegotiate both speed and duplex, and let 
the 10/ 100/1000 ports on the Catalyst 2950G-24-EI-DC switch only 
autonegotiate speed. 

o Set the speed and duplex parameters on both ends o f the connection. 

When connecting the ports on the Catalyst 2950G-24-EI-DC and 
Catalyst 2950ST-24 LRE 997 switches to other devices , follow these guidelines: 

Caution To comply with the intrabuilding lightning surge requirements , intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

Caution The Catalyst 2950G-24-EI-DC or Catalyst 2950ST-24 LRE 997 switch is suitable 
only for intrabuilding or nonexposed wiring connections. 
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10/100 and 10/100/1000 Ports 

Caution 

Step 1 

~ .. 

Follow these steps to connect the switch to 1 O BASE-T, 1 OOBASE-TX, or 
1 OOOBASE-T devices: 

To prevent electrostatic-discharge (ESD) damage, follow your normal board and 
component handling procedures. _ 

When connecting to servers, workstations, and routers, insert a twisted-pair 
straight-through cable in a front-panel RJ-45 connector, as shown in Figure 3-31, 
Figure 3-32, and Figure 3-33. When connecting to switches or repeaters, inserta 
twisted-pair crossover cable. (See the "Cable and Adapter Specifications" section 
on page B-8 for cable-pinout descriptions.) 

Note When connecting to 1 OOOBASE-T devices, be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 3-31 Connecting to a Port on Catalyst 2950-12, 2950-24, 2950C-24, 
2950SX-24, and 2950T-24 Switches 
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Connecting to 10/100 and 10/1 

Figure 3-32 Connecting to a Port on Catalyst 2950G-12-EI, 2950G-24-EI, and 
2950G-24-EI-DC Switches 

Figure 3-33 Connecting to a Port on Catalyst 2950G-48-EI Switches 
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100BASE-FX and 1000BASE-SX Ports 

Step 3 

Step 4 

Step 5 

Insert the other cable end in an RJ-45 connector on the target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while Spanning Tree Protocol-fSTP.) discovers the network 
topology and searches for loops. This process takes about 30 seconds, and then 
the LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 4, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the target devi c e i f necessary. 

Repeat Steps 1 through 4 to connect each port. 

Connecting to 100BASE-FX and 1000BASE-SX Ports 
The lOOBASE-FX and lOOOBASE-SX ports operate only in full-duplex mode. 

You can connect a lOOBASE-FX or lOOOBASE-SX port to an SC or ST port on a 
target device by using one of the MT-RJ fiber-optic patch cables listed in 
Table 3-1. Use the Cisco part numbers in Table 3-1 to order the patch cables that 
you need. 

Table 3-1 MT-HJ Patch Cables For TOOBASE-FX and TOOOBASE-SX Connections 

Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-lM 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-5M 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ -ST-MM -1M 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-5M 
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Caution 

Step 1 

Step 2 

Do not remove the dust plugs from the fiber-optic ports or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the fiber-optic ports and cables from contamination and ambient light. 

-
Follow these steps to connect the switch to a 1 OOBASE-F.:k o r 1 OOOBASE-SX 
device: 

-------------------~----~---

Remove the dust plugs from the 100BASE-FX or 1000BASE-SX port and the 
rubber caps from the MT-RJ patch cable. Store them for future use. 

Insert the cable in a lOOBASE-FX or lOOOBASE-SX port. (See Figure 3-34.) 

Figure 3-34 Connecting to a 100BASE-FX or 1000BASE-SX Port 
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Step 3 

Step4 

MT-RJ 
patch cable 

Dust plug 

Insert the other cable end in an SC or ST port on the target device. 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops . This process takes about 30 seconds, and then the port LED tums green. 

lfthe LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device . See Chapter 4, "Troubleshooting," for solutions to cabling problems. 
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Step 5 

Step 6 

Reconfigure and restart the target device i f necessary. 

Repeat Steps 1 through 5 to connect each port. 

Chapter 3 lnstallation 

Connecting to an LRE Port 

~ .. 

Depending on the switch model, you can connect the LRE port to up to 8 or up 
to 24 LRE customer premises equipment (CPE) devices through a patch panel. 
For information about which LRE CPE devices are supported by the LRE 
switches, see Table 2-1 on page 2-4. 

Note You can connect both Cisco 575 LRE CPE and Cisco 585 LRE CPE devices to 
your Catalyst 2950ST-8 LRE or Catalyst 2950ST-24 LRE switch. 

You can connect only the Cisco 576 LRE CPE 997 device to LRE ports on a 
Catalyst 2950ST-24 LRE 997 switch. 

You can hot swap the CPE devices without powering down the switch or 
disrupting the other switch ports. 

Connection Guidelines 

If telephone services, such as voice or Integrated Services Digital Network 
(ISDN), use the same cabling as the LRE traffic, you must connect the LRE to a 
plain old telephone service (POTS) splitter. The splitter routes LRE data Q 
(high-frequency) and voice (low-frequency) traffic from the telephone line to 
switch and private branch exchange (PBX) switch or public switched telephone 
network (PSTN). 

Ifthe other telephone services are connected through a PBX switch, you can use 
a Cisco LRE 48 POTS Splitter. The PBX routes voice traffic to private telephone 
networks and the PSTN. For more information about the Cisco LRE 48 POTS 
Splitter (PS-IM-LRE-48), refer to the lnstallation and Warranty Notes for the 
Cisco LRE 48 POTS Splitter. 
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If the installation does not have a PBX, you need to use a homologated POTS 
splitter to connect to the PSTN. For more information about homologated POTS 
splitters, contact your Cisco sales representative. 

I f a connection to a telephone network is not required, you do not need a splitter, 
and you can connect the switch to the patch pane!. _ 

Limitations and Restrictions with POTS Splitters 

78-11157-05 

These limitations and restrictions apply when you use a POTS splitter with 
Catalyst 2950 LRE switches and Cisco LRE CPE devices: 

• The Catalyst 2950ST-8 LRE switch, Catalyst 2950ST-24 LRE switch, 
Cisco 575 LRE CPE, and Cisco 585 LRE CPE are designed to share lines 
with analog, ISDN, and digital PBX switch telephones that use the O 
to 700kHz frequency range. 

Digital telephones connected to digital PBX switches that use frequencies 
above 700kHz do not work when sharing a line with LRE signals. Dueto the 
proprietary nature of digital PBX switches, some digital PBX switch services 
use frequencies above 700 kHz. 

• You can use a Cisco LRE 48 POTS Splitter with a Catalyst 2950ST-8 LRE 
switch, Catalyst 2950ST-24 LRE switch, Cisco 575 LRE CPE, and Cisco 585 
LRE CPE. For installation instructions, refer to the Installation and Warranty 
Notes for the Cisco LRE 48 POTS Splitter. 

• The Catalyst 2950ST-24 LRE 997 switch and Cisco 576 LRE 997 CPE are 
designed to share lines with analog and ISDN telephones that use the O 
to 120kHz frequency range. 

• We recommend that you do not use a Cisco LRE 48 POTS Splitter with a 
Catalyst 2950ST-24 LRE 997 switch anda Cisco 576 LRE 997 CPE as shown 
in Figure 3-35. Only traffic in a specific frequency range can be sent to and 
from the devices attached to the CPE. 

In Figure 3-35, only traffic from O to 120kHz can pass from a device attached 
to the CPE, such as a computer or telephone, to the CPE, a splitter, anda 
switch. In the reverse direction, traffic from O to 700 kHz can pass through 
the switch and splitter to the CPE, but only traffic from O to 120kHz can pass 
through the CPE to a computer or a telephone. 

For more information, refer to the Installation and Warranty Notes for the 
Cisco LRE 48 POTS Splitter. 
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limitations Using a Cisco LRE 48 POTS Splitter w ith a 
Catalyst 2950ST-24 LRE 997 Switch anda Cisco 576 LRE 997 CPE 

PC 

POTS Telephone 

Required Cables 

Traffic from 
O to 120kHz 

Traffic from O to 700 kHz o 
<O 
co 
(J) 
co 

Connecting the LRE port to a patch pane! or a POTS splitter requires a 
male-to-male RJ-21 cable, Category 3 or above. You can order RJ-21 cables from 
your cable vendor, or you can order these cables from your Cisco sales 
representa tive: 

• CAB-5-Ml20Ml20-5= (Category 5 cab1e with 90-degree, male-to-male 
RJ-21 connectors) 

• CAB-5-M180Ml20-5= (Category 5 cable with 120-degree, male-to-male 
RJ-21 connectors) 

The screws that you need to secure the cable to the switch are shipped with the 
cable. Contact your Cisco sales representative for more information. 

o 

Switch Hardware lnstallation Guide 

78-11157-05 



o 

Chapter 3 lnstallation 

Connecting to a Patch Panel or POTS Splitter 

Step 1 

Step 2 

Step 3 

78-11157-05 

To connect the LRE port to a patch panel or POTS splitter, follow these steps: 

Connect one end of a cable connected to the wiring tnmk to the RJ-21 connector 
(the LRE port) on the switch. (See Figure 3-36 and 'Figure 3-3 7 .) 

Referring to Figure 3-36 and Figure 3-3 7, secure the cable to the switch : 

• F o r a 90-degree connector, se e the top o f Figure 3-3 6 and Figure 3-3 7. 

• For a 12-degree connector, see the bottom ofFigure 3-36 and Figure 3-37. 

~ .. 
Note The cable tie is not included with the connector and cable assembly. 

Connect the other end o f the cable to the patch panel o r POTS splitter. 

Cata 
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LRE Port 

onnecting to an LRE Port on a Catalyst 2950ST-B LRE or 2950ST-24 LRE Switch 

Screw 

~ 
~-- -

Screw 

Cable to 
wiring trunk 

~--

t 
Screw 

RJ-21 
connector 

connector Cable to 
wiring trunk 
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Figure 3-37 Connecting to an LRE Port on a Catalyst 2950ST-24 LRE 997 Switch 

Screw 

Cable to 
wiring trunk 
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t 
Screw 
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Each LRE port status LED tums on when it establishes a link with a Cisco LRE 
CPE device. For more information about the LRE link between the switch LRE 
port and the CPE and about the configuration and management o f CPE devices, 
refer to the switch software configuration guide. 

For more information about the Cisco LRE CPE devices, refer to the 
Cisco LRE CPE Hardware Installation Guide. -

Connecting to GBIC Module Ports 
These sections describe how to connect to a GBIC module port. 

• Connecting to lOOOBASE-X GBIC Module Ports, page 3-45 

• Connecting to 1 OOOBASE-T GBIC Module Ports, page 3-47 
) 

• Connecting to GigaStack GBIC Module Ports, page 3-48 

For instructions about how to connect to the CWDM GBIC module ports, refer to 
the documentation that carne with that GBIC module. 

For detailed instructions about installing, removing, and connecting to the GBIC 
module (the lOOOBASE-X module, the lOOOBASE-T module, the CWDM GBIC 
module, or the GigaStack module), refer to the GBIC module documentation. 

o 
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Caution 

Caution 

Connecting to GBIC M~y 

When connecting the ports on the Catalyst 2950G-24-EI-DC and 
Catalyst 2950ST-24 LRE 997 switches to other devices, follow these guidelines: 

To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring mu~t be grounded at both 
ends. d 

The Catalyst 2950G-24-EI-DC or Catalyst 2950ST-24 LRE 997 switch is suitable 
only for intrabuilding or nonexposed wiring connections. 

Connecting to 1000BASE-X GBIC Module Ports 

78-11157-05 

Caution Do not remove the rubber plugs from the GBIC module port or the rubber caps 
from the fiber-optic cable until you are ready to connect the cable. The plugs and 
caps protect the GBIC module ports and cables from contamination and ambient 
light. 

After installing the IOOOBASE-X GBIC in the GBIC module slot, follow these 
steps: 

Step 1 Remove the rubber plugs from the GBIC module port, and store them for future 
use. 

Step 2 Insert the SC connector in the fiber-optic receptacle (see Figure 3-38). 

Cata 
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Step 3 

Step 4 

Step 5 
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Caralyst 295Q SE~s 

Insert the other cable end in a fiber-optic receptacle on a target device . 

Observe the port status LED. 

) 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

If the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device if necessary. 

o 
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Connecting to BIC Module Ports \ 

A. ~ ­
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Connecting to 1000BASE-T GBIC Module Ports 

'\IJ)6-9 s -1 ;i \ 

l • ~ 

Caution 

Step 1 

~~ 

After installing the 1 OOOBASE-T GBIC in the GBIC module slot, follow these 
steps: 

To prevent ESD damage, follow your normal board arid component handling 
procedures. 

When connecting to servers, workstations, and routers, insert a four twisted-pair, 
straight-through cable in the RJ-45 connector. When connecting to switches or 
repeaters, inserta four twisted-pair, crossover cable (see Figure 3-39) . 

Note When connecting to a 1 OOOBASE-T device, be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 3-39 Connecting to a 1000BASE-T GBIC Port 
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Step 3 

Step4 
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Insert the other cable end in an RJ-45 connector on a target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network to_()ology and searches for 
loops. This process takes about 30 seconds, and thén the LED turns green. 

I f the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device . See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device, if necessary. 

Connecting to GigaStack GBIC Module Ports 

After installing the GigaStack GBIC in the GBIC module slot, follow these steps: 

Step 1 Insert the GigaStack cable connector in the GBIC (see Figure 3-40). 

Figure 3-40 Connecting to a GigaStack GBIC Port 
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Step 2 

Step 3 

Step4 

Insert the other cable end in a port on a target device. 

Observe the port status LED. 

Connecting t an SFP Mo~ule J I\ 
A 'c J ' : 3) " . "----

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED tums green. 

Ifthe LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 4, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device, if necessary. 

Connecting to an SFP Module 
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Caution 

~ .. 
Note 

This section describes how to connect to an SFP module. For instructions about 
how to install or remove an SFP module, see the "Installing and Removing SFP 
Modules" section on page 3-28 . 

Do not remove the rubber plugs from the SFP module port or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the SFP module ports and cables from contamination and ambient light. 

Before connecting to an SFP module, be sure that you understand the port and 
cabling stipulations in Table 2-2 on page 2-16 and in the "SFP Module Slots" 
section on page 2-14. See Appendix B, "Connectors and Cables," for information 
about the LC on the SFP module. 

Refer to the Catalyst 2950 LRE release notes for the list of supported SFP 
modules. 
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Step 1 

Step 2 

Step 3 

Step4 

Step 5 
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Follow these steps to connect a fiber-optic cable to an SFP module: 

Remove the rubber plugs from the module port and fiber-optic cable, and store 
them for future use. 

Insert one end o f the fiber-optic cable in to the SFP m?dule port (see Figure 3-41 ). 

Figure 3-41 Connectíng to an SFP Module Port 

Cable 

(X) 
<O 
U1 

(X) 

Insert the other cable end in a fiber-optic receptacle on a target device. 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while the STP discovers the network topology and searches 
for loops. This process takes about 30 seconds, and then the port LED tums green. 

lf the LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

lf necessary, reconfigure and restart the switch or target device. 

Where to Go Next 
For information about starting up the switch, see Chapter I , "Quick Installation." 

For information about configuring the switch, refer to the switch software 
configuration guide. 
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Cisco Catalyst 2950 Series Switches 
with Cisco Enhanced lmag~ Software 

Product Overview 

Cisco® Catalyst® 2950 Series switches are fixed-configuration, stackable models 
that provide wire-speed Fast Ethemet and Gigabit Ethemet connectivity for small 
and medium-sized networks. lhe Cisco Catalyst 2950 Series is an affordable product 
line that brings intelligent services, such as enhanced security, high availability and 
advanced quality of service (QoS), to the network edge-while maintaining the 

simplicity of traditional LAN switching. When a Cisco Catalyst 2950 Series Switch is 
combined with a Cisco Catalyst 3550 Series Switch, the solution can enable IP 
routing from the edge to the core of the network. Embedded in Cisco Catalyst 2950 
Series switches is Cisco Cluster Management Suíte (CMS) Software, which allows 

users to simultaneously configure and troubleshoot rnultiple Cisco Catalyst desktop 

switches using a standard Web browser. In addition to Cisco CMS Software, Cisco 

Catalyst 2950 Series switches provide extensive management tools using Simple 

Network Management Protocol (SNMP) network management platforms such as 
CiscoWorks. 

This product line offers two distinct sets of 

software features and severa) 

configurations to allow small, 

medium-sized, and enterprise branch offices 

to select the right combination for the 

network edge. Cisco Standard Image (SI) 

Software offers Cisco lOS® Software 

functioning for basic data, video, and voice 

services. For networks with requirements 

for additional security, advanced QoS, and 

high availability, the Cisco Enhanced Image 

(EI) Software delivers intelligent services 

such as rate limiting and security filtering 

for deployment at the network edge. 

The Cisco Catalyst 2950 Series switches 

consists of the following devices-which 

are only available with Cisco EI Software 

for the Cisco Catalyst 2950 Series. 

• Catalyst 2950G-48_;48 10/100 ports 

and 2 Gigabit Interface Converter 

(GBIC)-based Gigabit Ethernet ports 

• Catalyst 2950G-24-24 10/100 ports 

and 2 GBIC ports 

• Catalyst 2950G-24-DC-24 10/100 

ports, 2 GBIC ports, and DC power 

• Catalyst 2950G-12-12 10/100 ports 

and 2 GBIC ports 

• Catalyst 2950T-24-24 10/100 ports 

and 2 fixed 10/100/lOOOBASE-T uplink 

ports 

• Catalyst 2950C-24-24 10/100 

ports and 2 fixed 100BASE-FX uplink 

ports 

This complete set of switches offers 

network managers flexibility when selecting 

a migration path to Gigabit Ethernet. The 

two built-in Gigabit Ethernet ports on the 

Cisco Catalyst 2950G-12, 2950G-24, and 

2950G-48 accommodate a range of GBIC 

transceivers, including the Cisco 

GigaStack® GBIC, as well as 

lOOOBASE-SX. 1 OOOBASE-LXILH. 
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1000BASE-ZX, 1000BASE-T, and coarse-wave division multiplexing (CWDM) GBICs. The dual GBIC-based 

Gigabit Ethernet implementation provides customers with tremendous deployment flexibility-allowing customers 

increased availability with the redundant uplinks. In sum, the configuration permits customers to implement one type 

of stacking and uplink configuration today, while preserving the option to migra te to another configuration in the 

future . High leveis of stack resiliency can also be implemented by deploying dual-redundant Gigabit Ethernet 

uplinks, a redundant GigaStack GBIC loopback cable, Cisco UplinkFast and CmssStcu;k UplinkFast technologies for 

high-speed uplink and stack interconnection failover, and Per-VLAN Spanni~g Tree Plus (PVST+) for uplink load 

balancing. 

The Cisco Catalyst 2950T-24 Switch offers small and medium-sized enterprises server connectivity and an easy 

migration path to Gigabit by using the existing copper cabling infrastructure. lmplementing Gigabit Ethernet over 

copper allows network managers to boost network performance and maximize infrastructure investments in 

Category 5 copper cabling. 

Maximum power availability for a converged voice and data network is attainable when a Cisco Catalyst 2950 St> ) 

Switch is combined with the Cisco Redundant Power System (RPS) 300 or RPS 675 for protection against interr.., .. 

power supply failures and an uninterruptable power supply (UPS) system to safeguard against power outages. 

Other Cisco Catalyst 2950 Series Switches 

Cisco Catalyst 2950 Series with Cisco SI Software 

The Cisco Catalyst 2950SX-24, 2950-24, and 2950-12 switches are also members ofthe Cisco Catalyst 2950 Series. 

They are standalone, fixed-configuration , and managed 10/100 switches providing basic workgroup connectivity for 

small to medium-sized companies. These wire-speed desktop switches come with Cisco SI Software features and offer 

Cisco lOS Software functioning for basic data, video, and voice services at the edge of the network. 

Cisco Catalyst 2950 Series Long-Reach Ethernet Switches 

• Cisco Catalyst 2950ST-24-LRE-24 long-reach Ethernet (LRE) ports , 2 fixed 10/100/1000BASE-T ports, and 

two small form factor pluggable (SFP) ports (2 o f the 4 uplinks active at one time) 

• Cisco Catalyst 2950ST-B-LRE-Eight LRE ports, 2 fixed 10/100/1000BASE-T ports, and two SFP ports (two of 

the four uplinks active at one time) 

The Cisco Catalyst 2950 Series LRE switch solution delivers cost-effective, high-performance broadband access over 

existing phone wiring in enterprise campus environments and multitenant buildings (hotels, apartment buildings,o 

office buildings. for example) . Cisco Catalyst 2950 Series LRE switches come with Cisco EI Software features, 

enabling enterprise and service provider custonters to extend intelligent services over legacy wiring (Category 1. 2, 

and 3) to distances up to 5000 feet. Cisco is the only company with technologies that allow customers to deliver 

intelligent network services across any combination ofwired and wireless infrastructures. Refer to the Cisco Catalyst 

2950 Series LRE Data Sheet for more information. 

Cisco Systems. Inc. 
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lntelligence in the Network 

Networks are evolving to address four new developments at the network edge: 

• Increase in desktop computing power 

• Introduction of bandwidth-intensive applications 

• Expansion of highly sensitive data on the network 

• Presence of multiple device types, such as IP phones and wireless LAN (WLAN) access points 

These new demands are contending for resources with many existing mission-critical applications. As a result, IT 

professionals must view the edge of the network as criticai to the effective management of the delivery of information 

and applications. 

As companies increasingly rely on networks as the strategic business infrastructure, it is more important than ever to 

ensure high availability, security, scalability, and control. By adding Cisco intelligent functioning to the wiring closet, 

customers can now deploy network-wide intelligent services that address these requirements in a consistent way, 

from the desktop to the core and through the WAN. 

With Cisco Catalyst switches, Cisco enables companies to fully realize the benefits of adding intelligent services into 

their networks. Making the network infrastructure highly available to accommodate time-criticai needs, scalable to 

accommodate growth, secure enough to protect confidential information, and capable of differentiating and 

controlling traffic flows ls criticai to further optimizing network operations. 

Network Security Through Advanced Security Features 

Cisco Catalyst 2950 Series switches offer enhanced data security through numerous security features. These features 

allow customers to enhance LAN security with capabilities to secure network management traffic through the 

protection of passwords and configuration information; to provide options for network security based on users, 

ports, and Media Access Control (MA C) addresses: and to enable more immediate reactions to intruder and hacker 

detection. These security enhancements are available free of charge by downloading the latest software release for 

the Cisco Catalyst 3550 and 2950 series switches. 

Secure Shell (SSH) and SNMPv3 protect information from tampering or eavesdropping by encrypting information 

being passed along the network, guarding adnúnistrative information. Private VLAN Edge isolates ports on a switch, 

ensuring that traffic travels directly from the entry point to the aggregation device through a virtual path and that it 

cannot be directed to another port. Local Proxy Address Resolution Protocol (ARP) works in conjunction with 

Private VLAN Edge to minimize broadcasts and maximize available bandwidth. 

Port-based access control parameters (ACPs) restrict sensitive portions ofthe network by denying packets based on 

source and destination MAC addresses, IP addresses, or Transnússion Control Protocoi/User Datagram Protocol 

(TCPIUDP) ports. ACP Jookups are performed in hardware; therefore, forwarding performance is not compromised 

when implementing this type of security in the network. In addition, time-based access controllists (ACLs) allow 

configuration of differentiated services based on time periods. ACLs can also be applied to til ter traffic based on 

Differentiated Services Code Point (DSCP) values: Port security provides another means to ensure the appropriate 

user is on the network by linúting access based on MAC addresses. 

For authentication ofuserS with a Terminal Access Controller Access Control System (TACACS+) or Remote 

Authentication Dial-In User Service (RADIUS) server, 802.1x provides port-level security. In conjunction with a 

RADIUS server, 802.1x allows for dynamic port-based user authentication , which can be extended to dynamically 

. ~~-:~~,~~~- -... ~ 
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virtual LAN (VLAN) based on a specific user, regardless of where they connect on the network. This 

intelligent adaptability allows IT departments to offer greater flexibility and mobility to their stratified user 

populations. By combining access control and user profiles with secure network connectivity, services, and 

applications, enterprises can more effectively manage user mobility and drastically reduce the overhead associated 

with granting and managing access to network resources. 

With multilayer Cisco Catalyst 2950 Series switches, network managers can_}ffiplement high leveis of console 

security. Multilevel access security on the switch console and the Web-based management interface prevent 

unauthorized users from accessing or altering switch configuration. TACACS+ or RADIUS authentication enables 

centralized access control of the switch and restricts unauthorized users from altering the configuration. Deploying 

security can be done through Cisco CMS Software security wizards, which ease the deployment o f security features 

that restrict user access to a server, a portion of the network, or the entire network. 

Network Control Through Advanced QoS and Rate Limiting 

Cisco Catalyst 2950 Series switches offer superior and highly granular QoS based on Layer 2- 4 information to em. ) 

that network traffic is classified and prioritized, and that congestion is avoided in the best possible manner. 

Configuration o f QoS is greatly simplified through automatic QoS (auto-QoS), a feature that detects Cisco IP phones 

and automatically configures switches for the appropriate classification and egress queuing. This optimizes traffic 

prioritization and network availability without the challenge of a complex configuration. 

Cisco Catalyst 2950 Series switches can classify, reclassify, police (determine if the packet is in or out o f 

predetermined profiles and affect actions on the packet), and mark or drop the incoming packets before the packet 

is placed in the shared buffer. Packet classification allows the network elements to discriminate between various 

traffic flows and enforce policies based on Layer 2 and Layer 3 QoS fields. 

To implement QoS, these switches first ldentify traffic flows (or packet groups) and classify or reclassify these groups 

using the DSCP field in the IP packet o r the 802.1 p class o f service (C oS) field in the Ethernet packet. Classification 

and reclassification can also be based on cri teria as specific as the source/destination IP address, source/destination 

MAC address, or the Layer 4 TCP/UDP ports. At the ingress (incoming port) levei, the Cisco Catalyst switches will 

also perform policing and marking of the packet. 

After the packet goes through classification, policing, and marking, it is assigned to the appropriate queue before 

exiting the switch. Cisco Catalyst' 2950 Series switches support four egress (outgoing port) queues per port, which 

allows the network administrator to be more discriminating and specific in assigning priorities for the various o 
applications on the LAN. At the egress levei, the switch performs scheduling, which is a process that determines , 

order in which the queues are processed. The switches support Weighted Round Robin (WRR) scheduling or strict 

priority scheduling. The WRR scheduling algorithm ensures that Iower priority packets are not entirely starved for 

bandwidth and are serviced withou~ compromising the priority settings administered by the network manager. Strict 

priority scheduling ensures that tbe highest priority packets will always get serviced first, ahead o f ali other traffic, 

and that the other three queues will be serviced using WRR best effort. 

These features allow network administrators to prioritize mission-critical or bandwidth-intensive traffic, such as 

enterprise resource planning (ERP) (Oracle, SAP, and so on), voice (IP telephony traffic), and CAD/CAM over less 

time-sensitive applications such as File Transfer Protocol (FTP) or e-mail (SMTP). For example, it would be highly 

undesirable to have a large file download destined to one port on awiring closet switch aild have quality implications, 

Cisco Systems. Inc . 
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such as increased latency in voice traffic, destined to another port on this switch. This condition is avoided by 

ensuring that voice traffic is properly classified and prioritized throughout the network. Other applications, such as 

Web browsing, can be treated as low priority and handled on a best-effort basis. 

Cisco Catalyst 2950 Series switches are capable of allocating bandwidth base~ on severa) cri teria, including MAC 

source address, MAC destination address, IP source address, IP destination.àildress':·and TCP/UDP port number. 

Bandwidth allocation is essential in network environments that require service-level agreements, or when it is 

necessary for the network manager to control the bandwidth given to certain users. Cisco Catalyst 2950 Series 

switches support up to 6 policers per Fast Ethernet port and up to 60 policers on a Gigabit Ethernet port, giving the 

network administrator granular control of LAN bandwidth. 

Network Availability 

To provide efficient use of resources for bandwidth-hungry applications like multicasts, Cisco Catalyst 2950 Series 

switches support Internet Group Management Protocol (IGMP) snooping in hardware. Through the support and 

configuration of IGMP snooping via Cisco CMS Software, Cisco Catalyst 2950 Series switches deliver outstanding 

performance and ease of use in administering and managing multicast applications on the LAN. 

The IGMP snooping feature allows the switch to "listen in on" the IGMP conversation between hosts and routers. 

When a switch hears an "IGMP join" request from a host for a given multicast group, the switch adds the host's port 

number to the group destination address (GDA) list for that group. When the switch hears an "IGMP leave " request, 

it removes the host's port from the content-addressable memory (CAM) IC/\M /\ C I~ONYM IS USEI) T\V ICJ-: IN 

I) IFFEHENT CO NT J-: XT Si table entry. 

PVST + allows users to implement redundant uplinks while distributing traffic Ioads across multi pie links. This is not 

possible with standard Spanning-Tree Protocol implementations. Cisco UplinkFast technology helps ensure 

immediate transfer to the secondary uplink, an improvement over the traditional 30-to-60 second convergence time. 

An additional feature that enhances performance is Voice VLAN, which allows network administrators to assign 

voice traffic to a VLAN dedicated to IP telephony-simplifying phone installations and providing easier network 

traffic administration and troubleshooting. 

Multicast VLAN Registration (MVR) is designed for applications that use wide-scale deployment of multicast traffic 

across an Ethernet -ring-based service provider network (for example, the broadcast of multi pie television channels 

over a servlce-provider network). MVR allows a subscrlber on a port to subscribe and unsubscribe to a multicast 

stream on the network-wide multicast VLAN. 

Network Management 

Cisco CMS Software is Web-based and embedded in Cisco Catalyst 3550, 2950, 3500 XL, 2900 XL, and 2900 LRE 

XL series switches. Through Cisco switch clustering technology, users can access Cisco CMS Software with any 

standard Web browser to manage up to 16 ofthese switches at once, regardless oftheir geographic proximity-with 

the option of using a single IP address for the entire cluster if desired. With the addition of the Cisco Catalyst 3550 

SerieS switches, Cisco CMS Software can now extend beyond routed boundaries for even more flexibility in 

managing a Cisco cluster. 
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ftware provides an integrated management interface for delivering intelligent services. such as 

multilayer switching, QoS. multicast, and security ACLs. Cisco CMS Software allows administrators to take 

advantage o f benefits formerly reserved for only the most advanced networks without having to learn the 

command-line Interface (CLI) or even the details of the technology. 

The new Cuide Mode In Cisco CMS Software leads the user step-by-step thrm~gh the configuration of advanced 

features and provides enhanced online help for context-sensitive assistance. h:úi'aditid'n, Cisco AVVID (Architecture 

for Voice, Video and Integrated Data) wizards provide automated configuration of the switch to optimally support 

video streaming or videoconferencing, voice over IP (VoiP). and mission-critical applications. These wizards can save 

hours of time for network administrators, elimina te human errors, and help ensure that the configuration of the 

switch is optimized for these applications. 

Cisco CMS Software supports standards-based connectivity options such as Ethernet, Fast Ethernet. Fast 

EtherChannel, Gigabit Ethernet, and Gigabit EtherChannel connectivity. Because Cisco switch clustering technology 

is not limited to a single stack of switches , Cisco CMS Software expands the traditional cluster domain beyond 

single wiring closet and saves time and effort for network administrators. 

Cisco Catalyst 2950 Series switches can be configured either as command or member switches in a Cisco switch 

cluster. Cisco CMS Software also allows the network administrator to designate a standby or redundant command 

switch, which takes the commander duties should the primary command switch fail. Other features include the 

ability to configure multiple ports and switches simultaneously, to perform software updates across the entire cluster 

at once, and to clone configurations to other clustered switches for rapid network deployment. Bandwidth graphs 

and link reports provide useful dlagnostic information, and the topology map gives network administrators a quick 

view of the network status. 

In addition to Cisco CMS Software, Cisco Catalyst 2950 Series switches provide extenslve management tools using 

SNMP network management platforms such as CiscoWorks for switched intemetworks. 

Cisco Catalyst 2950 Series switches deliver a comprehensive set of management tools to provide the required 

visibility and control in the network (Figure 1). Managed with CiscoWorks. Cisco Catalyst switches can be 

configured and managed to deliver end-to-end device, VLAN, traffic, and policy management. Coupled with 

CiscoWorks, Cisco Resource Manager Essentials, a Web-based management tool , offers automated inventory 

collection, software deployment, easy tracking ofnetwork changes, vlews lnto device availability, and quick isolation 

of error conditions. 

Figure 1 o 
Cisco Catalyst 2950 Series Switches 
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Product Features and Benefits 

Table 1 lists the features and benefits of the Cisco Catalyst 2950 Series switches. 

Table 1 Features and Benefits 

Feature Benefit 

Avai lability 

Superior redundancy 
for fault backup 

lntegrated Cisco lOS 
Software features for 
bandwidth 
optimization 

IEEE 802.10 Spanning-Tree Protocol support for redundant backbone connections and 
loop-free networks simplifies network configuration and improves fault tolerance. 

Support for Cisco Spanning-Tree Protocol enhancements such as Uplinkfast. 
Backbonefast, and Portfast technologies ensure quick failover recovery, enhancing 
overall network stability and availability. 

IEEE 802.1w Rapid Spanning-Tree Protocol (RSTP) provides rapid convergence of the 
spanning tree independent of spanning-tree timers. 

Cisco CrossStack Uplinkfast technology extends Uplinkfast to a stack to ensure quick 
failover recovery, enhancing network stability and availability. 

Support for the optional 300-watt or 675-watt redundant Cisco AC power system provides 
a backup power source for up to 4 or 6 units, respectively, for improved fault tolerance 
and network uptime. 

Redundant stacking connections provide support for a redundant loopback connection for 
top and bottom switches in an independent stack backplane cascaded configuration. 

Command switch redundancy enabled in Cisco CMS Software allows customers to 
designate a backup command switch that takes over cluster management functions if the 
primary command switch fails. 

Unidirectional link detection (UDLD) and aggressive UDLD features detect and disable 
unidirectional links on fiber-~;>ptic interfaces caused by incorrect fiber-optic wiring or port 
faults. 

Bandwidth ag2regation of up to 4 Gbps (2 ports full duplex) through Cisco Gigabit 
EtherChannel technology and up to 16 Gbps (8 ports full duplex) through Fast 
EtherChannel technology enhances fault tolerance and offers higher-speed aggregated 
bandwidth between switches, to routers and individual servers. Port Aggregation Protocol 
(PAgP) is available to simpli!y.configuration. 

Per-port broadcast, multicast, and unicast storm contrai prevents faulty end stations from 
degrading overall systems ~rformance. 

PVST + allows for Layer 2 load sharing on redundant links to efficiently use the extra 
capacity inherent in a redundant design. 

IEEE 802.1s Multiple Spanning-Tree Protocol (MSTP) allows a spanning tree instance per 
VLAN, enabling Layer 2 load sharing on redundant links. 

VLAN Trunking Protocol (VTP) pruning limits bandwidth consumption on VTP trunks by 
flooding broadcast traffic only on trunk links required to reach the destination devices. 
Dynamic Trunking Protocol (DTP) enables dynamic trunk configuration across ali ports in 
the switch. 

IGMP snooping provides for fast clientjoins and leaves of multicast streams and limits 
bandwidth-intensive video traffic to only the requestors. MVR. IGMP filtering, fastjoin, 
and immediate leave are available as enhancements. 

MVR continuously sends multicast streams in a multicast VLAN while isolating the 
streams from subscriber VLANs for bandwidth and sec.urity reasons. 

Supports additional frame formats: Ethernet 11 (tagged and untagged), 802 .3 (sequence 
number protection [SNAP) encapsulated tagged and untagged frames) 
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Feature Benefit 

Security 

Network-wide 
security features 

Filtering of incoming traffic flows based on layer 2-4 ACPs prevents unauthorized data flows. 

- The following l ayer 2 ACPs (ar a combination) can be used for security classification of 
incoming packets: source MAC address, destination M_~C add.r:ess, and 16-bit Ethertype. 

- The following layer 3 and layer 4 fields (ar a combin'atiqn) cán be used for security 
classification of incoming packets: source IP ad dress, destination IP address, TCP source ar 
destination port number, UDP source, or destination port number. ACls can also be applied 
to filter based on DSCP values. 

- Time-based ACls allow configuration of differentiated services based on time periods. 

A private VLAN edge provides security and isolation between ports on a switch, helping to 
ensure that voice traffic travels directly from its entry point to the aggregation device through 
a virtual path and that it cannot be directed to a different port. 

Support for the 802.1 x standard allows users to be authenticated, regardless of which LAN 
port they are accessing, and provides uni que benefits to customers w ho have a large base r--.. 
mobile (wireless) users accessing the network . 

. 802 .1x with VLAN assignment allows a dynamic VLAN assignment for a specific user, .., 
regardless of where the user is connected . 

. 802.1x with an ACL assignment allows for specific security policies based on a user, 
regardless of where the user is connected . 

. 802.1 x with Voice VLAN gives an IP phone access to the Voice VLA N regardless of the 
authorized or unauthorized state of the port. 

802.1 x with port security enables authenticating the port and managing network access for ali 
MAC addresses, including that of the client. 

SSH and SNMPv3 provides network security by encrypting administrator traffic during Telnet 
and SNMP sessions. SSH and the crypto version of SNMPv3 require a special crypto software 
image dueto U.S. export restrictions. 

Port Security secures the access to a port based on the MAC address of a user 's device. The 
aging feature removes the MAC address from the switch after a specific timeframe to allow 
another device to connect to the same port. 

MAC Address Notification allows administrators to be notified of new users added ar 
removed from the network. 

Spanning-tree root guard (STRG) prevents edge devices not in the network administrator's 
contrai from becoming Spanning-Tree Protocol root nades. 

The Spanning-Tree Protocol Portfast/bridge protocol data unit (BPDU) guard feature disables 
access ports with Spanning-Tree Protocol Portfast-enabled upon reception of a BPDU, and 
increases network reliability, manageability, and security. 

Multilevel security on console access prevents unauthorized users from altering the switr 
configuration. V 
TACACS+ and RADIUS authentication enables centralized contrai of the switch and restricts 
unauthorized users from altering the configuration. 

The user-selectable address-learning mode si m plifies configuration and enhances security. 

Trusted Boundary provides the ability to trust the QoS priority settings if an IP phone is 
present and to disable the trust setting in the event that the IP phone is removed, preventing a 
rogue user from overriding prioritization policies in the network. 

IGMP Filtering provides multicast authentication by filtering out nonsubscribers and limiting 
the number of concurrent multicast streams available per port. 

Support for dynamic VLAN assignment through implementation of the VLAN Membership 
Policy Server (VMPS) client function provides flexibility in assigning ports to VLANs. Dynamic 
VLAN enables fast assignment of IP addresses. 

Cisco CMS Software security wizards ease the deployment of security features for restricting 
user access to a server, a portion of the network, or the entire network. 

Ci sco Systems. Inc. 
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Feature Benefit 

QoS 

Overview . The switches support the aggregate QoS model by enabling classification, policing/ 
metering, and marking functions on a per-port basi~at ingress and the queuing/ 
scheduling function at egress. .i 

. The switches support configuring QoS ACPs on ali ports to ensure proper policing and 
marking on a per-packet basis using ACPs. Up to 4 ACPs per switch are supported in 
configuring either QoS ACPs or security filters. . Auto-QoS greatly simplifies the configuration of QoS in VoiP networks by issuing 
interface and global switch commands that allow the detection of Cisco IP phones, the 
classification of traffic, and egress queue configuration. 

Qos classification . The switches support QoS classification of incoming packets for QoS flows based on 
support at ingress Layer 2-4 fields. . The following Layer 2 fields (ora combination) can be used for classifying incoming 

packets to define QoS flows: source MAC address, destination MAC address, and 16-bit 
Ethertype. 

. The switches support identification of traffic based on Layer 3 type of service (ToS) field 
and DSCP values. 

• The following Layer 3 and 4 fields (or a combination) can be used to classify incoming 
packets to define QoS flows: source IP address, destination IP address, TCP source or 
destination port number, and UDP source or destination port number. 

Qos metering/ . Support for metering/policing of incoming packets restricts incoming traffic flows to a 
policing at ingress certain rate. . The switches support up to 6 policers per Fast Ethernet port, and 60 policers on a Gigabit 

Ethernet port. 

The switches offer granularity of traffic flows at 1 Mbps on Fast Ethernet ports, and 
8 Mbps on Gigabit Ethernet ports. 

Qos marking at . The switches support marking/remarking packets based on state of policerslmeters. 
ingress The switches support marking/remarking based on the following mappings: from DSCP to 

802.1 p, and from 802.1 p to DSCP. . The switches support 14 widely used DSCP values . 

The switches support classifying or reclassifying packets based on default DSCP per port. 
They also support classification based on DSCP values in the ACL. 

D t 

. The switches support classifying or reclassifying frames based on the default 802.1 p value 
per port. . The switches support 802.1 p override at ingress. 

QoS scheduling . 4 queues per egress portare supported in hardware . 
support at egress • The WRR queuing algorithm ensures that low-priority queues are not starved. 

• Strict-priority queue configuration via Strict Priority Scheduling ensures that 
time-sensitive applications such as voice always follow an expedited path through the 
switch fabric. 

Soph isticated traffic The switch supports up to 6 policers per Fast Ethernet port and up to 60 policers on a 
management Gigabit Ethernet port. 

. The switch offers granularity of traffic flows at 1 Mbps on Fast Ethernet ports and 8 Mbps 
on Gigabit Ethernet ports. 

. The switch offers the ability to limit data flows based on MAC.source/destination address, 
IP source/destination address, TCP/UDP port numbers, or any combination of these fields . 

The switch offers the ability to manage data flows asynchronously upstream and 
downstream from the end station or on the uplink. 
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Management 

Superior 
manageability 

Management 

An embedded Remote Monitoring (RMON) software agent supports 4 RMON groups (l1istory, 
statistics, alarms, and events) for enhanced traffic m anagement, IT]pnitoring , and analysis. 

The switch supports ali 9 RMON groups through the use o+ a Cisco Switch Probe® Analyzer 
(Switched Port Analyzer [SPAN]) port, permitting traffic monitoring of a single port, a group o f 
ports, or the entire switch from a s ingle network ana lyzer or RMON probe. 

A SPAN port monitors traffic of a single port from a single network analyzer or RMON probe. 

Remote Switch Port Analyzer (RSPAN) allows network administrators to locally monitor ports in a 
Layer 2 switch network from any other switch in the same network. 

The Doma in Name System (DNS) provides IP address resolution with user-defined device nam es. 

Trivial File Transfer Protocol (TFTP) reduces the cost of administering softw are upgrades by 
downloading from a centralized location . 

Network Timing Protocol (NTP) provides an accurate and consistent timestamp to ali switche~ 
within the intranet. 

Layer 2 Traceroute eases troubleshooting by identify ing the phys ical path that a packet takes 
from the source device to a destination device. 

Crash lnformation Support enables a switch to generate a crash file for improved 
troubleshooting. 

Show-interface-capabilities provides information on configuration capabi lities of any interface. 

The RTTMON [EXPAND?] Management lnformation Base (MIB) allows users to monitor network 
performance between a Cisco Catalyst switch and a remote device. 

Multifunction LEDs per port for port status, half-duplex/full-duplex, 10BASE-T/100BASE-TX/ 
1000BASE-T indication, as well as switch-level status LEDs for system, redundant power supply, 
and bandwidth utilization, provide a comprehensive and convenient visual management system . 

o 
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Feature Benefit 

Cisco CMS 
Software 

Support for 
CiscoWorks 

Management 

Cisco CMS Software allows the user to manage up to 16 interconnected Cisco Catalyst 3550, 
2950, 3500 XL, 2900 XL. and 2900 LRE XL series switches without the limitation of being 
physically located in the same wiring closet, and with the Ql;!tion of using a single IP address for 
the entire cluster if desired. Full backward compatibility helps enstire that any combination of the 
above switches can be managed with a Cisco Catalyst 2950 Series switch. 

Cisco AVVID wizards usejust a few user inputs to automatically configure the switch to optimally 
handle different types of traffic-voice, vídeo, multicast, or high-priority data . 

A security wizard is provided to restrict unauthorized access to servers and networks, and to 
restrict certa in appl ications on the network. 

One-click software upgrades can be performed across the entire cluster simultaneously, and 
configuration cloning enables rapid deployment of networks. 

Cisco CMS Software has been extended to include multilayer feature configurations such as 
ACPs and QoS parameters. 

Cisco CMS Software Guide Mode assists users in the configuration of powerful advanced 
features by providing step-by-step instructions. 

Cisco CMS Software provides enhanced online help for context-sensitive assistance. 

An easy-to-use graphical interface provides both a topology map and a front-panel view of the 
cluster. 

Multidevice and multiport configuration capabilities allow network administrators to save time 
by configuring features across multi pie switches and ports simultaneously. 

• Ability to launch the Web-based management for a Cisco Aironet® Wireless Access Point by 
simply clicking on its icon in the topology map. 

A user-personal ized interface allows users to modify polling intervals, table views, and other 
senings within Cisco CMS Software and to reta in these senings the next time they use the 
software. 

Alarm notification provides automated e-mail notification of network errors and alarm 
thresholds. 

Manageable through CiscoWorks network management software on a per-port and per-switch 
basis provides a common management interface for Cisco routers, switches, and hubs. 

SNMP v1, v2, and v3 (non-crypto) and Telnet interface support delivers comprehensive in-band 
management, and a CLI-based management console provides detailed out-of-band 
management. 

Cisco Discovery Protocol Versions 1 and 2 enable a CiscoWorks network management station to 
automatically discover the switch in a network topology. 

Supported by the CiscoWorks LAN Management Solution. 
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and ease of 
deployment 

GBIC delivers a hardware-based, independent stacking bus with up to a 
2-Gbps forwarding rate in a point-to-point configuration, or 1 Gbps of forward ing bandwidth 
when daisy-chained [OKAY TERM?) with up to 9 switches . 

Autoconfiguration eases the deployment of switches in the network by automatically configuring 
multiple switches across a network via a boot [P?) server. -' - -

Auto-QoS greatly simplifies the configuration of QoS in VoiP rietworks by issuing interface and 
global switch commands that allow the detection of Cisco IP phones, the classification of traffic, 
and egress queue configuration . 

Autosensing on each non-GBIC port detects the speed of the attached device and automatically 
configures the port for 10-, 100-, or 1000-Mbps operation, easing the deployment of the switch in 
mixed 10, 100, and 1000BASE-T environments. 

Autonegotiating on ali ports automatically selects half- or full -duplex transmission mode to 
optimize bandwidth. 

Cisco VTP supports dynamic VLANs and dynamic trunk configuration across ali switches. 

Voice VLAN simplifies telephony installations by keeping voice traffic on a separate VLAN for 
easier network administration and troubleshooting. 

DTP enables dynamic trunk configuration across ali ports in a switch . 

PAgP automates the creation of Cisco Fast EtherChannel or Gigabit EtherChannel groups, 
enabling linking to another switch, router, or server. 

Link Aggregation Control Protocol (LACP) allows the creation of Ethernet channeling with devices 
that conform to IEEE 802.3ad. This is similar to Cisco EtherChannel and PAgP. 

IEEE 802.3z-compliant 1000BASE-SX, 1000BASE-LX/LH, 1000BASE-ZX, and 1000BASE-T physical 
interface support through a field-replaceable GBIC module provides customers unprecedented 
flexibility in switch deployment. 

The default configuration stored in Flash memory ensures that the switch can be quickly 
connected to the network and can pass traffic with minimal user intervent ion. 

The switches support nonstandard Ethernet frame sizes (mini-giants) up to 1542 bytes 
(configurations with GBIC ports only) . 

Cisco Systems. Inc . 
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Product Specifications 

Feature Description 

Perforn1ance 

Management 

• 13.6-Gbps switching fabric 

• Cisco Catalyst 2950G-48: 13.6 Gbps maximum forw:&rding. .bandwidth 

• Cisco Catalyst 2950G-24: 8.8 Gbps maximum foniVarding bandwidth 

• Cisco Catalyst 2950G-24-DC: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-12: 6.4 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950T-24: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950C-24: 5.2 Gbps maximum forwarding bandwidth (Forwarding rates 
based on 64-byte packets) 

• Cisco Catalyst 2950G-48: 10.1-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24-DC: 6.6-Mpps w ire-speed forwarding rate 

• Cisco Catalyst 2950G-12: 4.8-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950T-24: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950C-24: 3.9-Mpps wire-speed forwarding rate 

• 8 MB memory architecture shared by ali ports 

• Up to 16MB SDRAM and 8MB Flash memory 

• Configurable up to 8000 MAC addresses 

• Configurable maximum transmission unit (MTU) of up to 1530 bytes (Cisco Catalyst 
2950G switches only) 

• [CISCO?) BRIDGE-MIB 

• CISCO-BULK-FILE-MIB 

• CISC0-2900-MIB 

• CISCO-CDP-MIB 

• CISCO-CLASS-BASED-QOS-MIB 

• CISCO-CLUSTER-MIB 

• CISCO-CONFIG-COPY-MIB 

• CISCO-CONFIG-MAN-MIB 

• CISCO-ENVMON-MIB 

• CISCO-FLASH-MIB 

• CISCO-FT~CLIENT-MIB 

• CISCO-IMAGE-MIB 

• CISCO-IPMROUTE-MIB 

• CISCO-MAC-NOTIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB 

• CISCO-PAGP-MIB 

• CISCO-PING-MIB 

• CISCO-PROCESS-MIB 

• CISCO-PRODUCTS-MIB 

• CISCO-RTTMON-MIB 

• CISCO-SMI 

• CISCO-STACKMAKER-MIB 

• CISCO-ST~EXTENSIONS-MIB 

• CISCO-SYSLOG-MIB 

• CISCO-TC 

• CISCO-TCP-MIB 
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Management 

Standards 

• CISCO-VLAN-MEMBERSHIP-MIB 

• CISCO-VTP-MIB 

ENTITY-MIB 

• IANAifType-MIB 

• IF-MIB (RFC 1573) 

• OLD-CISCO-CHASSIS-MIB 

• OLD-CISCO-CPU-MIB 

• OLD-CISCO-INTERFACES-MIB 

• OLD-CISCO-IP-MIB 

• OLD-CISCO-MEMORY-MIB 

• OLD-CISCO-SYSTEM-MIB 

• OLD-CISCO-TCP-MIB 

• OLD-CISCO-TS-MIB 

• RFC1213-MIB (MIB-11) 

• RFC1398-MIB (ETHERNET-MIB) 

• RMON-MIB (RFC 1757) 

• RS-232-MIB 

• SNMPv2-MIB 

• SNMPv2-SMI 

• SNMPv2-TC 

• TCP-MIB 

UDP-MIB 

IEEE 802.1x support 

IEEE 802.1w 

IEEE 802.1s 

IEEE 802.3x full duplex on 10BASE-T. 100BASE-TX, and 1000BASE-T ports 

IEEE 802.1 O Spanning-Tree Protocol 

IEEE 802.1 p CoS prioritization 

IEEE 802.10 VLAN 

• IEEE 802.3 10BASE-T specification 

• IEEE 802.3u 100BASE-TX specification 

• IEEE 802.3ab 1000BASE-T specification 

• IEEE 802.3ad 

IEEE 802,3z 1000BASE-X specification 

1000BASE-X (GBIC) 

1000BASE-T (GBIC) 

1000BASE-SX 

1000BASE-LX/LH 

1000BASE-ZX 

1000BASE-CWDM GBIC 1470 nm 

1000BASE-CWDM GBIC 1490 nm 

1000BASE-CWDM GBIC 1510 nm 

1000BASE-CWDM GBIC 1530 nm 

1000BASE-CWDM GBIC 1550 nm 

1000BASE-CWDM GBIC 1570 nm 

1000BASE-CWDM GBIC 1590 nm 

1000BASE-CWDM GBIC 1610 nm 
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Feature Description 

Standards 

Y2K 

Connectors and 
cabling 

MT-RJ patch cables 
for Cisco Catalyst 
2950C-24 Switch 

Power connectors 

• RMON I and 11 standards 

• SNMPv1, v2c, and v3 (planned future support for v3) 

• Y2K compliant 

108ASE-T ports: RJ-45 connectors; two-pair Category 3, 4, or 5 unshielded twisted-pair 
(UTP) cabling 

• 1008ASE-TX ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 10008ASE-T ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 1008ASE-FX ports: MT-RJ connectors, 50/125 or 62.5/125 micron multimode fiber-optic 
cabling 

• 1000BASE-T. 1000BASE-SX, "LX/LH, -ZX GBIC-based ports: SC fiber connectors, 
single-mode or multimode fiber 

• Cisco GigaStack G81C ports: copper-based Cisco GigaStack cabling 

• Management console port: 8-pin RJ-45 connector, RJ-45-to-RJ-45 rollover cable with 
RJ-45-to-089 adapter for PC connections; for terminal connections, use RJ-45-to-0825 
female data-terminal-equipment (DTE) adapter (can be ordered separately from Cisco, 
part number ACS-DS8UASYN=) 

Type of cab/e, Cisco part number 

• 1-meter, MT-RJ-to-SC multimode cable, CAB-MTRJ-SC-MM-1 M 

• 3-meter, MT-RJ-to-SC multimode cable, CAB-MTRJ-SC-MM-3M 

• 5-meter, MT-RJ-to-SC multimode cable, CAB-MTRJ-SC-MM-5M 

• 1-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-1 M 

• 3-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-3M 

• 5-meter, MT-RJ-to-ST multimode cable, CAB-MTRJ-ST-MM-5M 

Customers can provi de power to a switch by using either the internai power supply or the 
Cisco RPS 300. The connectors are located at the back of the switch. 

Internai power supply connector 

• The internai power supply is an autorang ing unit. 

The internai power supply supports input voltages between 100 and 240 VAC. 

• The supplied AC power cord should be used to connect the AC power connector to an AC 
power outlet. 

Cisco RPS 675 Connector 

• The connector offers connection for an optional Cisco RPS 675 that uses AC input and 
supplies OC output to the switch. 

The connector offers a 675-watt redundam power system that can support six externai 
network devices and provides power to one failed device ata time. 

• The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic . 

• Attach only the Cisco RPS 675 (model PWR675-AC-RPS-NI=) to the RPS receptacle with 
this connector. 

Cisco RPS 300 Connector 

The connector offers connection for an optional Cisco RPS 300 that uses AC input and 
supplies OC output to the switch. 

The connector offers a 300-watt redundam power system that can support six externai 
network devices and provides power to one failed device ata time. 

• The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, prevent ing loss of network traffic. 

Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS receptacle with 
this connector. 
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Feature Description 

lndicators Per-port status LEDs: link integrity, disabled, activity, speed, and fu ll-duplex indications. 

System status LEDs: system, RPS, and bandw idth utilization indications. 

Dimensions . 1.72 x 17.5 x 9.52 in . (4.36 x 44.5 x 24.18 em) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, 
(H X w X O) and 2950G-24) ---and weight 1. 72 x 17.5 x 13 in. (4.36 x 44.5 x 33.02 em) (Cisco Catalxst 2950G-48) 

. 1.0 rack-unit (RU) high 

6.5 lb (3.0 kg) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

10 lb (4 .5 kg) (Cisco Catalyst 2950G-48) 

Environmental Operating temperature: 32 to 113 F (O to 45 C) 
ranges . Storage temperature: -13 to 158 F (-25 to 70 C) . Operating relative humidity: 10 to 85 percent (noncondensing) 

. Operatirig altitude: Up to 10,000 ft (3000 m) 

. Storage altitude: Up to 15,000 ft (4500 m) ) . Not intended for use on top of desktops ar in open office environments ~ 

Power requirements . Power consumption: 30W maximum, 102 BTUs per hour 
(Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

. Power consumption: 45W maximum, 154 BTUs per hour (Cisco Catalyst 2950G-48) 

. AC input·voltage/frequency: 100 to 127/200 to 240 VAC (autoranging); 50 to 60Hz 

. DC input voltages for Cisco RPS 300: +12V@ 4.5A 

Acoustic noise ISO 7770, bystander position-operating to an ambient temperature of 30 C: 

- WS-C2950-24, WS-C2950-12, WS-C2950C-24, WS-C2950T-24: 46 d Ba 

- WS-C2950G-12, WS-C2950G-24: 46 dBa 

- WS-C2950G-48: 48 dBa 

Predicted mean time . 482,776 hours (Cisco Catalyst 2950G-12) 
between failure 468,884 hours (Cisco Catalyst 2950G-24) 
(MTBF) . 479,086 hours (Cisco Catalyst 2950G-24-DC) . 159,026 hours (Cisco Catalyst 2950G-48) 

. 297,144 hours (Cisco Catalyst 2950T-24) 

. 268,292 hours (Cisco Catalyst 2950C-24) 

Fiber-port Fiber-port power leveis: 
specifications for . Optical transmitter wavelength: 1300 nm c Cisco Catalyst Optical receiver sensibility: -14 dBm2 
2950C-24 Switch 

Optical transmitter power: -19 to -14 dBm 

Transmit: -19 to -14 dBm 
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Feature Descriplion 

Regulatory Agency Approvals 

Safety certifications . UL 1950/CSA 22.2 No. 950 

IEC 950-EN 60950 -
AS/NZS 3260, TS001 

-- .. . 
~ . CE Marking 

Electromagnetic emissions FCC Part 15 Class A 
certifications . EN 55022: 1998 Class A {CISPR22 Class A) 

EN 55024: 1998 (CISPR24) 

VCCI Class A . AS/NZS 3548 Class A 
. CE Marking . CNS 13438 

BSMI ClassA . MIC 

Network Equipment Building . Bellcore 
Standards (NEBS) {For GR-1089-CORE 
WS-C2950G-24-EI-DC only) GR-63-CORE . SR-3580 Levei 3 

Warranty . Limited lifetime warranty 

Service and Support 

The services and support programs descrlbed in Table 2 are available as part of the Cisco Desktop Switching Service 

and Support solution, and are available directly from Cisco and through resellers. 

Table 2 Service and Support Programs 

Service and Supporl Features Benefils 

Advanced Services 

Tot.allmplement.ation Solutions . Project management . Supplements existing staff 

{T/5)-available direct from Cisco Site survey and configuration . Ensures that functions meet 
Packaged T/S--available through deployment customer needs 
resellers . lnstallation, text, and cutover Mitigates risk . Training 

Major moves, adds, and changes 

Design review and product staging 

Technical Support Services 

Cisco SMARTnet® and Cisco . 24x7 access to software updates . Enables proactive or expedited 
SMARTnet Onsite . Web access to technical repositories issue resolution 
services--available direct from . Telephone support through the Cisco . Lowers cost of ownership by 
Cisco Technical Assistance Center (TAC) using Cisco expertise and 
Packaged Cisco SMARTnet Advance replacement of hardware parts knowledge 
service-available through Minimizes network downtime 
resellers 
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WS-C2950G-24-EI 

WS-C2950G-24-EI-DC 

WS-C2950G· 1 2-EI 

WS-C2950T-24 

WS-C2950C-24 

WS-C2950ST-24-LRE 

WS-C2950ST-8-LRE 

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose. CA 95134-1706 
USA 
www.cisco.com 
Te!: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

For More lnformation 

• United States and Canada: 800 553-NETS (6387) 

Cisco El Software image installed 

24 101100 ports and 2 1000BASE-X ports 

Cisco El Software image installed 

24 101100 ports and 2 1000BASE·X 
ports; DC power 

Cisco El Software image installed 

12 101100 ports and 2 1000BASE-X ports 

Cisco El Software image installed 

24 101100 ports and 2 1000BASE-T ports 

Cisco El Software image installed 

24 101100 ports and 2 100BASE-FX ports 

Cisco El Software image installed 

24 LRE ports, 2 fixed 10/100/1000BASE-T 
ports, and 2 SFP ports 

Cisco El Software image installed 

8 LRE ports, 2 fixed 10/100/1000BASE-T 
ports, and 2 SFP ports 

Cisco El Software image installed 

• Europe: 32 2 778 4242 

• Australia: 612 9935 4107 

• Other: 408 526-7209 

llltp://www.ciscu.cu lll 

CISCO SYSTEMS -® 
European Headquarters 
Cisco Systems International 8V 
Haarlerbergpark 
Haarlerbergweg 13-19 
I I O I CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
l 70 West Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

·As ia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-0 I to #29-0 I 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers , and fax numbers are listed on the 

Cisco Web site at www.cisco.com/go/offic e s 

o 

Argentina • Australia • Austria • 8elgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colomb ia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai. UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • l ndia • lndonesia • lreland 
Israel • Italy • japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portuga l • Puerto Rico • Romania • Russia • Saudi Arabia Scotland • Singapore • Slovakia • Slovenia • South Africa • Spain • Sweden 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Ven ezuela • Vietnam • Zimbabwe 
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CiscoWorks LAN Management Solution 2.2 lntroduction 

o 

CiscoWorks LAN Management Solution 

(LMS) provides a robust set o f applications 

for maintaining, monitoring, and 

troubleshooting a broad range o f devices in 

an end-to-end Cisco AVVID (Architecture 

for Voice, Vídeo and Integrated Data) 

network. Built upon popular Internet-based 

standards, CiscoWorks LMS enables 

network operators to more efficiently and 

effectively manage the network through a 

simplified browser-based interface that can 

be accessed anytime from anywhere within 

the network. Taking advantage of a 

Web-based client/server architecture, 

CiscoWorks LMS can be easily integrated 

with other popular network management 

systems or other third-party management 

solutions running in the network. 

CiscoWorks LMS provides a solid 

foundation of basic and advanced 

management applications that complement 

CiscoWorks products. Other CiscoWorks 

products include the CiscoWorks Routed 

WAN Management (RWAN) Solution, 

which addresses the needs ofthe WAN with 

response time and access list ·management. 

The IP Telephony Environment Monitor 

(ITEM) ensures the readiness and 

manageability of converged networks that 

support voice over IP (VoiP) and IP 

telephony traffic and applications. The 

Cisco VPN/Security Management Solution 

(VMS) provides an integrated set of Web 

·' 
applications with features that assist in the 

deployment and monitoring ofvirtual 

private network (VPN) and security 

devices. Together, CiscoWorks products 

offer leading-edge solutions for improving 

the accuracy and efficiency o f your 

operations staff, increasing overall 

availability o f your network through 

proactive planning and maximizing 

network security. 

The Changing Campus LAN 

A key part of the business infrastructure, 

today's LANs are criticai systems. The 

management of Iocal-area networks has 

evolved from being device centric, to now 

focusing on managing the convergence of 

both data and voice traffic over a common 

infrastructure. As a result, it has become 

increasingly important to isolate, 

troubleshoot, and monitor network devices 

so that connections and services are always 

available. CiscoWorks LMS delivers 

advanced discovery technologies, port 

assignment tools, sophisticated connectivity 

analysis, configuration management tools, 

and device and network diagnostic 

capabilities (including fault management 

and Remate Monitoring [RMON] traffic 

monitoring) to help manage the 

complexities of a converged network. 
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A Comprehensive Solution 

CiscoWorks LMS combines applications and tools for configuring, monitoring, and troubleshooting the campus 

network. Designed to address the networks powered by Cisco today, it also provides a flexible framework to address 

the device management needs o f networks converging voice, video, and data; networks being protected with Cisco 

SAFE Blueprint for network security technologies; and networks designed for conten! migration. 

' • • 

Real-Time • 
Monilor 

RMON Traffic 
Monitoring and 
Troubleshooting 

··~ ••• •• • 
• 

...... 

Campus Manager ~ 
Topology Services, 
Path Analysis. & 

User Tracking 

The CiscoWorks LMS consists of operationally focused tools. These tools include fault management, scalable 

topology views, sophisticated configuration, Layer 2/3 path analysis, voice-supported path trace, traffic monitoring, 

end-station tracking workflow application servers management, and device troubleshooting capabilities. 

CiscoWorks LMS is built on the CiscoWorks common services foundation . This design facilitates operations 

workflow between applications by linking data collection, monitoring, and analysis tools-all from a single desktop 

application . For example, a user complaint of slow response time o r a poor IP phone connection can be quickly 

diagnosed using CiscoWorks LMS Layer 2 path tools that automatically acquire user path information stored in one 

data base, and highlight devices on a topology map. Additionally, switch or router configurations can then be quickly 

examined, or RMON traffic data can be reviewed to detect anomalies or the need for changes. Those actions may 

draw information from one or more applications. 

CiscoWorks LMS uses Internet standards to tie together best-of-breed tools and to take advantage of their 

capabilities through data and task integration standards. Using the common information model (CIM) and 

Extensible Markup Language (XML), the industry standards for data-sharing CiscoWorks LMS offers a means of 

extracting data and using it with popular network management platform products. With the CiscoWorks LMS, Cisco 

offers a complete family of dedicated hardware Cisco Catalyst® network analysis modules (NAMs) . Cisco Catalyst 

NAMs provide increased visibility into switched LAN environments comprising 10/100 and Gigabit Ethernet links 

for comprehensive , end-to-end, seven-layer monitoring of network infrastructures. 
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Solution Components 

The following applications are included in CiscoWorks LMS: 

• CiscoWorks Campus Manager-CiscoWorks Campus Manager is a suite ofWeb-based applications designed for 

managing networks powered by Cisco switches. These include Layer 2 device and connectivity discovery, 

workflow application server discovery and management, detailed topology viewk_virtu!ll LAN/LAN Emulation 

(VLAN/LANE) and ATM configuration, end-station tracking, Layer2/3 path a~alysis tools, and IP phone user 

and path information. 

• CiscoWorks Device Fault Manager-CiscoWorks Device Fault Manager provides real-time fault analysis for 

Cisco devices. lt generates "intelligent Cisco traps" through a variety of data collection and analysis techniques. 

These can be locally displayed, e-mailed, or forwarded to other popular event management systems. 

• nGenius Real-Time Monitor-The nGenius Real-Time Monitor is a Web-enabled multiuser traffic management 

tool set that provides access to network-wide, real-time RMON information for monitoring, troubleshooting, 

and maintaining network availability. lts applications graphically report and analyze device, link, and port levei 

RMON collected traffic data from RMON-enabled Cisco Catalyst switches and internai network analysis 

module. 

• CiscoWorks Resource Manager Essentials (RME)-CiscoWorks RME provides the tools needed to manage Cisco 

devices. It includes inventory and device change management, network configuration and software image 

management, network availability, and syslog analysis. 

• Cisco View-Cisco View is a Web-based tool that graphically provides real-time status o f Cisco devices. The tool 

can drill down to display monitoring information on interfaces and access configuration functions. 

• CiscoWorks Management Server-The CiscoWorks Management Server provides the common management 

desktop services and security across the CiscoWorks Family of solutions. lt also provides the foundation for 

integrating with other Cisco and third-party applications. 

Key Functions and Applications 

Table 1 gives key functions and applications of the CiscoWorks LMS. 

Table I CiscoWorks LAN Management Solution Key Application/Function 

Product Managémcnt lknéfit 

Offcrs intclligrnt. automatic discovcry CiscoWorks Campus Manager The Cisco Campus Manager Topology Services 
functionality discovers Cisco devices and calculates 
Layer 2 relationships to provide views o f lhe Cisco 
network by ATM domain, VTP 1 domain, LAN edge 
view, and a general Layer 2 view. 

o f Cisco dcvicrs to c reate topology 
vicws nf tlu.• nctwork 

Cin.· s topology status indications 

Contignn.· s , managcs. anct monitm·s 

VLAN' anel ATM scrvicrsi rll'twnrks 

CiscoWorks Campus Manager 

CiscoWorks Campus Manager 

The topology maps indicate the discovery and 
SNMP2 status ofCisco devices; these maps also are 
launching points for other CiscoWorks applications. 

CiscoWorks Campus Manager provides tools for 
creating, deleting, and editing VLANs; it provides 
ATM tools for displaying virtual circuits and for 
configuring SPVCs/SPVPs4 
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Table I CiscoWorks LAN Management Solution Key Application/Function 

Product Managcmcnt Bcncflt 

Discovcrs cnd stations and I I' phoncs CiscoWorks Campus Manager The Cisco Works Campus Manager User Tracking 
conncctcd to switch ports and identifics functionality correlates MAC5 address and IP 
use r locations based on uscr I() address to switc~~rt; in_!~gration with Microsoft's 

PDC and Novell 's NDS tree provides lhe use r lD for 
even more efficient user location and tracking. 

Traces Layer 2 and La~·cr 3 CiscoWorks Campus Manager The CiscoWorks Campus Manager Path Analysis 
connectivity hetwccn I\HJ poinls tool perforrns path analysis for Layer 2 and Layer 3 
(devices, servers, phoncs) in tht• devices using lhe device host name or IP address, and 
nctwork shows results on a map display, in a table display, or 

in a trace display. 

lntelligcntly ana lyzes faul! conditions CiscoWorks Device Fault Manager CiscoWorks Device Fault Manager automated fault 

( 
dt•signcd lo dc!ec! Jlroblcms lll'fore thcy detection recognizes common problems in networks 
hrcomc IH.•twnrk disruptions without forcing users to define their own rules sets, 

SNMP trap filters, or device polling intervals. 

lnterprc!s faul! l'Onditions at hoth lhe CiscoWorks Device Fault Manager With the characteristics o f over a I 00 Cisco routers 
dcvicc and VLAN leveis and switches predefined, new device support is easi ly 

added via Cisco.com. Cisco Device Fault Manager 
simplifies managing both Layer 2 and Layer 3 
environments. 

Collccts RI\10N/RMON2 statistics nGenius Real-Time Monitor nGenius Real-Time Monitor monitors LAN traffic 
from LAN switchcs, NAi\1s, and lcgacy for protocols, applications, and interfaces to apply 
Cisco Switch Probc® dcviccs appropriate filters, reducing costs and increasing 

performance. 

Prnvides for LAN troublcshooting a! nGenius Real-Time Monitor nGenius Real-Time Monitor helps resolve network 
nl'lwork and app lication packt•t leveis and application issues by providing total network 

visibility from the application layer down to the data 
link layer for virtually any topology that exists today. 

Oflcrs dehtiled softwan· and hardware Cisco RME Cisco RME provides accurate Cisco inventory 
inv<..·ntory rcporting baseline inforrnation, including memory, slots, 

software versions, and boot ROMs needed to make 
decisions about the network. 

Offcrs au!omatcd updatc cngincs for Cisco RME Cisco RME allows software and configuration 
dcvicc software and contiguration updates to be sent to selected devices on a scheduled 
changcs basis; it reduces time and errors ·involved in network o 

updates. 

Offers a consolida!cd !ronhlcshoolin:,: Cisco RME A wide collection o f switch and router analysis tools 
tonls dcvicr ccntcr is accessible from a single location; third-party 

applications can link to the device center. 

Offcrs ccnfnt lízccl changc auclit l oggi n ~ Cisco RME A comprehensive change-monitoring log records 
users and app lications that are aclive on the network . 

Oflers graphical dt•vict• manaJ!cmen! CiscoYiew Cisco View displays a browser representation o f 
Cisco router and switch devices, color-coded to 
indicate operational states, with access to 
configuration and monitoring tools. 
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Table I CiscoWorks LAN Management Solution Key Application/Function 

Product Managcmcnt Bcncfit 

Prnvidcs application acccss st•curity 

Offcrs third-pa rty int c~:ratinn tuuls 
(lntc~: ra tinn utility ) 

I. Virtual Trunking Protocol 
2. Simple Network Management Protocol 
3. Virtual LAN 

Cisco Works Server 

Cisco Works Management Serve r 

4. Soft permanent virtual c ircuits/soft permanent virtual paths 

5. Media Access Control 

Key Functions and Applications 

Deployment Options 

The Cisco Works desktop controls user access to 
applications, ensuring that only appropriate classes 
o f users can acce~ tools that change network 
parameters versÜsread-o'rily tools. 

The CiscoWorks Management Server simplifies lhe 
Web integration of third-party and other Cisco 
management tools. 

Consider the following when installing the CiscoWorks LAN Management Solution: 

• Ali applications do not have to be installed initially; applications not installed initially may be installed !ater. 

• Most applications require the CiscoWorks Management Server from the Common Services CD (formerly CD 

One), which must be installed first. 

• The CiscoWorks Campus Manager application depends on CiscoWorks RME, which is included as part ofthe 

CiscoWorks LAN Management Solution. 

Ali solutions can coexist on the same server if they support and opera te with the services of Common Services 2.2. 

However, network managers may want to consider such factors as the number of applications hosted, system 

resources, and number of devices to be managed in determining if ali ora subset of the solutions are installed on the 

same server. 

CiscoWorks solutions offer deployment flexibility. System administrators should use the guidelines given previously 

when planning the deployment of the various solution bundles. Some components within a solution require the 

CiscoWorks Management Server and must be installed on that machine. CiscoView and nGenius Real Time Monitor 

software can be set up on an independent serve r. The placement o f components is a function of performance 

requirements and the size o f the network. 

Server System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun UltraSPARClll (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Server) running Solaris 

2.8 (dual processar system required for hosting multi pie management solutions) 

• Memory: 1-GB RAM for workstations, 2-GB RAM for servers, 8-MB e-cache 

C isco Sys tems, Inc. 
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• Available disk: 40-GB internai FC-AL disk drive for workstation and dual drives of this type for server 

configurations 

Windows 

• System: IBM PC compatible with 550-MHz or higher Pentium III processar running Microsoft Windows 2000 

Advanced Server (with Terminal Services turned off), Server or Professional Editi6n with Service Pack 2 (dual 
.; 

processar system required for hosting multiple management solutions) 

• Memory: 1-GB RAM 

• Available disk: 40 GB with 2-GB swap recommended 

Note: These system requirements are based on managing 500 devices with CiscoWorks RWAN and LAN 

Management solutions loaded on a single server. Refer to the Installation documentation for more information on 

required operating system patches. 

Client Browser System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun Ultra 10 running Solaris Version 2. 7 or 2.8 

• System: HP9000 Series running HP-UX 11.0 

• System: IBM RS/6000 workstation running AIX 4.3.3 

• Memory: 256 MB 

Windows 

• System: IBM PC-compatible computer with 300-MHz or higher Pentium processar running Windows XP 

Professional, Windows 2000 (Advanced Server, Server or Professional) with Service Pack 3 

• Memory: 256 MB 

Note: Refer to the installation documentation for more information on required operating system patches. 

Web Browser 

UNIX 

• Solaris: Netscape v4 .76 

• HP-UX: Netscape v4.78, 4.79 

• AIX: Netscape v4 .78, 4.79 
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Windows 

• Windows 2000/XP: Netscape v4.78, 4.79 

• Windows 2000/XP: Internet Explorer v6.0.26 

Note: Refer to the lnstallation documentation for more 

information on required operating systems patches, browser 

plug-ins, or Java Virtual Machine OVM) versions. 

Service and Support 

Cisco Works products are covered by the Cisco Software Application 

Service (SAS) program. This service program offers customers 

contract-based 7 x 24 access to the Cisco Technical Assistance 

Center (TAC) , full Cisco.com privileges, and software maintenance 

updates. A Cisco SAS contract ensures that customers have easy 

access to the information and services needed to stay up-to-date 

with newly supported device packages, patches, and minar updates. 

For further information on service and support offerings, contact 

your local sales office. 

( 
c r ·- · 

Ordering Information 0. <3.2g., \ \ Avt The CiscoWorks LAN Management Solution includes àll the · _; 

necessary components needed for an independent install~ o~ a t.(_, 
Microsoft Windows or Sun Solaris Workstation!Server. The -....._ 

products within this solution can be combined with other 

CiscoWorks products if they support the same CiscoWorks 

Management Server version, operating environment, and system 

requirements. Contact your local Cisco representa tive for available 

white papers and documentation outlining best practices for 

implementing a CiscoWorks management solution architecture. 

To place an arder, contact your Cisco sales representative. 

Refer to the CiscoWorks LAN Man-ãgemerlt Solution individual 

product data sheets for more information on operating environment 

and system requirements. 

For More Information 

For more information on the CiscoWorks LAN Management 

Solution, visit http://www.cisco.com/en/US/partner/products/sw/ 

cscowork/ps2425/index.html. 

CiSCO SYSTEMS 
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Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 95 134- 1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4 100 

European Headquarters 
Cisco Systems lntemational BV 
Haarlerbergpark 
Haarl erbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 
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Cisco Sys tems, Inc. 
170 West Tasman Drive 
San Jose, CA 95 134- 1706 
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WWW.CISCO.COm 

Tel: +65 63 17 7777 
Fax: +65 6317 7799 
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Cisco Web site at www.cisco.com/go/offices 
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Sa udi A rab ia • Scotl a nd • Singapore • S lovaki a • Slove ni a • South Africa • S pa in • Sweden Sw it ze rl and • Taiwan • Thail a nd • Turk ey • Uk ra in e 

Un it e d Kingdom • United States • Ve n ezue la • Yiet nam • Z imb abwe 
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QuickSpecs 
Overview 

1. Two Removable Media Bays 6. System fan 

2. 48X Max IDE (ATAPI) CD-ROM Drive 7. DIMM sockets for up to 8GB of memory, optionally interleaved 

3 . 1.44 Floppy Drive 8. Optional 2nd Power Supply for hot-pluggoble 1 + 1 redundoncy 

4. Six 1" Hot Plug Drive Bays 

5 . Five exponsion slots(four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI) 

What's New 

O • Now ovailable with lntei®Xeon 2.8 GHz Processors with 533MHz system bus. 

DA- 11430 North Americo - Version 23 - July 17, 2003 
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~Specs HP ProLiant ML350 Generation 3 

• The Proliant ML350 G3 is an expandable rack ar tower platform delivering affordable 2-way performance and essential availability ta corparate 

workgroups and growing businesses 
• Intel Xeon 2.4 GHz ar 2.8 GHz processors (dual processar capability) with 512-KB levei 2 coche standard (full speed) and Hyper-Threading 

Technology 
• ServerWorks Grand Champion LE Chipset with 533-MHz Front Side Bus for 2.8GHz processar models ar 400-MHz FSB fo r models < 2 .8 GHz 

• lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
• Smart Array Controller (standard in Array Models only) 
• NC7760 PCI Gigabit Server Adapter (embedded) -
• 512MB of 2-way interleaving capable PC21 00 DOR SDRAM, with Advanced ECC capabilities (Array motlels .only; 256MB standard on other 

models): Expandable to 8GB 

• flexible memory configurations allow interleaving (2x 1) or non-interleaving 
• Five available expansion slots: four 64-bit/1 00-MHz PCI-X, one 32-bit/33-MHz PCI 

• T wo USB ports 
• Standard 6 x 1" Wide Ultra320 ready Hot Plug Drive Cage 
• Internai storage capacity of up to 880GB (6 x 146.8 GB 1 "), 1.17 4-TB (2 x 146.8 GB 1" + 6 x 146.8 GB 1 ") with optional 2-bay hot plug drive cage 

option 
• 500W Hot-Piuggable Power Supply (standard) and an optional 500W Hot-Piuggable Redundant Power Supply (1 + 1) available 

• Tool-free entry to chassis and access to components 
• RBSU (ROM based setup utility) support, redundant ROM ) 
• lnsight Manager, SmartStart, ROM-based BIOS Setup Utility, and Automatic Server Recovery (ASR-2) 

• Proteded by HP Services, including a three-year, next business day, on-site, limited global warranty and extended Pre-Failure Warranty. 

; o 
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QuickSpecs HP ProLiant ML350 G. 

Standard Features 

Processo r 
One of the following 
depending on Model: 

Coche Memory 

Upgradability 

Chipset 

Memory 
(One of the following 
depending 
on model) 

Network Controller 

Expansion Slots 

Storage Controller 

o torage 

Intel Xeon Processar 2.8 GHz/533-512KB 

Intel Xeon Processar 2.4 GHz/400-512KB 

lntegrated 512-KB Levei 2 coche (full speed) 

Upgradable to dual processing 

ServerWorks Grand Champion LE Chipset with 400-MHz or 533-MHz Front Side Bus (model dependent) 

NOTE: For more information regarding ServerWorks, please see the following URL: 
http :/ /www. serverworks. com/ products/ overview. html 
N O TE : This Web site is available m English only . 

2-way interleaving capable PC2l 00 DDR SDRAM running at 200MHz on 400MHz models or 266MHz on 533MHz models 
with Advanced ECC capabilities 

Standard (Non-Array Models) 256MB 

Standard (Array Models) 

Maximum 

512MB 

8GB 

NC7760 Gigabit Server Adapter (embedded) 

1/0 (5 Total, 5 Available) 

64-bit/l OOMHz, PCI 

32-bit/33MHz, PCI 

4 (4 available) 
(Array model has 3 available) 

l (l available) 

PCI Voltage: 

3 .3 Volt or universal cards 

5 Volt or universal cards 

lntegroted Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 641 Controller (2.8 GHz Array Models Only) 

Diskette Drives 

CD-ROM 

Hard Drives 

Maximum Internai Storage 

Externai Storage 

1.44MB 

48x IDE (ATAPI) CD-ROM Drive 

None 

l . 17 4 TB GB (6 x 146.8 GB l" with standard internai hot plug drive cage + 
(2 x 146.8 GB l ") with optional ML3xx Two Bay Hot Plug SCSI Drive Cage) 

Two externai SCSI knockouts ovailable, optional Proliant ML350 Internai to Externai SCSI 
Cable Option Kit required 

e HD68 Internai to Externai SCSI Cable Option Kit PN 15954 7 -B22 
e VHDCIInternal to Externai SCSI Coble Option Kit PN 333370-B2l 

i O i .... " I., ÜRHEIO; 
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QuickSpecs HP ProLiant ML350 Generation 3 

Graphics 

Farm Factor 

i n v • n t 

Parallel 

Serial 

Pointing Device (Mouse) 

Graphics 

Keyboard 

Network RJ-45 

USB 2 
NOTE: Please see the following URL for additional information regarding USB support: 

http :/ /www. com poq .com/ products/servers/ plotfõTins/ usb- support. html. 
NOTE: Th is Web site is ovoilable in English only: 

Extema l SCSI knockouts 2 

lntegrated ATI RAGE XL Video Controller with 8-MB SDRAM Video Memory 

Tower or rack (5U) 

NOTE: Rack models (and rack conversion kit) support: 

• Squore hole rocks from 27'"- 32'· deep (including Compaq/ HP 7000, 9000, I 0000 ond H9 senes) 

• Squore or round hole racks, from 24" - 35" deep (including HP Rack System /E and HP Systems, with on adiustment) 
• T elco racks with 3rd pari option kit from Rack Solutions 

http :/ /www. racksolutions .com/ compaq/ prod ucts. htm 
NOTE: This Web site is available in English only. 

o 
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QuickSpecs HP ProLiant ML350 G 

Standard Features 

Proliant Essentials 
Foundation Pack 
Software 

o 

·l~dustry Stondord 

Complionce 

i n v • n I 

lnsight Manager 7 

Management Agents 

SmartStart 

ActiveUpdate 

ROMPaq, support software, 
and configuration utilities 

Survey Utility and diagnostics 
utilities 

Optional Proliant Essentiols 
Value Packs 

lnsight Manager 7 helps maximize system uptime and performance and re 
maintaining the IT infrastructure by providing proactive notification of problems~ ..... -­
those problems result in costly downtime and reduced productivity. lnsight Manager 7 is 
easy to set up and provides rapid access to detailed fault and performance information 

gathered by the Management Agents. One-click-access to the Remate lnsight Lights Out 
Edition 11 board allows systems administrators to take full graphical contrai of Proliant 

servers in remate locations ar lights-out data centers. Finally, lnsight Manager 7 in conce·rt 

with the Version Contrai Agents and Version Contrai Repository Manager enables systems 
administrators to version manage and update system software across groups of Proliant -- .,. . 
servers. 

The Management Agents form the foundation for HP's lntelligent Manageability strategy. 
They provide direct, browser-based access to in-depth instrumentation built into HP servers, 
workstations, desktops, and portables, and send alerts to lnsight Manager 7 and other 

enterprise management applications in case of subsystem ar environmental failures. For 

additional information about the Management Agents and other management products 

from HP, please visit the management Web site at http://www.hp.com/servers/ monoge. 

SmartStart is a tool that simplifies server setup, providing a rapid way to deploy reliable 
and cansistent server configurations. For more information, please visit the SmartStart 
website at http ://www. hp.com/servers/manoge. 
SmortStort version supported (minimum) : SmartStart 5.50 

ActiveUpdate is o web-bosed application thot keeps IT managers directly connected to HP 
for proactive notification and delivery of the latest software updates. 

The lates! software, drivers, and firmware fully optimized and tested for your Proliant server 
and options. 

The most advanced configuration analysis, reporting and troubleshooting utilities used by 
HP and at your fingertips. 

Optional software offerings that selectively extend the functionality of an Adaptive 

lnfrastructure to address specilic business problems and needs: 

• Rapid Deployment Pack- an automated solution for multi-server deployment and 

provisioning, enabling companies to quickly and easily adapt to changing 
business demands. 

• Workload Management Pack - provides easier management of complex 
environments, improving overall server utilizotion and enobling Windows 2000 
customers for the first time to confidently deploy multiple applications on a single 
multiprocessar Proliant Server. 

• Performance Management Pack - a performance management solution that 
identifies and explains hardware performance bottlenecks on Proliant servers and 

attached options enabling users ta better utilize their valuable resources. 

NOTE: Flexible and vo lume quantity license kits are avoiloble for Proliont Essentiols Volue Pocks . Reler to 
http:/ /www. hp.com/servers/ pro liontessentiols o r the vorious Prolionf Essentials Volue Pock product QuickSpecs for more 
inlormotion . 

NOTE: For more inlormotion regording Proliont Essentiols Software, pleose see the following URL: 
http :/ /www. hp.com/ servers/ proliontessentia ls 
NOTE: These Web sites ore avoiloble in English only. 

ACPI Vl.OB Compliant 

PCI 2 .2 Compliant 

PXE Support 

WOLSupport 
PCI-X 1.0 Compliont 
Novel! Certified 
Microsoft Logo certifications 
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Q~ickSpecs HP ProLiant ML35 0 Generation 3 

Security 

Server Power Cords 

Power Supply 

System Fans 

Required Cabling 

OS Support 

i n v e n t 

lnsight Monoger 7 

Redundont ROM 

System Firmwore Updote 

ROMPoq 

Remate lnsight Lights-Out Edition 11 (optionol) 
Proliont RBSU (ROM-Bosed Setup Utility) 

Automotic Server Recovery-2 (ASR-2) 

Drive Poro meter T rocking (with Smort Arroy Controller) 

Dynomic Sector Repoiring (with Smort Arroy Contrai ler) 
Pre-Foilure Worronty (covers processors, memory ond hord drives) 

Power-on possword 

Setup possword 

Diskette boot contrai 

Porollel ond serial interface contrai 

Disk configurotion lock 

Power switch security 

One Lowline NEMA power cord ond one Highline IEC Power cord ship stondord 

T ower models ship with stondord country specific power cords. 
Rock models ship with IEC cobles. Depending on the country, some olso ship with country specific power cords 

Redundont power supply options ship with country specific power cords with the exception of the -821 Rock SKU which 

ships with on IEC coble only. 

500 Watts, Power Fedor Correction (PFC), Hot Plug 1 00 to 240 VAC Rated lnput Voltage (Auto-sensing), CE Mark 

Compliant 

Optional 2nd Power Supply for hot-pluggable 1 + 1 redundancy. 

2 fans ship standard, 2 fans total supported (does not include power supply fans) 

For required cabling infarmation, refer to the HP Web site at hNp://www.hp.com/ servers/ prolion tM L350. 

NOTE : Th1s Web sile 1s ovo iloble 1n English only 

Microsoft Windows NT® Server 4.0 ond Terminal Server 4.0 

Microsoft BackOffice Small Business Server 2000 

Microsoft Windows 2000 Serve r ond Advonced Server 

Windows Server 2003 

Novell NetWare 5.1, 6 .0 

Novell NetWare Small Business Suíte 6.0 

SCO OpenServer 5.0.6o 

SCO OpenUnix 8 SCO UnixWore 7. 1 . 1 

IBM OS/2 Warp Server for e-business 

LINUX (Red Hat, 2.1 Advanced Server, Red Hot 8.0 and Red Hat 7.3, SuSE, SLES7, Unitedlinux 1.0) 

o 

N O TE: For o more complete ond up-to-dote listing of supported OSs ond versions, pleose v1s it ourOS Suppori Motrix oi: 

ftp:/ / ftp . compaq. com/pu b/ producls/ servers/ os-suppori- motrix-31 O. pdf 

NOTE : OptionoJ hardware moy be required lo suppori some operoting systems. 

NOTE : For an up-to-dote lisling of the lates! drivers ovailable for lhe Proliont ML350, pleose see: 

hNp :/ / www. compoq. com/ suppo ri / files/ serve r I us/index. html . 

NOTE : These Web sites are avoilable in English only. 
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QuickSpecs HP ProLiqClt ML3 

( 

Standard Features 

Rock Airflow Requirements 

lnstollation of Server into 
Telco Rocks 

HP Foctory Express 
Copobilities 

o 

i n 11 e n I 

• Rack 9000 and 1 0000 series Cabinets 

The increasing power of new high-performance processar technology requires increased cooling efficiency for rack­

mounted servers. The 9000 and 1 0000 Series Racks provide enhanced airflow for moximum cooling, allowing these 

racks to be fully loaded with servers using the lates! processors. 

• Rack 7000 series Cabinets 

When installing a server with processors running at speeds of 550 MHz or greater in Rack 7000 series racks with 

glass doors (165753-001 (42U), and 1637 4 7-001 (22U)), the new processar technology requires the installation of 

HP's new High Airflow Rack Doar lnserts (327281 -821 (42U), 327281-8~2 (42U 6 pack), or 157847-821 (22U)) to 

promote enhanced oirflow for moximum cooling . 

CAUTIO N : 11 o third-porty rack is used, observe lhe fo llowing oddit ionol requirements to ensure adequole airflow and to 

preveni domoge to the equ ipment: 

O Fronl ond reor doors: 11 your 42 U server rock includes closing front ond reor doors, you must ollow 830 

squore inches (5,350 sq em) of hole evenly distributed lrom top to bailam to permit odequote oirflow 

(equivolent to the req uired 64 percent open oreo fo r ventilo lion) . 

O Side: The cleoronce between the instolled rock component ond lhe side ponels oi the rack must be o 

min imum oi 2.75 inches (7 em) . 

C A UTION : Alwoys use b lonking ponels to lill ali remoining empty front ponel U-spoces in the rack. This orrongement 

ensures proper oirllow. Using o rock withoul blonking ponels resu lts in improper cooling thot con leod to thermol domoge. 

NOTE : For odditionol informotion, reler lo lhe Setup ond lnstollot ion G uide o r lhe Documentotion C O provided with lhe 

server, or to lhe server documentotion locoted in the Support section ot lhe fo llowing URL: 

http ://wwwS.hp. com/serve rs/ proliontml350 

NOTE: This Web site is ovoiloble in English only. 

ML350 G3 rock model support: Support for ali 2-post T elco racks requires lhe use oi lhe rack kit ond on odditionol option 
kit lrom Rock Solutions. http://www.rocksolutions.com/compoq 

N O TE : This Web site is ovo iloble in English only. 

HP Foctory Express gives you lhe flexibility to choose lrom o full menu oi foctory copobilities ali in one monulocturing 

locility, in one process, with one touch giving you fui I contrai ond occess to HP's World closs monufocturing focility 

onytime. This opprooch provides you lhe speed to deploy your IT needs, with total quolity ossurance, reliobility, ond 

predictobility to lower your total cosi oi ownership by letting HP instoll , rock, ond customize your software ond hardware 

options for you. 
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Q~ic_kSpecs HP ProLiant ML350 Generation 3 

HP Services provides o three-yeor, limited worronty, including Pre-Foilure Worronty (coveroge of hord drives, memory ond 

processors) fully supported by o worldwide network of resellers ond service providers ond lifetime toll-free 7 x 24 hardware 

technicol phone support. In oddition, ovoiloble service offerings include: 

NOTE: Limited Warranty includes 3 year Parts, 3 year Labor, 3-year an-site suppart. 

A full range of HP Core Pock pockaged hardware and software services: 

• lnstollation ond stort up 

• Extended coveroge hours ond enhonced response times 

• System monogement ond performance services 

• Avoilability and recovery services 

NOTE : For more inlomotion, vis it http:/ /www.hp.com/ services/carepack. 

Pleose see the fo llowing URL rega rding Worranty lnformati on For Your HP Products: 
http :/ / www.compoq.com/ support/worronty __ upgrodes/ web stotements/ 1 7 6 738 .html. 

For additionol ínlormot1on regording Worldwide L1m íted Worronty ond Technico l Support , pleose see the fo llowing URL: 

ftp://ftp.compoq .com/ pub/ supportinlonnotion/ ejourney/ 176 738. pdl. 

NOTE : These Web si tes ore ovo ilable in Eng lish only. 

NOTE : Certain restrictions and exclusions apply. Consult the Customer Suppo rt Center ot 1-800 -34 5-1 5 18 for detailc 

:0 ., 
' ,, 
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QuickSpecs 

( 

Models 

ML350T03 X2.8-
512KB/533, 
256MB 
31 1523-001 

ML350R03 X2.8-
512KB/533, 
256MB 
31 1524-001 

ML350T03 X2.8-
512KB/533, 
512MB Arroy 
311525-001 

Q L350R03 X2 .8-
512KB/533, 
512MB Arroy 
31 1526-001 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Orive 

form factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Orive 

Internai Storage 

Optical Drive 

form fedor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Drive 

form fedor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

RAIO Controller 

Hard Orive 

Internai Storage 

Optical Drive 

form foctor 

HP ProLiant ML35 

256 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCJ Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1 . 1 7 4 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1 . 1 7 4 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

(1) Intel Xeon Processar 2.8 GHz Processar stondord (up to 2 supported) 

lntegroted 512- KB Levei 2 coche per processo r 

512 MB Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC77 60 PCI Gigobit Serve r Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Smort Arroy 64 1 

None ship stondord 

1.174 TB moximum hot plug (with optionol drive coge & hord drives) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 

(1) Xeon 2.8 GHz Processar standord (up to 2 supported) 

lntegrated 512-KB Levei 2 coche per processar 

512 MB of Advonced ECC PC21 00 DOR SDRAM DIMM (Stondord) to 8 GB (Moximum) 

NC7760 PCI Gigabit Server Adopter (lntegroted/Embedded) 

lntegroted Dual Chonnel Wide Ultro3 SCSI Adopter 

Smort Array 641 

None ship stondard 

1 .17 4 TB maximum hat plug (with optionol hord drive cage) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 
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QuickSpecs 

ML350R03 X2.4-
512KB/400, 
256MB 
269787-001 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drive 

Internai Storage 

Optical Drive 

Form Factor 

Processor(s) 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drive 

Internai Storage 

Optical Drive 

Form Factor 

HP ProLiant ML350 Generation 3 

(1) Intel Xeon Processo r 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/Embedded) 

lntegroted Duol Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1 . 1 7 4 TB moximum hot plug (with optio nol hord_ drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Tower (5U) 
·' 

(1) Xeon 2.4 GHz Processar stondord (up to 2 supported) 

lntegroted 512-KB Levei 2 coche per processar 

256 MB oi Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (Stondord) to 8 GB 
(Moximum) 

NC7760 PCI Gigobit Server Adopter (lntegroted/ Embedded) 

lntegroted Duol Chonnel Wide Ultro3 SCSI Adopter 

None ship stondord 

1.174 TB moximum hot plug {with optionol hord drives & drive coge) 

48x IDE (ATAPI) CD-ROM Drive 

Rock (5U) 

o 
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QuickSpecs HP ProLiant ML 

( 

Options 

Proliant ML350 G3 
Unique Options 

Proliant Essentials 

Value Pack Software 

HP NetServer Transition 

Services 

o 

i n w • n t 

Hot Plug Redundont Power Supply Option Kit 

Hot Plug Redundont Power Supply Option Kit (coble) 

NOTE : PN 283655-821 SKU contoins the 2nd power supply with on IEC power coble. Only 

purchose il connecting to PDU/ UPS thot supports IEC cobles. Ali other SKUs conto in country specilic 

power cobles. 

Intel Xeon 2.80 GHz-512K8 Processar Option Kit 
NOTE: The 2.8 GHz processar option kit (PN 314 7 63-82 1) supports Proliont ML350 G3 systems 

with 533 MHz front side bus only. This kit connot be used in 400 MHz front side bus systems such os 
those with 2.4 GHz, 2 .2GHz or 2.0 G Hz processors. 

Intel Xeon 2.40 GHz-512K8 Processar Option Kit 
NOTE: This processar option kit (PN 257913-82 1) supports lhe Prolion t ML350 G3 servers. 

Intel Xeon 2 .20 GHz-512K8 Processar Option Kit 

NOTE : This processar option kit (PN 283702-82 1) supports the Proliont ML350 G3 servers. 

Intel Xeon 2.0 GHz-512K8 Processar Option Kit 
NOTE : This processar opti on kit (PN 283 701-821) supports the Proliont ML350 G3 servers . 

Proliont Ml350 G3 T ower to Rock Conversion Kit (CPQ brond) 

Ropid Deployment Pock, 1 User, V1 .x 

NOTE: This license ollows 1 server to be monoged ond deployed via lhe Deployment Server. 

Rapid Deployment Pock, 1 O Users, V1 .x 

NOTE : This license ollows 1 O servers to be monaged and deployed via the Deployment Server. 

Flexible Quontity License Kit 

License-Only - for use with o Moster License Agreement 

Proliont Essentials Worklood Monogement Pock 2.0 (Feoturing Compoq Resource Portitioning 

Monoger version 2 .0) '' 

Proliont Essentiols Performance Monogement Pock Flexible License 

NOTE: Flexible ond volume quontity license kits ore ovailoble for Proliont Essentiols Volue Pocks. 

Reler to http://www.hp.com/servers/ proliontessentiols or the various Proliont Essentiols Volue Pack 
product QuickSpecs for more informotion. 
NOTE: For more inlormotion regording Proliont Essentiols Software, pleose see the fo llowing URL: 

http :/ /www. hp. com/ servers/ proliontessentiols. 
NOTE: These Web sites ore avoiloble in English only. 

HP NetServer to Proliont integrotion ond ossessment service 

NOTE: HP identilies current leveis of NetServer support, services, ond monogement. This service 
helps maximize customer's ability to odd Proliont plotforms into their current environment. 

HP T op T ools to lnsight Monoger 7 instollotion ond stortup service 

NOTE : Provides on-site review, instollotion and configurotion services for lnsig ht Monager 7. HP 
wi ll olso re-creole, os closely os possible, lhe views ond reports from the customer's cu rrent T op T ools 
configuro tion. This service ossures o smooth tronsilion to lhe Proliont Essentiols software. 

HP NetServer to Proliant Essentials Ropid Deployment Pack instollation and stortup service 

NOTE : lnsto ll and configure Ropid Deployment Pock in o test environment, then deploy o server 
imoge to o moximum oi 250 systems in lhe production environment . This service helps to ossure 

successlul system deployment. 
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283655-001 

283655-821 

314763-821 

257913-821 

283702-821 

283701-821 

290683-821 

267196-821 

269817-821 

302127-821 

302128-821 

303284-821 

306697-821 

304164-002 

304163-002 

304162-002 
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Memory (DIMMs) 

Internai Storage 

Optical Drives 

Hard Drives 

i n v e n t 

HP ProLiant ML350 Generation 3 

Intel Xeon 2 .80 GHz-512KB Processar Option Kit 
NOTE: The 2.8 GHz processar option kit (PN 314 7 63- 821) supports Proliont ML350 G3 systems 
with 533 MHz front side bus only. This kit connot be used in 400 MHz front side bus systems such os 
thhose with 2.4 GHz, 2.2GHz ar 2.0 GHz processors. 

Intel Xeon 2.40 GHz-512K8 Processar Option Kit 
N O TE : This processar option ki t supports Proliont ML350 G3 servers with 400 MHz lront side bus 
only. This ki t (PN 257913-821) connot be used in 533 MHz lront side bus systems such os the 2.8 
GHz systems. 

Intel Xeon 2.20 GHz-512KB Processar Option Kit 
N O TE: This processar option kit supports Prolionl ML350 G3 servers with 400 ~z lro.-.t side bus 
only. This kit (PN 283702-821) connot be used tn 533 MHz front side bus syste,.r',s such os the 2.8 
GHz systems. 

Intel Xeon 2.0 GHz-512KB Processar Option Kit 
N OTE: This processar opt ion kit supports Proliont ML350 G3 servers with 400 MHz lront side bus 
only. Th is kit (PN 28370 1-B2 1) connot be used in 533 MHz lront stde bus syslems such os the 2.8 
GHz systems. 

N O TE : The ML350 G3 supports both interleoved ond non-interleoved memory conligurolions. Base 
models sh ip slondord with one 256MB DIMM or one 5 12MB DIMM (Arroy models). For best 
performance outomoticolly invoke inlerleoving by popu loting memory in idenlicol poirs. 11 1GB oi 
total memory is desired odd three 256MB DIMMs to the base conligurotion. 11 1.5GB oi memory is 
desi red odd one 256MB DIMM (to pa i r with the stondord DIMM) ond two 512MB DIMMs. 
lnterleoving ond instollotion of memory in poirs is not required. Add ony combinotion oi memory 
DIMMs below to operote in non-interleoved mode. 
NOTE: Eoch SDRAM Memory ki t contoins one (1) DIMM. 

128MB of Advonced ECC PC2l 00 DOR SDRAM DIMM Memory Kit (1 x 128MB) 

256MB of Advonced ECC PC2l 00 DDR SDRAM DIMM Memory Kit (1 x 256MB) 

512MB of Advonced ECC PC2l 00 DDR SDRAM DIMM Memory Kit ( l x 512 MB) 

l 024MB of Advonced ECC PC2l 00 DDR SDRAM DIMM Memory Kit (1 x l 024 MB) 

2048MB of Advonced ECC PC2l 00 DOR SDRAM DIMM Memory Kit (1 x 2048 MB) 

ML3xx T wo Boy Hot Plug SCSI Drive Coge 
NOTE . The dnve coge optton kll (PN 244059 -821 ) hos one I' dnve boy ond one 1 .6' dnve boy. lt 
instolls in lwo ovoi loble removoble med to boys 

l6X DVD-ROM Drive Option Kit (Corbon) 

CD-RW/ DVD-ROM 48X Combo Drive Option Kit 

Ultra320 - Universo/ Hot Plug 

146.8-GB 10,000 rpm U320 Universo/ Hord Drive (1 '1 
72.8-GB l 0,000 rpm U320 Universal Hord Drive (l ") 

36.4 -GB l 0,000 rpm U320 Universa l Hord Drive (1 ") 

72.8-GB 15,000 rpm U320 Universal Hord Drive (1 ") 

36 .4-GB 15,000 rpm U320 Universal Hard Drive (1 ") 

18.2-GB 15,000 rpm U320 Universa l Hord Drive (1 ") 

NOTE: Ali U320 Universa l Hord Drives ore bockword compotible lo U2 or U3 speeds. U320 drives 
require on optiono l U320 Smort Arroy Contrai ler ar U320 SCSI HBA to support U320 transfer roles. 

N O TE : Pleose see the Wide Ultro320 Universa l Hot Plug OutckSpecs for oddi tionol technico l 
inlonnotion on the hord drives Support detoils, pleose see the lo llowing·. 
liHp_://www5.compoq rom/ products/quickspecs/ 11 53 1_ no/ 1 153 l_ no .HTML 
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314763-B2l 

257913-821 

283702-B21 

283701-B21 

) 

287494-821 

287495-B2l 

287496-B2l 

287497-821 

301044-B2l 

244059-821 

217053-821 

33130 

286716-B22 

286714-B22 

286713-822 

286778-822 

286776-822 

286775-822 
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QuickSpecs HP ProLiant ML 

Options 

Storage Controllers 

Wireless HAP Solution 

i n v e n I 

Smart Array 6402/128 Cantraller 

Smort Array 64 1 Controller 

Smart Array 642 Controller 

Compaq RAIO LC2 Controller 

Smart Array 532 Controller 

Smart Array 5302/128 Controller 

Smart Array 5304/256 Controller 

Smart Array 5312 Controller 

Smort Array 64 1 Controller 

Smart Array 642 Controller 

Ultra3 Channel Exponsion Module for Smart Array 5300 Controller 

128-MB Coche Module for Smart Array 5302 Controller 

RAIO ADG Upgrode for Smort Arroy 5302 

256-MB Battery Backed Coche Module 
NOTE: This 256-MB Battery Backed Coche Module supports the Smort Array 5300 series contro llers, 
MSA l 000 ond the Smart Arroy Cluster Storage . 

256MB Coche Upgrade for SA-6402 
NOTE : This 256-MB Battery-Backed Coche Module upgrade kit su pports the Smort Array 6400 series 
controller on ly. 

64-Bit/66-MHz Dual Chonnel Wide Ultra3 SCSI Adapter, Alternate OS 

64-Bit/133Mhz Dual Channel Ultro320 SCSI Adapter 

NOTE: Please see the following Controller or SCSI Adopter QuickSpecs for Technical Specilications 
such os PCI Bus, PCI Peok Dota Transfer Rate, SCSI Protocols supported, SCSI Peok Data Tronsfer 
Role, Chonnels, SCSI Ports, Drives supported, Coche, RAIO support, ond odditionol informotion: 
http://www5.compoq.com/products/quickspecs/1 0652 no/ 1 0652 no.HTML 
(RAIO LC2) 
http:/ /www5. compoq. com/ products/ quickspecs/ 1 0851 no/ 1 0851 no. HT ML 
(Smort Array 532) 

http://www5.compoq.com/ products/ quickspecs/ l 0640 no/ l 0640 __ no.HTML 
(Smort Arroy 5300 Series) 
http://www5.compoq.com/products/quickspecs/ l l328 no/1 132B_n o. HTML 
(Smort Array 531 2) 

http://www5.compoq.com/products/quickspecs/ 11 587 no/1 1587 no. HTML 
(Smort Array 6402) 

http:/ /www5.compoq.com/products/quickspecs/ 11563 no/ 1 1563 no.HTML 
(Smort Arroy 64 1) 

http://www5.compoq.com/ products/ quickspecs/ 11563_no/ 11563 no.HTML 
(Smort Array 64 2) 

http://www5.compoq.com/products/quickspecs/ 1 0429 no/1 0429 no.HTML 
(SCSI Adapter) 
http ://www5.compoq.com/ products/ quickspecs/ 11 555 nov/ l1555 _no.HTML 
(U320 Adopter) 

Compoq WL41 O Wireless SMB Access Point 

DA - 11430 North Americo - Version 23 - July 17, 2003 

,3 

291966-B21 

291967-B21 

188044-B21 

225338-B21 

283552-821 

283551-B21 

238633-B21 

291966-B21 

291967-B21 

153507-B21 

153506-B21 

288601-B21 

254786-821 

273913-B21 

284688-B21 

268351-B21 

191811-001 
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QuickSpecs HP ProLiant ML350 Generation 3 

Management Options 

Security 

Monitors 

NC3123 Fast Ethernet NIC PCI 1 0/1 00 WOL and PXE 

NC3134 Fast Ethernet NIC 64 PCI Dual Port 1 0/1 00 

NC31 35 Fost Ethernet Module Dual 1 0/ 1 00 Upgrade Module for NC31 34 

NC6132 1000 5X Upgrade Module for NC3134 

NC6136 Gigabit 5erver Adapter, 64-bit/66MHz, PCI, 1 000 5X 

NC6170 Dual Port PCI-X 1 0005X Gigabit 5erver Adapter 

NC6770 PCI-X Gigabit 5erver Adapter, 1 000-5X 

NC7170 Dual Port PCI-X 1 OOOT Gigabit Server Adapter 

NC7132 Gigabit Upgrode Module 10/ 100/ 1 000-T 

NC7770 PCI-X Gigabit server odapter 

56K v.90 PCI Modem 

.; 

N O TE : Any NC3 1 XX, NC6 1 XX, NC7 1 XX o r NC77XX NIC con be used for redundoncy with lhe 
embedded NC7760 Network Controller. 

Remate lnsight Lights-Out Edition 11 

HP/Atalla AXL600L 55L Accelerator Card for Proliant 5ervers 

Essential Series 

Compaq 59500 CRT Monitor (19-inch, Carbon/ Silver} 

Compaq 57500 CRT Monitor (17 -inch, Carbon/5ilver) 

Compaq 55500 CRT Monitor (15-inch Carbon/5ilver) 

Compaq TFT1501 Flat Penei Monitor (15-inch, Carbon/5ilver) 

Compaq TFTl701 Flat Penei Monitor (17-inch, Carbon/5ilver) 

Advantage Series 

Compoq V7550 CRT Color Monitor (17-inch , Corbon/ 5ilver) 

Compaq TFT1720 Flot Penei Monitor (17-inch, Carbon/ 5ilver) 

Compoq FTl 720M Flat Penei Monitor 
(17-inch, Carbon/5ilver, includes speaker, U58 port, headphone) 

Compaq TFT1520 Flat Penei Monitor (15-inch, Carbon/5ilver) 

Compoq TFT1520M Flat Penei Monitor 
(15-inch, Carbon/5ilver includes speaker, U58 port, headphone) 

Performance Series 

HP P930 CRT Monitor (19-inch, Flot-screen, Corbon/5ilver) 

HP P1130 CRT Monitor (21-inch, Flat-screen, Carbon/ 5ilver) 

HP L 1825 Flat Pane I Monitor (18-inch, Carbon/ 5ilver) 

HP L2025 Flat Penei Monitor (20-inch, Carbon/ 5ilver) 

Compaq TFT1825 Flot Ponel Monitor (18-inch, Carbon/5ilver) 

Compaq TFT2025 Flat Penei Monitor (20-inch, Carbon/ 5ilver) 

Rackmount Flat Pane/ Monitors 

TFT511 OR Flot Penei Monitor (Corbon) 

NOTE : Monitors larger thon 1 7" moy be toa heovy for use in rock systems. 

174830-821 

138603-821 

138604-821 

338456-823 

203539-821 

313879-821 

244949-821 

313881-821 

153543-821 

244948-821 

239137-001 

227251 -001 

524545-821 

261615-003 

261606-001 

261602-001 

301042-003 

292847-003 

261611-003 

295926-003 

301958-003 

295925-003 

301957-003 

o 
302268-003 

302270-003 

303486-003 

303102-003 

296751-003 

285550-003 

281683-821 



QuickSpecs HP ProLiant ML3 

Options 

Tope Drives 

o 

i n v e n I 

NOTE : In a rder to insto li certoin tope drives internolly, you moy need to remove the roils thot come 
stondord on the drives ond the n re-inse rt the screws in the mounting ho les. To ensure proper li!, insto li 
the mounti ng screws os described in the tope optio n kit. 

Interno/ ond Externo/ DAT Tope Drives 

Interno/ 12/24-GB DAT Orive (Opa/) 

N O TE : Pleose see the 12/24-G8 DAT Drive Q uickSpecs fo r oddi tio nol opti ons such os cossettes o nd 
for on up-to-dote listing of the lotes! 0/S Support detoi ls, pleose see the fo ll owing : 
http://www5.compoq .com/ products/ quickspecs/ 1 0239 no/ 1 0239 no. HTML 

HP StorogeWorks 20/ 40-G8 DAT DDS-4 Tope Drive, Internai (Corbon) d 

HP StorogeWorks 20/ 40-G8 DAT DDS-4 Tope Drive, Externai (Corbo n) 

HP StorogeWorks Internai 20/ 40-G8 DAT, Hot Plug (Corbon) 

NOTE: Pleose see the 20/ 40-G8 DAT Tope Drive Q uickSpecs for odditionol o ptions such os host 
bus odopters, controllers, cossettes , ond fo r on up- to-dote listing of the lotes! 0 / S Support deto il s, 
pleose see the fo ll owing : 
http:/ / www5.compoq. com/ products/ quickspecs/ 1 0426 __ no/ 1 04 26 no .HTML 

Interno/ ond Externo/ DAT 72 Tope Bockup Drive 

HP StorageWorks DAT 72 Tope Drive Interno/ (Carbon) 

HP StorogeWorks DAT 72 Tope Drive, Externai (Corbon) 

HP StorogeWorks DAT 72h Internai Hot Plug (Corbon) 

NO TE : Pleose see the DAT 72 Tope Drive Q uickSpecs for odditiono l optio ns such os odopters, 
controlle rs, ond cossettes, ond fo r on up-to-dote listing of the lotest 0/S Support detoi ls, pleose see 
the fo llowing: 
http://www5 .compoq.com/ products/ quickspecs/ 11597 no/ 11597 no. HTML 

Interna/ and Externa/ L TO Ultrium Tape Drives 

HP StorogeWorks Ultrium 215 Tape Drive for ProLiant, Internai (Carbon) 

HP StorogeWorks Ultrium 215 Tope Drive for Proliont, Externai (Corbon) 

N O TE : Pleose see the HP StorogeWorks Ultrium 230 Tope Drive QuickSpecs fo r odditio no l options 
such os contro llers, ond other reloted items, ond fo r on up-to-dote listi ng of the lotes! OIS Support 
detoi ls, pleose see the fo llowing: 
http ://h 18006.www 1.hp.com/ products/quickspecs/ 11 678 no/ 11 678 no.html 

HP StorogeWorks LTO Ultrium 230 Tope Drive, Interna i (Corbon) 

HP StorogeWorks LTO Ultrium 230 Tope Drive, Externai (Corbo n) 

NOTE : Pleose see the HP StorogeWorks LTO Ultrium QuickSpecs fo r odditiono l options such os 
doto ond cleon ing co rtridges, ond for on up-to-dote listi ng of the lotest 0 / S Suppo rt detoils, pleose 
see the fo ll owing : 
http://www5.compoq.com/ products/ quickspecs/ 11415 no/ 11 4 15 _ no. HTML 

HP StorogeWorks Ultrium 460 tope drive for Proliont, Internai (Corbon) 

HP StorogeWorks Ultrium 460 tope drive for Proliont, Externai (Corbon) 

NOTE: Pleose see the HP StorogeWorks Ultrium 460 Tope Drive QuickSpecs for odditiono l options 
such os con tro ll ers, ond other re loted items, ond for on up-to-dote li sting of the lotes! 0/S Support 
detoi ls, pleose see the fo llowing: 
http :/ /www5.compoq .com/ products/ quickspecs/11530 no/ 11530 no .HTML 
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QuickSpecs HP ProLiant ML350 Generation 3 

Interno/ ond Externo/ AIT Tope Orives 

NOTE: The Internai AIT Hot Plug Drives ore supported in hot plug drive boys only. When instolling 
o non hot plug AIT tope drive into on ML350 Proliont server use the specio l screw included with lhe 

drive kit proper fit in the removoble media boy. 

HP StorogeWorks lntemol AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Extemol AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 35-GB, LVD, Hot Plug (Carbon) 

NOTE : Pleose see lhe AIT 35-GB, LVD Tope Drive Ou ickSpecs for additionol options such os 
odopters, con trollers, ond casseHes, ond for on up-to-date listing of the lotest 0/-S:Suppar.t detai ls, 
pleose see the following : " 
hHp://www5.compoq .com/produds/quickspecs/l 0712 na/l 07 12 no.HTML 

HP StorogeWorks AIT 50-GB Tope Drive, Internai (Corbon) 

HP StorogeWorks AIT 50-GB Tope Drive, Externai (Corbon) 

HP StorogeWorks Internai AIT 50-GB, Hot Plug (corbon) 

HP StorogeWorks Rockmount AIT 50-GB, 3U (Single Drive) 

N O TE : Pleose see the AIT 50-GB Tape Dnve OuickSpecs for odditionol options such os odopters, 
controllers, ond cosseHes, ond for on up-to-dote listing of the lotes! 0/S Support detoi ls, pleose see 
the fo llowing: 

hHp://www5.compoq.com/produds/quickspecs/ l 0425_no/ I 0425 no.HTML 

HP StorogeWorks Internai AIT l 00-GB Tope Drive (Corbon) 

HP StorogeWorks Extemol AIT 100-GB Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 100-GB, Hot-Piug (Corbon) 

NOTE: Pleose see the AIT l 00-GB Tope Drive OuickSpecs for odditionol options such os odopters, 
contro llers, ond cosseHes, ond for on up-to-dote listing of lhe lotes! 0/S Support detoils, pleose see 
the following : 

hHp://www5.compoq.com/produds/quickspecs/ll 062 no/li 062.no.HTML 

216884-B21 

216885-001 

216886-B21 

l 57766-B22 

157767-002 

215487-B21 

274333-B21 

249189-B21 

249160-001 

249161-B21 
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QuickSpecs HP ProLiant 3 

Options 

( 

o 

i n v • n t 

Interna/ and Externa/ DL T /SOL T Tape Drives 

NOTE: When installing a DLT a r SDLT tape drive into a Pro liant ML3SO, use the specio l sc rew 
included with the drive kit to ensure proper fit in the removable media bay. 

HP StorageWorks 40/80-G8 DLT Tape Drive, Internai (Carbon) 

HP StorageWorks 40/80-G8 DLT Tape Drive, Externai (Carbon) 

HP StorageWorks Rackmount DLT 40/80, 3U (Single Drive) 

HP StorageWorks Rackmount DLT 40/80, Duai-Drive, 3U (Two Drives) 

HP StorageWorks Rackmount DLT 40/ 80, Tape Array 111, SU (Four Drives) 

NO TE : Please see the 40/80-GB DLT Drive QuickSpecs for odditional o pt ions such as host bus 
adapte rs, controllers, cassettes, and for an up-to-date listing of the la tes! 0 / S Support deta ils, please 
see the fo llowing : 
http://wwwS.compaq.com/produds/quickspecs/1 06S8 na/ 1 06S8 na. HTML 

HP StorageWorks DLT VS 40/ 80 Tape Drive, Internai (Carbon) 

HP StorageWorks DLT VS 40/80 Tape Drive, Externai (Carbon) 

NOTE : Please see the 40/80-G8 DLT VS Drive QuickSpecs fo r add itiona l opti ons such as host bus 
oda pters, controlle rs, cassettt3s, and for a n up-to-dote listing of the la tes! 0/S Support deta il s, please 
see the following : 
http ://wwwS.compaq.com/ produds/ quickspecs/ 11403 na/ 11403 na.HTML 

HP StorageWorks SDLT 11 0/220, Internai (carbon) 

HP StorageWorks SDL T 110/220, Externai (Carbon) 

HP StorageWorks Rackmount SDLT 110/220, 3U (Single Drive) 

HP StorageWorks Rackmount SDLT 110/220, Duai-Drive, 3U (Two Drives) 

HP StorageWorks Rackmount SDLT 110/220, Tape Array 111, 5U (Four Drives) 

NO TE : Pleose see the SDLT 11 0!220-G8 Tape Drive Q uickSpecs for additiona l o ptions such os 
odopters, controlle rs, and med ia, and fo r an up-to-date listing of lhe lates! 0/S Support deta ils, 
pleose see the fo llowing: 
http://wwwS.compaq .com/ produds/quickspecs/1 0772 na/1 0 772 na .HTML 

HP StorageWorks SDLT 160/320, Internai (corbon) 

HP StorageWorks SDLT 160/ 320, Exte rnai (co rbon) 

NOTE : Pleose see the SDLT 160/320G8 Tope Drive QuickSpecs for odditional options such os 
odopters, contro lle rs, ond media, ond for an up-to-date listing oi the lates! 0/S Support detai ls, 
please see the following : 
http://www5.compoq.com/ products/ quickspecs/ I 1406 na/ I 1406 na.HTML 

Interna/ and Externa/ DAT Autolaader 

20/4 0-GB DAT 8 Cassette Autoloader Interna/ (Opa/) 

20/40-G8 DAT 8 Cassette Autoloader Externai (Opal) 

NO TE : Please see the 20/40-G8 DAT DDS-4 8 Cassette Auto looder Qu ickSpecs for add itional 
options such as adapters, control lers, and cassettes, and fo r an up- to-date listing of the lates! 0/S 
Support detai ls, please see the fo llowing : 
http://www5.compaq.com/products/quickspecs/ 1 OS 18 no/ 1 OS 1 S._ no. HTML 

DA - 11430 . North Americo- Version 23 - July 17, 2003 

146196-822 

146197-823 
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QuickSpecs HP ProLiont ML350 Generation 3 

i n v • n t 

AIT Autoloader 

HP StorogeWorks AIT 35GB Autolooder, Rockmount {corbon) 

HP StorogeWorks AIT 35GB Autolooder T obletop (corbon) 

NOTE : Pleose see the HP StorogeWorks AIT 35GB Autolooder QuickSpecs for odditionol options 
such os odopters, controllers, ond cossettes, ond for on up-to-dote listing of lhe lotes! 0/S Support 

detoils, pleose see the following: 

http://www5.compoq.com/products/quickspecs/11404 no/11404 no.HTML 

HP StorageWorks 1/ 8 Autoloader 

HP StorogeWorks 1/ 8 Autolooder, Tobletop, Ultrium 230 

HP StorogeWorks 1/8 Autolooder, Tobletop, DLT VS80 

HP StorogeWorks 1/8 Autolooder, Rockmount kit 

NOTE: Pleose see the HP StorogeWorks I /8 Autolooder QuickSpecs for odditionol options such os 
odopters, controllers, ond cossettes, ond for on up-to-dote listing of the lotes! 0/S Supporl detoils, 

pleose see lhe following : 
http://www5.compoq .com/products/qu,ckspecs/1 149ó no/11 496 no .HTML 

SSL J O J 6 tape autoloader 

SSL J O 16 DL T1 tope outoloader {includes two 8-cortridge magazines and o borcode reader) 

NOTE: Please see the SSL I 016 DLT1 tape autoloader Quick Specs for odditional informotion : 
http://h 18000.www I .hp.com/products/qu,ckspecs/11626 no/ 11626 no .HTML 

SSL 1 O 16 SDLT 160/ 320 tope outolooder (includes two 8-corlridge magazines ond o borcode reoder) 

NOTE: Pleose see the SSL 1016 SDLTI60/320 tope outolooder Quick Specs for odditionol 

informotion: 

http://h 18000.www 1.hp.com/products/quickspecs/11609_no/11609 no .HTML 

Add-on drives and accessories 

SSLJ O 16 DL TIS DL T 8-cortridge magazine 

Rackmount Tape Drive Kits 

3U Rackmount Kit 

NOTE: The 3U Rockmounl Kit (PN 274338-B21) con support up to (2) full-height ar (4) holf-height 
tope drives ond compotible with multiple Single-Ended ond LVD SCSI Tope Drives including lhe 
12/24-GB DAT, 20/40-GB DAT, DAT 72-GB, 20/ 40-GB DAT DDS-4 8 Cossette Autolooder, AIT 
35GB LVD, AIT 50GB, AIT 100-GB, 40/80-GB DLT, DLT VS 40/80-GB, SDLT 11 0/220-GB, SDLT 
160/320-GB, Ultnum 215, Ultrium 230 ond Ultnum 460 Tope Dnves. 

5U Rockmount Kit 

NOTE: The 5U Rockmount Kit (PN 274339-B2 1) con supporl up to (4) full-heighttope drives ond is 

compotible with DLT/ SDLT/ LTO tope drives including the 40/80-GB DLT, SDLT 110/220, SDLT 
160/320, Ultrium 230, ond Ultrium 460 Tope Drives. 

NOTE: Pleose see the Rockmount Tope Drive Kits QuickSpecs for odditionol informotion regording 

these kits, pleose see lhe following : 

http:/ /www5.compoq.com/produds/quickspecs/1 0854 .. no/1 0854 _no. HTML 

Tape Storage Enclosure Cable Kits 

LVD Coble Kit, VHDCI! HD68 

NOTE: For use with lhe 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 

LVD Coble Kit, HD68/HD68 

NOTE: For use with the 3U RM Storoge Enclosure ond DLT Tape Arroy 111 only 

DA- 11430 North Ame rico - Version 23 - July _1 7, 2003 

280349-001 

292355-001 

C9572CB 

C9264CB 

C9266R 

330816-B21 

268664-B22 

274338-B21 

274339-B21 

o 
168048-B21 

242381-B21 
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QuickSpecs HP ProLiant 

Options 

Tape Automation 

I r~-<.. 

StorogeWorks SSL2000 sma// system librory 

SSL2020 - AITSO based library with up to 2 drives and 20 slots 

SSL2020 AIT Mini-Library 1 drive, 20 slot Table T op 

SSL2020 AIT Mini-Librory 2 drive, 20 slot Toble Top 

SSL2020 AIT Mini-Librory 1 drive, 20 slot Rockmounl 

SSL2020 AIT Mini-Library 2 drive, 20 slot Rockmount 

SSL2020 AIT Librory Poss Thru with Tronsport 

Add-on drives and accessories 

SSL2020 AIT Library Pass Thru Extender 

AIT 50GB Drive Add-On LVD Drive for SSL2020 AIT Librory 

19 Slot Magazine for SSL2020 AIT Librory 

AIT 50-GB Doto Cossette (5 pock) 

AIT Cleoning Cosselle 

N O TE : Pleose see lhe SSL2020 Automoted AIT Tope Library Solution QuickSpecs for odditionol 

informot ion including Upgrode Ki ts, Accessories, ond SCSI Coble Kits ond odditiono l opti ons needed 
for o complete solution ot: 

ht1p :/ /www5. compoq. com/ products/ quickspecs/1 0580 no/ 1 0580 _no. HT ML 

StorageWorks MSL6000 and MSL5000 Deportmentol tope librories 

MSL6060L I - Ultrium 460 I bosed deportmentollibrory up to 4 drives ond 60 slots 

MSL6060L 1, O DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 RM Library 

MSL6060L 1, 2 DRV Ultrium 460 TT Library 

MSL6060L 1 FC, 2 DRV Ultrium 460 embedded Fibre RM Library 

NOTE: Pleose see lhe StorogeWorks MSL6060 LTO Librory QuickSpecs for oddit iono l informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
complete solution ot: 
http://www5.compoq.com/products/qu ickspecs/ 11 608 no/ 1 1608 no.HTML 

StorogeWorks MSL6000 ond MSL5000 deportmentol libraries 

MSL5060L I - L TO Ultrium I based departmental librory up to 4 drives and 60 slots 

MSL5060L 1 , O DRV LTO 1 RM Librory 

MSL5060L 1, 2 DRV L TO 1 RM Library 

MSL5060L 1 , 2 DRV LTO 1 TT Library 

175195-B21 

175195-B22 

175196-B21 

175196-B22 

175312-B21 

1753 12-B22 

175197-B21 

175198-B21 

152841-001 

402374-821 

331196-B23 

331195-B21 

331196-B21 

331l96-B22 

3 

o MSL5060L 1 FC, 2 DRV LTO 1 RM-with integroted FC router 

NOTE: Pleose see ihe StorogeWorks MSL5060 LTO Librory QuickSpecs for oddiiiono l informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Ki ts ond oddiiionol options needed for o 
complete solution oi : 

301899-821 

301899-B22 

301900-B21 

301899-B23 

ht1p:/ /www5.compoq.com/products/quickspecs/l I 438 . no/i 14 38 . no. HTML 

MSL5052S2 - SOL T 160 bosed deportmentol librory up to 4 drives ond 52 slots 

MSL5052S2, RM O DRV SDLT ALL 

MSL5052S2, 2 DRV SDLT2 TT LIB 

MSL5052S2, 2 DRV SDLT2 RM LIB 

MSL5052S2FC 2 DRV SDLT2 RM- with integroted FCrouter 

NOTE: Pleose see the StorageWorks MSL5052S2 Librory Qu ickSpecs for odd itiono l ·informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 

complete solution oi : 
http://wwwS . cornpoq .com/producis/qu ickspecs/ l l -1~2 no/1 1442 no.HTML 

255102-821 

293476-B21 

293474-821 

293474-B24 
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QuickSpecs HP ProLiant ML350 Generation 3 

Options 

MSL6030 1-drive, LTO Gen2, LVDS, TI 

MSL6030 2-drive, LTO Gen2, LVDS, TI 

MSL5030L 1 - L TO Ultrium 1 mid-range library up to 2 drives and jo slots 

MSL5030L 1, O DRV L TO 1 RM Librory 

MSL5030L 1 , 1 DRV LTO 1 RM Librory 

MSL5030L 1 , 2 DRV LTO 1 RM Librory 

MSL5030L 1 , 1 DRV L TO 1 TI Library 

MSL5030L 1, 2 DRV LTO 1 TI Library 

MSL5030L 1 FC, 1 DRV LTO 1 RM- with integrated FC rauter 

NOTE: Please see lhe StorageWorks MSL5030 LTO Librory QuickSpecs for additional information 
including Upgrade Kits, Accessories, and SCSI Cable Kits and additional options needed for a 
complete solution ot: 
http://wwwS.compoq.com/products/quickspecs/11439 na/11439 na.HTML 

DA- 11430 North America - Version 23 - July 17, 2003 

330731-821 

330731-822 

330731-823 

330731-824 

330731-825 

330788-821 

330788-822 

301897-821 

301897-822 

301897-823 

301898-821 

301898-822 

301897-824 

) 

o 
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QuickSpecs HP ProLiant ML 

Options 

( 

o 

i n w • n t 

MSL502652 - SOL Tl60 based mid-range library up to 2 drives and 26 slots 

MSLS026S2, O ORV SOLT2 RM Library 

MSL5026S2, 1 ORV SOLT2 RM Librory 

MSLS026S2, 2 ORV SDLT2 RM Library 

MSL5026S2, 1 ORV SOL T2 TI Library 

MSL5026S2, 2 ORV SOL T2 TI Library 

MSL5026S2FC, 1 ORV SOLT2 RM- with integrated FC router 

MSL5026S2FC, 2 DRV SDLT2 RM- with integrated FC router 

NO TE : Please see lhe StorageWorks MSL5026SL Library OuickSpecs for additional infarmation 

including Upgrade Kits, Accessories, and SCSI Cable Kits and additionol opt ions needed for o 
complete solution ot : 
http://www5.compaq.com/products/quickspecs/ 11453 no/11453 no. HTML 

MSL5026SL Graphite - SOL TI J O based mid-range library up to 2 drives and 26 slots 

MSL5026SL, 1 ORV SOLT TI, grophite 

MSL5026SL, 2 DRV SOLT TI, graphite 

MSL5026SL, 1 DRV SDLT RM, graphite 

MSL5026SL, 2 ORV SDLT RM, graphite 

NOTE: Pleose see the StorogeWorks MSL5026SL Grophite Library OuickSpecs for odditionol 
informotion including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed 
for o complete solution ot: 
http://www5.compoq.com/products/quickspecs/11 440 __ no/ 11440 no.HTML 

MSL50260LX- 40/BOGB OLT based mid-range library up to 2 drives and 26 slots 

MSL5026DL.X, 1 40/80G8 DLT, LVD, TI 

MSL5026DL.X, 2 40/80G8 DLT, LVD, TI 

MSLS0260l.X, 1 40/80G8 OLT, LVO, RM 

MSL50260LX, 2 40/80G8 OLT, LVO, RM 

NOTE: Pleose see the StorageWorks MSL5026Dl.X Librory OuickSpecs for additionol informotion 
including Upgrade Kits, Accessories, ond SCSI Cable Kits ond odditionol options needed for o 
complete solution ot: 
http://www5.compoq.com/products/quickspecs/ l 0860 no/ l 0860no.HTML 

MSL6000 and MSLSOOO Add-on drives & accessories 

MSL SDLT 160/320 Upgrode ORV 

MSL Ultrium 460 upgrade drive in hot plug conister 

MSL5000 SOLT 11 0/220 Upgrade DRV 

MSL5000 40/80G8 DLT Upgrade DRV 

MSL Dual Magazine DLT (2 X 13 slot magazines) 

MSL Universal possthraugh mechonism 

MSL 5U passthrough extender 

MSL 1 OU possthrough extender 

MSL Dual Magazine - Ultrium 

DA- 11430 North Americo - Version 23 - July 17, 2003 
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293472-821 

293472-822 

293472-823 

293473-821 

293473-822 

293472-824 

293472-825 

302511 -821 

302511-822 

302512-821 

302512-822 

231821-821 

231821-822 

231891 -821 

231891-822 

293475-821 

330729-821 

231823-822 

231823-82 1 

232136-821 

304825-821 

231824-822 

231824-823 

301902-821 
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Externa I Storage - T ower 

and Rack 

MSAlOOO 

Network Storage Router 

StorageWorks Options 

HP ProLiant ML350 Generation 3 

Smort Arroy Cluster Storoge 

Smort Arroy Cluster Storoge Redundont Controller Option Kit 

128MB Coche Module for Smort Arroy 5302 Controller 

256MB Bottery Bocked Coche Module 

4-Port Shored Storoge Module with Smort Arroy Multipoth Software for Smort Arroy Clusler Storoge 

NOTE: Ali 128MB Coche modules must be removed when 256MB coche modules ore instolled. 
N O TE : Pleose see the Smort Arroy Cluster Storoge QuickSpecs for odditionol informotion including 
configurotion steps ond odditionol options needed for o complete solution ot: 
http ://www5.compoq.com/ products/qu ickspecs/ll 050 no/ 11 050 no.htm l 

StorogeWorks Enclosure Model 4314T (tower) 

StorogeWorks Enclosure Model 4314R (rock-mountoble) 

StorogeWorks Enclosure Model 4354R (rock-mountoble) 

-' 

NOTE: The StorogeWorks Enclosure 4300 Fomily support the Wide Ultro2/ Uitro3 1" Hot Plug Hord 
Drives. 

Redundont Power Supply Option 

Ultro3 Single Bus 1/0 Module Option 

Ultro3 Dual Bus 1/0 Module Option 

StorogeWorks Enclosure Tower to Rock Conversion Kit 

MSAlOOO 

MSA 1 000 Controller 

MSA Fibre Chonnel 1/0 Module 

MSA 1 000 Fobric Switch 

MSA 1 000 Fibre Chonnel Adopter (FCA) 21 O 1 

HP StorogeWorks mso hub 2/3 

NOTE: Pleose see the StorageWorks by Compaq Modular SAN Arroy 1000 QuickSpecs for 
odditional options ond configurotion informotion ot : 
http://www5.compaq.com/products/qu1Ckspecs/ ll 033 _ no/11 033 na.HTML 

M2402 2FCX 4SCSI LVD Network Storoge Router 

M2402 2FCX 4SCSI HVD Network Storoge Router 

M2402 4 chonnel LVD SCSI Module 

M2402 4 chonnel HVD SCSI Module 

M2402 2 chonnel FC Module 

MSL5000 Embedded Router Fibre Option Kit · Grophite 

MSL5026 Embedded Router Fibre Option Kit - Opol 

StorogeWorks Fibre Chonnel SAN Switches 8-EL 

StorogeWorks SAN Switch 2/8-EL 

StorogeWorks SAN Switch 2/16-EL 

StorogeWorks SAN Switch 2/8-EL Upgrode Kit 

StorogeWorks SAN Switch 2/16-EL Upgrode Kit 

201724-B21 

218252-B21 

153506-B21 

254786-B21 

292944-B21 

190210-00 1 

190209-00 1 

190211 -001 

11982<'- ~"1 

19021-

190213-B21 

150213-B21 

201723-B22 

218231-B22 

218960-B21 

218232-B21 

245299-B21 

286763-B21 

262653-B21 

262654-B21 

26265~ 

2626V 

262661-B21 

262672-B21 

286694-B21 

176219-B21 

258707-B21 

283056-B21 

288162-B21 

288250-B21 

p~~- -------------------
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QuickSpecs HP ProLiant ML3 

Options 

UPS and PDU Power 

Cord Matrix 

Uninterruptible Power 
Systems - T ower UPSs 

Uninterruptible Power 
Systems- HP Rack UPSs 

- • r 

UPS Options 

i n w • n I 

Please see the UPS and PDU cable matrix that lists cable descriptions, requirements, and 
specifications for UPS and PDU units: 
ftp:/ / ftp .compoq .com/ pub/ products/ servers/ Proliontstoroge/ power- protection/ powercordmotrix. pdf. 
NOTE: This Web site is ovoiloble in English only. 

HP UPS Model T700 (700VA, 500 Watt), Low Voltage 

HP UPS T1 000 XR (1 000 VA, 700 Watts), Low Voltage 

HP UPS T1500 XR (1440 VA, 1050 Wotts) 

HP UPS T2200 XR (1920 VA, 1600 Wotts) Low Voltoge 

HP UPS T2200 XR (2200 VA, 1600 Watts) High Voltoge 

HP UPS R1500XR (100 to 127) 

HP UPS R3000 XR (120V) 

HP UPS R3000 XR (208V) 

Rock-Mountoble UPS R6000 (208V) 
NOTE: UPS R6000 hos o hordwired input; ond the UPS R12000 XR hos o hordwired input ond 
output connect.ion . 

HP UPS R12000 XR N+ x (200-240V) 

NOTE: The UPS R 12000 XR hos o hordwired inpul ond outpul. 

NOTE: HP UPS R6000 hos o hordwired inpul; lhe UPS R 12000 XR hos o hordwired inpul ond output 
connection. 

SNMP Serial Port Cord 
NOTE: Supports tower ond rock UPS XR models ronging from 1000 - 3000VA 

Six Port Cord 
NOTE: Supports tower ond rock UPS XR models ronging from 1000 - 3000VA. 

High lo Low Voltoge T ronsformer (250VA) 
NOTE : Supports R6000 UPS series only. 2.5A@ 125 Volts mox output ocross lwo NEMA 5-15. 

Extended Runlime Module, T 1 000 XR 

Extended Runtime Module, T1500 XR/T2200 XR 

Extended Runtime Module, R 1500 XR 
NOTE: 2U eoch, lwo ERM moximum. 

Extended Runtime Module, R3000 XR 
NOTE: 2U eoch, one ERM maximum. 

Extended Runlime Module, R6000 
NOTE: 3U eoch, two ERM moximum. 

Extended Runtime Module, R 12000 XR, 4 U eoch, lwo ERMs moximum 

R 12000 XR 8ockPiote Receptocle Kit, (2) L6-30R 
NOTE : The R 12000 XR 8ockPiote Ki t h os o hordwired input . 

R 12000 XR 8ockPiote Receptocle Kit, (2) IEC-309R 
N O TE : lhe R 12000 XR BockPiote Ki t hos o hordwtred 1nput. 

SNMP-EN Adapter 
NOTE: Supporfs R6000 UPS series only. 

Multi-Server UPS Cord 
NOTE: Supports R6000 UPS series only. 

Scoloble UPS Cord 
NOTE : Supports R6000 UPS series only. 

204015-001 

204155-001 

204155-002 

204451-001 

204451-002 

204404-001 

192186-001 

192186-002 

347207-001 

207552-822 

192189-821 

192185-821 

388643-821 

218967-821 

218969-821 

218971 -821 

192188-821 

347224-821 

217800-821 

325361 -001 

325361-821 

347225-821 

123508-821 

123509-821 

; i,:GS n" UJtl.liLb -- · 

I CPf\lll • CORP ·· 10"' ! , , • \ 2 , 
j . 

DA- 11430 North Americo - Version 23 - July 1 7, 2003 ~ F ls: kJ) 9-J-~91!_ 4 
I /. 3697 1 
i Doe: _______ _ J 
---------~· ~ ~ - · -



(Up to 32 outlets) 

N O TE : 1 U/ OU mounting 
brockets shipped with 
the unit (optimized for 1 0000 
ond 9000 series rocks). 

PDU Options 

USB Options 

Olhe r 

Rack Builder 

Rack Conversion Kit 

HP ProLiant ML350 Generation 3 

HP Modular Power Oistribution Units (mPOU), Low Volt Model, 24A (1 00-127 VAC) 

NOTE: This mPOU (252663-0 7 1) moy olso be used to connect lhe low vo lt model of the UPS 
R3000 XR. 

HP Modular Power Oistribution Unils (mPOU), High Volt Model, 24A (200-240 VAC) 

HP Modular Power Distribution Units (mPDU), High Volt Model, 40A (200-240 VAC) 

N O TE: This mPDU (252663-82 1). 40A model hos o hordwired input. 

HP Modular Power Oistribution Units (mPOU). High Volt Model, 16A (200-240 VAC) 

N O TE : This PDU hos o detochoble input power cord ond ollows for odoptobility_to cou ntry specilic 
power requ irements. Th1s model moy olso be used with the high vo lt UPSs R300p-JCR ond'R6000. 
Order coble PN 340653-00 1. 

N O TE : Pleose see the following Modular Power Oistribu tion Unit (Zero-U/1 U Modu lar POUs) 

Q uickSpecs for odditiono l options including shorter jumper cobles ond country specilic power cords: 
http:/ /www5.compoq.com/products/quickspecs/11 04 1 no/1 1 041 no.HTML 

Third Porty Modular PDU Modular Kit 
N O TE : Th is kit ollows you to mount the Modular PDUs in (1 U conl igurotion only) in rocks other 
thon the 9000/ 10000 Series rocks (ony rocks using the stondord 19" ro il , including the 7000 Series 
rocks) . For more detoils pleose reler the Modular POU Q uickSpecs. 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (1 per pock) 

4.5' IEC C 13 to IEC C 14 PDU Jumper Coble (15 per pock) 

US8 Eosy Access Keyboord (corbon) 

US8 Eosy Access Keyboord (corbonite) 

US8 2-8utton Scroll Mouse (corbon) 

US8 2-8utton Scroll Mouse (corbonite) 

US8 Floppy 

Enhonced Keyboord (Corbon) 

Proliont ML330/ ML350 Internai to Externai SCSI Coble Option Kit (HD68) 

Proliont ML330/ ML350 Internai to Externai SCSI Coble Option Kit (VHOCI) 
N O TE: The Proliont ML330/ML350 Internai to Externai SCSI Coble Option Kits (PN 159547-821 
ond 333370-82 1) ore supported by the ML330/ ML350 Fomily. 

Pleose see lhe Rock 8uilder for configurotion ossistonce oi http:/ /www.compoq.com/rockbui lder/ 

Proliont ML350 Generotion 3 T ower to Rock Conversion Kit (CPQ bronded) 

252663-071 

252663-072 

252663-821 

252663-82 4 

310777-821 

) 
142257-006 

142257-007 

267146-008 

DC1688#A8A 

195255-825 

DC1728 

304707-821 

296435-005 

159547-822 

333370-821 

o 
290683-821 

~---\-T--t---------
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QuickSpecs HP ProLiant ML35 

Options 

HP Rack 1 0000 Series 
(Graphite Metaliic) 

HP S 1 0614 {14U) Rack Cabine! - Shock Paliei 

HP 1 0842 (42U) Rack Cabine! - Paliei 

HP 10842 (42U) Rack Cabine!- Shock Paliei 

HP 10647 (47U)- Pallet 

HP 10647 (47U) - Croted 

HP 10642 (42U) - Paliei 

HP 10642 (42U) - Shock Pallet 

HP 10642 (42U)- Crated 

HP 10636 (36U) - Paliei 

HP 10636 (36U) - Shock Pollet 

HP 1 0636 (36U) - Crated 

HP 10622 (22U) - Paliei 

HP 10622 (22U) - Shock Paliei 

HP 1 0622 (22U) - Croted 

NOTE: -821 (pollet) used to ship empty racks shipped on o truck 

---
.i 

-822 {shock po llet) used to ship rocks with equipment instal led {by custam systems, VARs and 
Channels) 
-823 (crated) used for ai r shipments of empty racks 

NOTE: lt is mandatory to use a shock pallet in arder to ship rocks with equipment instolled. Not ali 
Compoq equipment is qualified to be shipped in the Rack 10000 series. 

NOTE: Pleose see the Rack 10000 QuickSpecs for Technical Specifications such as height, width, 
depth, weight, ond calor: 
http://www5.campaq.com/ praducts/quickspecs/ 1 0995 na/ 1 0995 na.HTML 

NOTE: For additional information regording Rack Cabinets, please see the following URL: 
http://h 18000.www 1.hp.cam/ praducts/ servers/ proliantstoroge/ 
rack-options/index.html 
NOTE: This Web site is available in English only. 

Compaq Rack 9000 Series Compaq Rack 9142 (42U)- Paliei 

{apal) Compaq Rack 9142 {42U)- Shock Pallet 

Compaq Rack 9142 (42U) - Crated 

NOTE: - 821 {pallet) used to ship emply racks shipped on a lruck 
- 822 (shock pallet) used to ship racks with equipment installed (by custam systems, VARs and 
Channels) 

o - 823 {crated) used for a ir shipments of emply racks 

NOTE: Please see the Rack 9000 QuickSpecs for Technical Specifications such as height, width, 
depth, weight, and colar: 
http: //www5.compaq.com/ products/quickspecs/ 1 0366 na/ l 036ó _ na.HTML 

NOTE: For additional information regarding Rock Cobinets, please see the following URL: 
http:/ / h l8000.www l .hp.com/ products/servers/ proliantstorage/ 
rack-ptio ns/ index. htm I 
NOTE: This Web site is available in English only. 

257415-821 

257415-822 

245160-821 

245160-823 

245161 -821 

245161-822 

245161-823 

245162-821 

245162-822 

245162-823 

245163-821 

245 163-822 

245163-823 

120663-821 

120663-822 

120663-823 

i n v e n t 
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QuickSpecs HP ProLiant ML350 Generation 3 

ack Rack 81anking Peneis - Graphite (Multi) 

NOTE: Contains one each oi 1 U, 2U, 4U and 8U. 

Rack 81anking Panels- Graphite (1 U) 

NOTE : The Rack 81anking Ponels (PN 2532 14-821 ) contains 1 O each of (1 U) . 

Rack 81anking Panels - Graphite (2U) 

NOTE: The Rack 81 anking Panels (PN 2532 14-822) contains 1 O each of (2U) . 

Rack 81anking Panels- Graphite (3U) 

N O TE : The Rock 81anking Panels (PN 2532 14-823) contains 1 O each of (3 U). _.::.. 

Rack 81anking Peneis - Graphite (4U) 

N O TE : The Rack 81anking Peneis (PN 2532 14-824 ) contains I O each of (4 U). 

Rack 81anking Panels - Graphite (5U) 

N O TE : The Rack 81anking Panels (PN 2532 14-825) contams 10 each of (5 U). 

600mm Stobil izer Kit - Graphite 

800mm Wide Stabilizer Kit (Graphite) 

N O TE: Supported by the Rack 1084 2 cabine! only. 

8aying Kit for Rack 1 0000 series (Carbon) 

42U Side Pane! - Graphite Metallic 

11 OV Fan Kit (Graphite) 

N O TE : Roof Mount lncludes power cord with IEC320-C 13 to Nemo 5-15P. 

220V Fan Kit (Graphite) 

NOTE: Roof Mount lncludes power cord with IEC320-C 13 to Nema 6- 15P. 

36U Side Pane! - Graphite Metallic 

47U Side Pane! - Graphite Metallic 

9000/ 10000 Series Olfset 8aying Kit (42U) 

NOTE: This kit ca n be used to connect 9000 and 1 0000 series racks oi the some U height together. 
Kit contents include hardware for connecting racks and a pane! to cover the 1 OOmm gap at the rear 
of the two racks. 

N O TE : For add itional u1formation regard1ng Rack O pt ions, please see the fo llowing URL: 
hHp:/ / h 18000.www 1 .hp .com/ products/se •vers/proliontstoroge/ 
rock-ptions/ index. htm I 

NOTE: This Web;;te 15 ava ilable in Eng lish only 

253214-826 

253214-821 

253214-822 

253214-823 

2532 14-824 

253214-825 

246 107- 821 

255488-821 

24892' 

246099-tJ2 1 

2574 13-821 

257414-821 

246102-821 

255486-821 

248931-821 

o 

(J ' 
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QuickSpecs HP ProLiant ML 

Options 

Rack Options for 8aying/Coupling Kil 

Compaq Rack 9000 Series 42U Side Pane! 

NOTE : The 42U Side Ponel (PN 120670-821) supporls lhe Compaq Rack 9142 and Compaq Rock 
9842. 

36U Side Panel 

NOTE : The 36U Si de Pane I (PN 120671-821) supparls lhe Campaq Rack 9136. 

600mm Stabilizer Oplion Kil 

800mm Slabilizer Oplion Kit (Opal) 

NOTE: The 800mm Slabilize r Ki t (PN 234493-821) supparls lhe Rack 9842 only: 

91 4 2 Extension Kil 

NOTE: The 91 42 Extensian Kit (PN 120679-821) supparls lhe Compaq Rack 9142 only. 

Slabilizer Oplion Kil 

Rack 81anking Panel Kil for Rack 9000 series (Opa I) (U.S.) 
NOTE: The Rack 81anking Pane I Kil (PN 169940-821) contains 4 panels - one each of 1 U, 2U, 4U 
and 8U. 

n , 

120670-821 

120671-821 

120673-821 

234493-821 

120679-821 

120673-821 

169940-821 

'S Rack 81anking Panels (lU) 189453-821 

-. O',... 
NOTE: The Rack 81anking Panels (PN 189453-82 1) contains 1 O each of ( 1 U) . 

Rack 81anking Panels (2U) 
NOTE: The Rack 81anking Panels (PN 189453-822) contains 1 O each of (2U) . 

Rack 81anking Panels (3U) 
NOTE: The Rack 81anking Panels (PN 189453-823) contains lO each of (3U) . 

Rack 81anking Panels (4U) 
NOTE: The Rack 81anking Panels (PN 189453-824) contains 1 O each of (4U). 

Rack 81anking Panels (5U) 
NOTE: The Rack 81anking Panels (PN 189453-825) contains 1 O each of (5U) 

9136 Extension Kil 

914 2 Short Rear Door 
NOTE: The 91 4 2 Shorl R e ar Door (PN 21821 7-821) supporls lhe Compaq Rack 91 4 2 only. 

Splil Rear Door (Opal) 
NOTE: The Split Rear Doar (PN 254045-82 1) supporls the 600 mm wide, 42U 9000 series rack. 

9136 Short Rear Doar 

9142 Split Rear Doer 

9000/l 0000 Offset 8aying Kil (42U) 
NOTE: This kil can be used to connect 9000 and 1 0000 series racks of some U 

189453-822 

189453-823 

189453-824 

189453-825 

218216-821 

218217-821 

254045-821 

218218-821 

254045-821 

248931-821 

o 
height together. Kit contents include hardware for connecting racks and a pane I to cover the 1 OOmm 
gap at lhe rear of lhe lwo racks. 

NOTE: For addilional information regarding Ro ck Cabinels, please see the following URL: 
http:/ /h l8000.www 1 .hp.com/products/servers/proliontstorage/ 
rack -opl ions/i ndex. htrn I 
NOTE: This Web site is available in English only. 

Rack Options for High Ai r Flow Rack Door Inseri for lhe 7122 Rack 

Compaq Rack 7000 Series High Ai r Flow Rack Door Inseri for lhe 7142 Rack (single) 

High Air Flow Rack Door Inseri for lhe 7142 Rack (6-pack) 

Compaq Networking Cable Managemenl Kil 

Compaq Rack Extension Kil for 7142 

157847-821 

327281-821 

327281-822 

292407-821 

154392-821 

NOTE: For additional information regarding Rack Cabinets, please see lhe following URL: 
http :/ /h 18000.www 1 .hp.com/products/servers/proliantslorage/ 
rack-oplions/index.html 
NOTE : This Web site 1s avadable 1n English only . 

lrhdi'------------------------------------------~------~{~F~I c--- --T+~~P~ag~_e_--].7 _,~ 
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QuickSpecs HP ProLiant ML350 Generation 3 

Rack Rail Adapter Kit (25-inch depth) 

Cable Management D-Rings Kit 

Console Management Controller {CMC) Option Kit 

Console Management Controller (CMC) Sensors Option Kit 

Console Management Controller (CMC) Locking Option Kit 

Console Management Controller (CMC) Smoke Sensors Option Kit 

Server Console Switch 1 x 2 port (1 00 to 230 VAC) 

Server Console Switch 1 x 4 port (1 00 ta 230 VAC) 

Server Console Switch 1 x 8 port (1 00 to 230 VAC) 

Server Console Switch 2 x 8 part (1 00 to 230 VAC) 

Server Console Switch 2 x 8 port {48 VDC) 

IP Console Switch 8ox, 1 x 1 x 16 

I P Console Switch 8ox, 3x 1 x 1 6 

IP Console Interface Adapter, 8 pack 

IP Console Interface Adapter, 1 pack 

IP Console Expansion Module 

KVM 9 PIN Adapter (4 Pack) 

CPU to Server Console Cable, 12' 

CPU to Server Console Cable, 20' 

CPU to Server Console Cable, 40' 

CPU to Server Console Cable, 3' 

CPU to Server Console Cable, 7' 

CPU to Server Console Cable (Pienum Rated) 20' 

CPU to Server Console Cable (Pienum Rated) 40' 

IP CAT5 Cable 3', 4 pack 

IP CAT5 Cable 6', 8 pack 

IP CAT5 Cable 12', 8 pack 

IP CAT5 Cable 20', 4 pack 

IP CAT5 Cable 40', 1 pack 

Switch 8ox Connector Kit ( 115 V) 

Switch 8ox Connector Kit (230 V) 

1 U Rack Keyboard & Drawer (Carbon) 

NOTE : The 1 U Rock Keyboord & Drower (PN 257054 -001) is to be used wi th the . 

Keyboords fo r Rocks with T rockbol l (PN 158649-00 I) . 

TFT5600 Rack Keyboard Monitor 

lnput Device Adjustable Rails 

NOTE : lnput Device Ad jusloble Ro ils (287 139-821) ore for use O NLY wi lh lhe TFT5 11 OR, 

TFT5600RKM ond inlegroled keyboord/drower wh ich os used tn mounltng tnlo lhord porty rocks . 

lnput Device T elco Rail 

NOTE: lnput Device Telco Roils (287138-821) ore for use ONLY with the TFT5 1 1 OR, TFT5600RKM 

and integroted keyboard/drawer which is used in mounting into third porty rocks . 

Keyboard/Monitor/Mouse extension cables 

N O TE : For odd il iono l tnfonnolion regord ing Rock Opt tons, p leose see lhe fo llowing URL: 

http :/ / h 18000 .www I .hp com/ producls/setvers/proltonlsloroge/ 
rock-options/ i ndex . hlm I 

N O TE : Thi s Web slfe is ovoiloble '" English only 

303606-821 

120672-821 

234672-821 

120675-821 

168233-821 

203039-821 

203039-822 

203039-823 

203039-824 

120206-001 

400336-001 

400337-001 

400338-001 

400542-821 

262585-821 

26258( 

262587-o:i! 

262588-821 

262589-821 

149361-821 

110936-821 

110936-822 

110936-823 

110936-824 

110936-825 

149363-821 

149364-821 

263474-821 

263474-822 

263474-823 

263474-824 

263474-825 

144007-001 

1440o(l 

257ost:o-o1 

221546-001 

287139-821 

287138-821 

169989-001 
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When routes are created, they are injected into any dynamic routing protocol and distributed to 
surrounding devices. This traffic flows, requiring IPSec to be directed to the appropriate RRI router for 
transport across the correct SAs to avoid IPSec policy mismatches and possible packet loss. 

Hot Standby Router Protocol and IPSec 

Hot Standby Router Protocol (HSRP) is designed to provide high network availability by routing IP 
traffic from hosts on Ethernet networks without relying on the availability o f any single router. HSRP is 
particularly useful for hosts that do not support a router discovery protocol, such as ICMP Router 
Discovery Protocol (IRDP), and do not have the functionality to switch to a new router when their 
selected router reloads or loses power. Without this functionality, a-;:;_uter.that loses its default gateway 
because o f a router failure is unable to communicate with the network. 

HSRP is configurable on LAN interfaces using standby command line interface (CLI) commands. lt is 
now possible to use the standby IP address from an interface as the local IPSec identity, or local tunnel 
endpoint. 

By using the standby IP address as the tunnel endpoint, failover can be applied to VPN routers by using 
HSRP. Remate VPN gateways connect to the local VPN router via the standby address that belongs to 
the active device in the HSRP group. In the evento f failover, the standby device takes over ownership 
o f the standby IP address and begins to service remo te VPN gateways. 

Further Documentation 

Refer to the following document for further information about the IPSec VPN High Availability 
Enhancements feature: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121limit/121 e/121 e9/ipse 
cha.htm. 

Large-Scale Diai-Out (LSDO) VRF Aware 

The Large-Scale Dial-Out (LSDO) VRF Aware feature allows LSDO to support the Layer 2 Tunnel 
Protocol (L2TP) in an Multiprotocol La bel Switching (MPLS) Virtual Priva te Network (VPN). The basic 
operation o f LSDO relies on per-user static routes stored in an authentication, authorization, and 
accounting (AAA) server and redistributed static routes and redistributed connected routes to put better 
routes that point to the same remate network or host on the alterna te network access server (NAS). When 
using LSDO, overlapping IP addresses are often present in virtual routing and forwarding instances 
(VRFs), so that a unique key is needed to retrieve the correct route from the AAA server. With virtual 
private dia! network (VPDN) as a dial-out resource, a virtual access interface is created for maintaining 
each PPP session. Software before Cisco lOS Release 12.2(8)T did not update the VRF information on 
the virtual access interface; rather, this information was cloned from the dialer interface. Now, the VRF 
table identifier is retrieved from the incoming packet and is mapped to the VRF name. This VRF name 
and the destination IP address are combined to make the unique key needed to retrieve the dial string and 
other user profile information from the AAA server. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftlsdvpn.htm . 

M~dia Gateway Control Protocol Based Fax {T.38) and Dual Tone Multifrequency (IETF RFC 2833) 
Relay 

OL-2339-04 Rev. GO 

The MGCP-Based Fax (T.38) and DTMF (TETF RFC 2833) Relay feature adds support for fax relay and 
DTMF relay with MGCP. This feature provides two modes o f implementati on for each component: 
ga teway (GW) controlled mode and call agent (CA) controlled mode. In GW co ntrolled mode, GWs 
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• New and Changed lnformation 

negotiate DTMF and fax relay transmission by exchanging capability information in Session Definition 
Protocol (SDP) messages. That transmission is transparent to the CA. GW-controlled mode allows use 
of the MGCP-Based Fax (T.38) and DTMF (IETF RFC 2833) Relay feature without upgrading the CA 
software to support the feature. In CA-controlled mode, CAs use MGCP messaging to instruct GWs to 
process fax and DTMF traffic . For MGCP T.38 Fax Relay, the CAs can also instruct GWs to revert to 
GW-controlled mode i f the CA is unable to handle the fax control messaging traffic; for example, in 
overloaded or congested networks. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122.newftD 22limit/122x/122xb/ 122 
xb_2/ftmgcpfx .htm. _; 

MGCP VoiP Call Admission Control 

MGCP CAC determines i f calls can be accepted on the IP network on the basis o f available network 
resources. Before this release, MGCP Voice over IP (VoiP) calls were established regardless o f the 
available resources on the gateway or network. The gateway had no mechanism fo r gracefully refusing 
calls i f resources were not available to process the cal!. New calls would fail with unexpected behavi0r) 
and in-progress calls would experience quality-related problems . 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_04mac .htm . 

MPLS Label Distribution Protocol (LDP) 

Cisco MPLS label distribution protocol (LDP) allows the construction ofhighly scalable and flexible IP 
Virtual Private Networks (VPNs) that support multiple leveis o f services. 

LDP provides a standard methodology for hop-by-hop distribution of labels in an Multiprotocol La bel 
Switching (MPLS) network by assigning labels to routes that have been chosen by the underlying 
Interior Gateway Protocol (IGP) routing protocols. The resulting la bel switch paths (LSPs) forward label 
traffic across an MPLS backbone to particular destinations. These capabilities enable service providers 
to implement Cisco MPLS-based IP VPNs and IP+ATM services across multivendor MPLS networks. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ft_ldp 7t.htm. 

MPLS Over ATM: Virtual Circuit (VC) Merge 

VC merge maps severa! incoming labels to one single outgoing label. Cells from different virtual 
channel identifiers (VCis) that travei to the same destination are transmitted to the same outgoing VC 
using multipoint-to-point connections. 

VC merge allows the switch to transmit cells that come from different VCis over the same outgoing VCI 
to the same destination. In other words, VC merge queues ATM Adaptation Layer 5 (AAL5) frames in 
input buffers until the switch receives the last frame. Then the switch transmits the cells from that AAL5 
frame before it sends any cells from other frames. VC merge requires the switch to provide buffering, 
but no more buffering than is required in IP networks. VC merge slightly delays the transfer o f frames; 
however, VC merge is for IP traffic and not for traffic that requires speed. IP traffic tolerates delays better 
than other traffic on the ATM network. 

OL-2339-04 Rev. GO 
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MPLS Traffic Engineering (TE) MIB 

Simp1e Network Management Protoco1 (SNMP) agent code operating in conjunction with the MPLS 
Traffic Engineering MIB (MPLS TE MIB) enab1es a standardized, SNMP-based approach to be used in 
managing the Mu1tiprotoco1 Labe1 Switching (MPLS) Traffic Engineering (TE) features in Cisco lOS 
software. 

The MPLS TE MIB is based on the Internet Engineering Task Force (IETF) draft MIB entit1ed 
draft-ietf-mp1s-te-mib-05 .txt, which includes objects describing features that support MPLS traffic 
engineering. This IETF draft MIB, which undergoes revisions from.time tq. .time, is being evo1ved toward 
becoming a standard. According1y, Cisco's imp1ementation of the' MPLS TE MIB is expected to track 
the evo1ution o f the IETF draft MIB . 

The SNMP objects defined in the MPLS TE MIB can be viewed by any standard SNMP uti1ity. Ali MPLS 
TE MIB objects are based on the IETF draft MIB; thus, no specific Cisco SNMP application is required 
to support the functions and operations pertaining to the MPLS TE MIB . 

The MPLS TE MIB provides the following benefits: 

• Provides a standards-based SNMP interface for retrieving information about MPLS traffic 
engineering. 

• Provides information about the traffic flows on MPLS traffic engineering tunne1s. 

• Presents MPLS traffic engineering tunne1 routes, including the configured route, the IGP calcu1ated 
route, and the actua1 route traversed. 

• Provides information, in conjunction with the Interfaces MIB, about how a tunne1 was rerouted in 
the event o f a 1ink fai1ure. 

• Provides information about the configured resources used for an MPLS traffic engineering tunnel. 

Supports the generation and queueing o f notifications that call attention to major changes in the 
operational status o f MPLS traffic engineering tunne1s; forwards notification messages to a 
designated network management station (NMS) for evaluation/action by network administrators . 

Refer to the following document for additional information. 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/temib28t. htm . 

MPLS VPN Carrier Supporting Carrier 

~ .. 

The carrier supporting carrier feature enables one MPLS VPN-based service provider to allow other 
service providers to use a segment o f its backbone network. The service provi der that provides the 
segment o f the backbone network to the other provi der is called the backbone carrier. The servi c e 
provider that uses the segment o f the backbone network is called the customer carrier. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftcsc8 .htm . 

Note This document focuses on a backbone carrier that offers Border Gateway Protoco1 and Multiprotocol 
Labe1 Switching (BGP/MPLS) VPN services. 

Ol-2339-04 Rev. GO 
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• New and Changed lnfonnation 

Using Multiprotocol Label Switching (MPLS) VPN ID you can identify virtual private networks (VPNs) 
by a VPN identification number, as described in RFC 2685. This implementation of the MPLS VPN ID 
feature is used for identifying a VPN. The MPLS VPN ID feature is not used to contrai the distribution 
o f routing information o r to associa te IP addresses with MPLS VPN ID numbers in routing updates. 

Multiple VPNs can be configured in a router. You can use a VPN name (a unique ASCII string) to 
reference a specific VPN configured in the router. Altemately, you can use a VPN ID to identify a 
particular VPN in the router. The VPN ID follows a standard specification (RFC 2685). To ensure that 
the VPN has a consistent VPN ID, assign the same VPN ID to ali the-ro_uters· in the service provi der 
network that services that VPN. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t8/ftvpnid .htm. 

Multilink Frame Relay 

The Multilink Frame Relay feature introduces functionality based on the Frame Relay Forum Multilir 
Frame Relay UNI/NNI Implementation Agreement (FRF.l6). This feature provides a cost-effective wa1 

to increase bandwidth for particular applications by enabling multiple seriallinks to be aggregated into 
a single bundle ofbandwidth. Multilink Frame Relay is supported on User-to-Network Interfaces (UNis) 
and Network-to-Network Interfaces (NNis) in Frame Relay networks. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t8/ft_mfr.htm. 

Multi pie RSA Key Pai r Support 

The Multiple RSA Key Pair Support feature allows the Cisco lOS software to maintain a distinct key 
pair for each certification authority (CA) with which it is dealing. Thus, the Cisco lOS software can 
match policy requirements for each CA without compromising the requirements specified by the other 
CAs, such as key length, key lifetime, and general-purpose versus special-usage keys. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftmltkey.htm . 

Multiprotocol BGP (MP-BGP) Support for CLNS 

The Multiprotocol BGP Support for CLNS feature allows Border Gateway Protocol (BGP) to be used as 
an interdomain routing protocol in networks that use Connectionless Network Service (CLNS) as the 
network-layer protocol. This feature was developed to solve a scaling issue with a data communications 
network (DCN) where large numbers ofrouters are managed remotely. The benefits ofusing 
Multiprotocol BGP (MP-BGP) to support CLNS are not confined to DCN networks and can be 
implemented to help scale any network using Open System Interconnection (OSI) routing protocols with 
CLNS. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ 
fm_bgpmc. htm . . 
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NAT Support for SIP 
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The Session Initiation Protocol (SIP) is an application layer signaling protocol used fo ·ng and 
controlling multi media sessions with two or more participants. SIP is transported over TCP or UDP. The 
messages used in the protocol may have IP addresses embedded in the packet payload. I f a message 
passes through a router configured with Network Address Translation (NAT), the embedded information 
must be translated and encoded back to the packet. An Application Layer Gateway (ALG) is used with 
NAT to enable SIP. 

Refer to the following document for additional information: 
.i 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8!ftnatsip.htm. 

Network-Based Application Recognition RTP Payload Type Classification 

The RTP Payload Type Classification enhancement has been added to the Network-Based Application 
Recognition (NBAR) feature . With the addition ofNBAR RTP Payload Type Classification, RTP traffic 
can now be classified as a protocol within the Modular QoS CLI framework. 

For additional information on the NBAR feature, including NBAR RTP Payload Type Classification, 
refer to the following document: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/dtnbarad.htm. 

Nonstop Forwarding Enhanced FIB Refresh 

Operational networks must minimize traffic disruption and offer the most uptime possible. The Nonstop 
Forwarding Enhanced FIB Refresh feature provides users the capability to continue forwarding IP traffic 
while Cisco Express Forwarding (CEF) database tables are being rebuilt. IP forwarding on the router is 
therefore uninterrupted. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftfibeps .htm. 

OSPF Sham-Link Support for MPLS VPN 

A sham link is a logical path within an Open Shortest Path First (OSPF) area; it represents an 
unnumbered point-to-point connection between two provider edge (PE) devices. Ali routers within the 
area see the link and use it during the shortest path first (SPF) computation. 

On PE routers the VPN Route Forwarding (VRF) routing table is populated by OSPF routes over the 
sham link. The sham link gives users the capability o f specifying which path will be used for traffic. 

Refer to the following document for additional information: 

http://www.ci sco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ospfshmk.htm 

PIM Multicast Scalability 

OL-2339-04 Rev. GO 

This feature enhances the Protocol Independent Multicast (PIM) protocol in Cisco lOS software by 
adding a new levei o f scalability. With this feature, edge devices can have a large number of multicast 
groups and users without increasing the CPU utilization of the router. · 
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and Changed lnfonnation 

The current Non-Facility Associated Signaling (NFAS) support on the High-Density Voice network 
modules (NM-HDV) is joined with the Redundant Link Manager/Signaling System 7 (RLM/SS7). When 
a user configures an ISDN PRI NFAS group via the Cisco command line interface (CLI), ali channels 
within the PRI are treated as B channels. A D channel is not created and, thus no signaling will be passed 
to the ISDN stack. 

This feature modifies the existing implementation ofNFAS/RLM on NM-HDV to activate the generic 
NFAS feature on Cisco 2600 and 3600 routers and to allow the coexistence ofplain NFAS and 
NFAS/RLM/SS7 on the Cisco 3660 router. ~ -- •· 

Policer Enhancement-Multiple Actions 

This feature further extends the functionality o f the Cisco lOS Traffic Policing feature (a single-rate 
policer) and the Two-Rate Policer feature . The Traffic Policing and Two-Rate Policer features are traffic 
policing mechanisms that allow you to control the maximum rate o f traffic sent o r received on an 
interface. Both o f these traffic policing mechanisms mark packets as conforming to, exceeding, o r 
violating a specified rate. After a packet is marked, you can specify an action to be taken on the pad 
on the basis o f that marking. 

With both the Traffic Policing feature and the Two-Rate Policer feature, you can specify only one 
conform action, one exceed action, and one violate action. Now with the new Policer 
Enhancement-Multiple Actions feature, you can specify multiple conform, exceed, and viola te actions 
for the marked packets. You specify the multiple actions by using the action argument ofthe police 
command. 

Refer to the following document for additional information: 

http: //www.cisco.com/un ivercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftpolenh .htm. 

PPPoE MTU Adjustment 

The syntax of the ip adjust-mss command has changed to the following : 

ip tcp adjust-mss mss 

where the value ofthe mss argument must be 1452 or less to fix the Point-to-Point Protocol over Ethernet 
(PPPoE) maximum transmission unit {MTU) problem. 

PPPoE Session-Count MIB 

The PPPoE Session-Count MIB provides the ability to use Simple Network Management Protocol 
(SNMP) to monitor in real time the number ofPPP over Ethemet sessions configured on permanent 
virtual circuits (PVCs) and on a router. 

This new MIB also introduces two SNMP traps that generate notification messages when a PPPoE 
session-count threshold is reached on any PVC or on the router. 

Refer to the foll owing document for additional information: 

http://www.cisco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/122t8!ftpscmib.htm. 
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Radius Packet of Disconnect 

This feature consists o f a method for terminating a call that has already been connected. The "Packet of 
Disconnect" (POD) is a RADIUS access_request packet and is intended to be used in situations in which 
the authenticating agent server wants to disconnect the user after the session has been accepted by the 
RADIUS access_accept packet. This may be needed in at least two situations: 

Detection of fraudulent use, which cannot be performed before accepting the call, or a price 
structure so complex that the maximum session duration cannot be estimated before accepting the 
cal I. This may be the case when certa in types o f discounts are ap.pliec:l, .or when multi pie users use 
the same subscription simultaneously. ~ 

• To prevent unauthorized servers from disconnecting users, the authorizing agent that issues the POD 
packet must include three parameters in its packet o f disconnect request. For a call to be 
disconnected, ali parameters must match their expected values at the gateway. I f the parameters do 
not match, the gateway discards the packet of disconnect packet and sends a NACK (negative 
acknowledgement message) to the agent. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/ 122t8/ft_pod l.htm. 

RADIUS Route Download 

The RADIUS Route Download feature allows users to configure their network access server (NAS) to 
send static route download requests to authentication, authorization, and accounting (AAA) servers 
specified by a named method Jist. Before this feature, all RADIUS authorization requests for static route 
download could be sent only to AAA servers specified by the default method list. 

This feature extends the functionality ofthe aaa route download command to allow users to specify the 
name o f the method list that will be used to direct static route download requests to the AAA servers. 
The aaa route download command must be used to add separate method lists; however, users will 
continue to enable the aaa authorization configuration default command to download static route 
configuration information from the AAA server specified by the default method Jist. 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftradrou.htm. 

Rotating Through Dia I Strings 
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The Rotating Through Dial Strings feature allows you to specify the dialing order when multiple dial 
strings are configured. Options for dialing order include : 

Sequential-Dial using the first dia! string configured in a list of multi pie strings. 

Round-robin-Dial using the dial string following the most recently successful dial string. 

Last successful call-Dial using the most recently successful dia! string. 

This feature takes advantage o f information available from a previous call attempt, such as whether the 
cal I was unsuccessful or the line was busy, and thereby increases the rate o f successful calls. 

Refer to the following document for additional information: 

http: //www.cisco .com/un ivercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftrotdls .htm. 
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Secure Shell (SSH) Support over 1Pv6 

Secure Shell (SSH) in 1Pv6 functions the same and offers the same benefits as SSH in 1Pv4-the SSH 
Server feature enables an SSH client to make a secure, encrypted connection to a Cisco router, and the 
SSH Client feature enables a Cisco router to make a secure, encrypted connection to another Cisco router 
o r to any other device that is running an SSH serve r. 1Pv6 enhancements to SSH consist o f support for 
1Pv6 addresses that enable a Cisco router to accept and establish secure, encrypted connections with 
remate 1Pv6 nades over an 1Pv6 transport. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221112newft/122t/ 122t2/ipv6/index .ht 
m . 

Secure Shell (SSH) Version 1 Server Support 

Secure Shell (SSH) is an application anda protocol that provide a secure replacement to the Berkeley 
r-tools. The protocol secures the sessions using standard cryptographic mechanisms, and the application 
can be used much like the Berkeley rexec and rsh tools are used. There are currently two versions ofSSP 
available: SSH Version I and SSH Version 2. Only SSH Version 1 is implemented in Cisco lOS softwarl 
For more information on this feature, refer to the "Configuring Se cure Shell" chapter o f the Cisco !OS 
Security Configuration Guide, Release 12.2. 

This feature was originally introduced in Cisco lOS Release 12.1 ( 1 )T. This release adds support for the 
Cisco 826, Cisco 827, and Cisco 827-4V platforms. 

Service Selection Gateway 

Service Selection Gateway (SSG) is a switching solution for service providers who offer intranet, 
extranet, and Internet connections to subscribers using broadband access technology such as digital 
subscriber !ines, cable modems, or wireless to allow simultaneous access to network services. 

SSG works in conjunction with the Cisco Service Selection Dashboard (SSD) or its successor product, 
the Cisco Subscriber Edge Services Manager (SESM). 

Together with the SSD or SESM, SSG provides subscriber authentication, service selection, and service 
connection capabilities to subscribers o f Internet services. 

Subscribers interact with an SSD or SESM web application using a standard Internet browser. 

SSG communicates with the authentication, authorization, and accounting (AAA) management network 
where RADIUS, Dynamic Host Configuration Protocol (DHCP), and Simple Network Management 
Protocol (SNMP) servers reside and with the Internet service provider (ISP) network, which may 
connect to the Internet, corporate networks, and value-added services. 

A licensed version o f SSG works with SESM to present to subscribers a menu of network services that 
can be selected from a single graphical user interface (GUI). This functionality improves flexibility and 
convenience for subscribers and enables service providers to bill subscribers for connect time and 
services used, rather than charging a flat rate. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newftl1221imit/122b/122b_ 4112 
2b4_sg/ft_ssg.htm _ 
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Session lnitiation Protocol (SIP) for VoiP 

Voice over IP (VoiP) currently implements the ITU H.323 specification within Internet Telephony 
Gateways (ITGs) to signal voice call setup. Session Initiation Protocol (SIP) is a protocol developed by 
the Internet Engineering Task Force (IETF) Multiparty Multimedia Session Control (MMUSIC) 
Working Group as an alternative to H.323 . The Cisco SIP functionality equips Cisco routers to signal 
the setup ofvoice and multimedia calls over IP networks . SIP provides an alternative to H.323 within 
the VoiP internetworking software. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_sip 72 .htm. 

Simple Network-Enabled Auto-Provisioning for Cisco IAD2420 Series lAOs 

The Simple Network-Enabled Auto-Provisioning (SNAP) feature on the Cisco IAD2420 series IAD 
allows service providers to rapidly deploy and configure services to the Cisco IAD platforms at customer 
premises without requiring configuration of the IADs at the customer si te and with little orno onsite 
technician intervention. SNAP is part ofthe Cisco Networking Services (CNS) technology, which allows 
network products to be installed and automates many o f the configuration tasks. SNAP consists o f two 
basic functions : learning and setting the IP address and downloading the configuration for the IAD. 

Each Cisco IAD2420 series IAD using SNAP includes a CNS Configuration Agent and CNS Event 
Agent that communicates with the CNS Configuration Registrar to enable the configuration ofthe IAD. 

Using SNAP in conjunction with a Cisco aggregation router, a CNS Configuration Registrar, and an 
optional Domain Name System (DNS) server, SNAP performs the IAD configuration on the CNS 
Configuration Registrar and downloads the configuration to the IAD at the customer premises. 

SIP Gateway Support for the Bind Command 
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In previous releases ofCisco lOS software, the source address ofa packet going out ofthe gateway was 
never deterministic . That is, the session protocols and Voice over IP (VoiP) layers always depended on 
the IP layer to give the best local address . The best local address was then used as the source address 
(the address showing where the SIP request carne from) for signaling and media packets . Using thi s 
nondeterministic address occasionally caused confusion for firewall applications, because a firewall 
could not be configured with an exact address and would take action on several different source address 
packets. 

However, the bind interface command allows you to configure the source IP address o f signaling and 
media packets to a specific interface's IP address. Thus, the address that goes out on the packet is bound 
to the IP address o f the interface specified with the bind command. Packets that are not destined to the 
bound address are discarded. 

When you do not want to specify a bind address, or i f the interface is down, the IP layer still provides 
the best local address . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft / 1221imit/ 122x/ 122xb/ 122 
xb_2/ftbind .htm. 
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way Support of RSVP and TEL URL 

The SIP Gateway Support ofRSVP and TEL URL feature also supports Telephone Uniforrn Resource 
Locators or TEL URL. Currently SIP gateways support URLs in the SIP forrnat. SIP URLs are used in 
SIP messages to indica te the originator, recipient, and destination o f the SIP request. However, SIP 
gateways may also encounter URLs in other forrnats, such as TEL URLs. TEL URLs describe voice call 
connections. They also enable the gateway to accept TEL calls sent through the Internet and to generate 
TEL URLs in the request line o f outgoing INVITE requests. 

Refer to the following document for additional information: -

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ Ihnewft/ 122limit/ 122x/ 122xb/ 122 
xb_2/vvfresrv.htm . 

SIP lntra-gateway Hairpinning 

SIP hairpinning is a call routing capability in which an incoming call on a specific gateway is signaled 
through the IP network and back out the same gateway. This call can be a public switched telephone 
network (PSTN) call routed into the IP network and back out to the PSTN over the same gateway. 

Similarly, SIP hairpinning can be a call signaled from a line (for example, a telephone line) to the IP 
network and back out to a line on the same access gateway. With SIP hairpinning, unique gateways for 
ingress and egress are no longer necessary. 

SIP INVITE Request with Malformed Via Header 

A SIP INVITE requests that a user o r service participate in a session. Each INVITE contains a Via header 
that indicates the transport path taken by the request so far and where to send a response. 

In the past, when an INVITE contained a malforrned Via header, the gateway would print a debug 
message and discard the INVITE without incrementing a counter. However, the printed debug message 
was often inadequate, and it was difficult to detect that messages were being discarded. 

The SIP INVITE Request with Malforrned Via Header feature provides a response to the malforrned 
request. A counter, Client Error: Bad Request, increments when a response is sent for a malforrned Via 
field . Bad Request is a class 400 response and includes the explanation Malformed Via Field. The 
response is sent to the source IP address (the IP address where the SIP request originated) at User 
Datagram Protocol (UDP) port 5060. 

This feature applies to messages arriving on UDP, because the Via header is not used to respond to 
messages arriving on TCP. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122limit/122x/122xb/122 
xb_2/ftmalvia .htm. 

SIP T.37 Store and Forward Fax 

• WtfW 

SIP T.37 is an ITU specification that enables store-and-forward fax applications, as well as toggling from 
voice to fax, for example, providing an Interactive Voice Response (IVR) front end to a 
store-and-forward fax application . 

Refer to the following document for further information: 

http ://www.ci sco.com/univercd/cc/td /doc/product/so ftware/ ios 122/ 122newft / 122t/ 122t I I /faxa pp/indcx 
.htm 
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SIP T.38 Fax Relay 

The SIP T.38 Fax Relay feature adds standards-based fax support to Session Initiation Protocol (SIP) 
and conforms to ITU-T T.38, Proceduresfor Real-Time Group 3 Facsimile Communication over IP 
Networks. The ITU-T standard specifies real-time transmission o f faxes between two regular fax 
terminais over an IP network. 

The SIP T.38 Fax Relay feature also includes the following functionality: 

Support for Facsimile User Datagram Protocol Transport Layer _(UDPTL) 
•· 

UDPTL, as defined in ITU-T T.38, is a transport layer that is tlsed on top o f UDP. UDPTL makes 
the delivery o f packets more reliable by providing data redundancy. 

• Support for quality of service (QoS) 

SIP T.38 Fax Relay supports QoS when establishing T.38 sessions. I f the dia! peer is already 
configured for QoS, the T.38 stream maintains the QoS support. QoS ensures certain bandwidth 
reservations for calls . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122limit/ 122x/122xb/ 122 
xb_2/ftsipfax.htm. 

SIP-Call Transfer Using Refer Method 

~ .. 
Note The SIP-Call Transfer Using Refer Method feature is also known under the feature title Call Transfer 

Capabilities Using the Refer Method. 
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The Refer method provides call transfer capabilities to supplement the Bye and Also methods already 
implemented on Cisco lOS Session Initiation Protocol (SIP) gateways. 

Call transfer allows a wide variety of decentralized multiparty call operations. These decentralized call 
operations form the basis for third-party call contrai and thus are important features for Voice over IP 
(VoiP) and SIP. Call transfer is also criticai for conference calling, where calls can transition smoothly 
between multiple point-to-point links and IP levei multicasting. 

The following are components of call transfer: 

• Refer Method 

• Refer-To Header 

• Referred-By Header 

• Notify Method 

• Using the Refer Method to Achieve Call TransferBlind Transfer 

• Attended Transfer 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 1221 imit/ 122x/ 122xb/ 122 
xb_2/ftrefer.htm . 
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RFC2782 Compliance 

Session Initiation Protocol (SIP) on Cisco Voice over IP (VoiP) gateways uses Domain Name System 
Server (DNS SRV) query to determine the IP address o f the use r endpoint. The query string h as a prefix 
in the form o f "protocol.transport." and is attached to the fully qualified doma in name (FQDN) o f the 
next hop SIP server. This prefix style, from RFC 2052, has always been available; however, with this 
release, a second style is also available . The second style complies with RFC 2782 and prepends the 
protocol la bel with an underscore "_"; as in "_protocol._transport." The addition of the underscore 
reduces the risk ofthe same name being used for unrelated purposes . The form compliant with RFC 2782 
is the default style. Use the srv version command to configure the D~3" SRV.feature . 

SNMP IF-MIB Support for VLAN {ISL, 802.1Q) Subinterfaces 

This feature updates the Cisco implementation ofthe Interfaces Group MIB (abbrev iated "IF-MIB" and 
defined in RFC 2233) to completely support iffable and ifXTable entries for Inter-Switch Link (ISL) or 
802 .1 Q encapsulated subinterfaces. 

The Interface Table (the iffable object) contains information on an Simple Network Management 
Pro toco! (SNMP) management entity's interfaces. Each sublayer o f a network interface is considered 1 

be an interface. An iffable is a list of interface entries in which each entry contains management 
information applicable to that interface. The ifXTable is an extension to the iffable . lt contains 
replacements for objects ofthe iffable that were deprecated. The ifXTable also contains 64-bit versions 
ofthe counters defined in the iffable . Cisco lOS software can support both interfaces and subinterfaces 
in the iffable. 

ISL is a Cisco protocol for interconnecting switches and maintaining VLAN information as traffic is 
exchanged between switches. lt can also be used to configure routing between any number ofVLANs in 
a network by creating subinterfaces for each VLAN. 

802.1 Q (also referred to as "DOT I Q") is an IEEE standard protocol for interconnecting bridges/switches 
and maintaining VLAN information as traffic is exchanged between the devices. 802.1 Q can also be used 
to configure routing between any number ofVLANs in a network by creating subinterfaces for each 
VLAN. 

The following objects o f the iffable h ave been updated : iflndex, ifDescr, iffype, ifMtu, ifSpeed, 
ifPhysAddress, iflnOctets, iflnUcastPkts, iflnNUcastPkts, ifOutOctets, ifOutUcastPkts, 
ifüutNUcastPkts . 

The following objects ofthe ifXTable have been updated: ifName, iflnMulticastPkts, iflnBroadcastPkts, 
ifüutMulticastPkts, ifüutBroadcastPkts, itBCinOctets, itBCinUcastPkts, itBCinMulticastPkts, 
ifBCinBroadcastPkts, itBCOutOctets, itBCOutUcastPkts, itBCOutMulticastPkts, 
i fH C Ou tB roadcastPkts . 

Static Cache Entry for 1Pv6 Neighbor Discovery 

• WUM 

The Static Cache Entry for 1Pv6 Neighbor Discovery feature enables the configuring of static entries in 
the 1Pv6 neighbor discovery cache, which provides functionality in 1Pv6 that is equiva lent to static 
Address Resolution Protocol (ARP) entries in 1Pv4. Static entries in the 1Pv6 neighbor discovery cache 
are not modified by the neighbor di scovery process . Cisco lOS software uses static ARP entries in 1Pv4 
to translate 32-bit IP addresses into 48-bit hardware addresses. In IPv6, Ci sco lOS software uses static 
entries in the 1Pv6 neighbor di scovery cache to translate 128-bit IPv6 addresses in to 48-bit hardware 
addresses . 
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Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ I 
m. 

• 

Stream Control T ransmission Protocol (SCTP) Release 2 

Stream Control Transmission Protocol (SCTP) is a reliable datagram-oriented IP transport protocol 
specified by RFC 2960. lt provides the layer between an SCTP user_application and an unreliable 
end-to-end datagram service such as IP. The basic service otfered by""SCTP'·is the reliable transfer ofuser 
datagrams between peer SCTP users. lt performs this service within ihe context o f an association 
between two SCTP hosts. SCTP is connection-oriented, but SCTP association is a broader concept than 
the TCP connection, for example. 

SCTP is not explicitly configured on routers, but it underlies severa! Cisco applications . The commands 
described in the document referenced below are useful for troubleshooting when SCTP issues are 
suspected as the cause o f problems. 

The SCTP feature was originally introduced in Cisco lOS Release 12.2(4)T as Release I. SCTP Release 
2 includes updated output for the show ip sctp association parameters and show ip sctp association 
statistics commands. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_sctp2.htm. 

Survivable Remote Site T elephony Version 1.0 

The Survivable Remote Site (SRS) Telephony feature, under the IP Telephony services umbrella, 
provides the Cisco CaiJManager with fallback support for the Cisco IP phones attached to the 
Cisco router on your local Ethemet. The SRS Telephony feature enables the routers to provide call 
handling support for the Cisco IP phones when the Cisco IP phones Jose connection to the remote 
primary, secondary, or tertiary Cisco CallManager or when the WAN connection is down. 

Survivable Remote Si te T elephony Version 2.0 
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The Survivable Remote Site (SRS) Telephony feature, under the IP Telephony services umbrella, 
provides the Cisco CallManager with fallback support for the Cisco IP phones attached to the Cisco 
router on your local Ethemet. The SRS Telephony feature enables the routers to provide call handling 
support for the Cisco IP phones when the Cisco IP phones Jose connection to the remote primary, 
secondary, or tertiary Cisco CallManager or when the WAN connection is down. 

Cisco CallManager 3.0 supports Cisco IP phones at remote sites attached to Cisco branch office 
multiservice routers across the WAN. Prior to the SRS Telephony feature, when the WAN connection 
between the remote branch office router and the Cisco CallManager failed or connectivity with the 
Cisco CallManager was lost for some reason, the Cisco IP phones at the branch office became unusable 
for the duration ofthe failure . The SRS Telephony feature overcomes this problem and enables the basic 
features of the Cisco IP phones by providing call-handling support on the branch office router for its 
attached Cisco IP phones. The system automatically detects the failure and uses the Simple Network 
Auto Provisioning (SNAP) technology to autoconfigure the branch office router to provide call 
processing for the local Cisco IP phones. When the WAN link or connection to the primary 
Cisco CallManager is restored, call-handling capabilities for the Cisco IP phones switch back to the 
primary Cisco CallManager. During a failure when SRS Telephony feature is enabled, the Cisco IP 
phone displays a message to inform you that the Cisco IP phones are in the Cisco CallManager fallback 
mode andare able to perform limitcd function s. 
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• .New and Changed lnfonnation 

./-c "t .;.<v/:·---, "\ Refer to the following document for additional information: 

(, \ ~ ~) , , ttp ://www.cisco.com/univercd/cc/td/doc/product/access/ip_ph/srs/fallbak2.htm. 
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. Sto~~-~rid~ rward Fax for Cisco 1751 Modular Access Routers 

Fax applications enable Cisco 1751 modular access routers to send and receive faxes across packet-based 
networks by using voice interface cards (VICs) that support Foreign Exchange Station (FXS), Foreign 
Exchange Office (FXO), Ear and Mouth (E&M), and BRI NT/TE signaling protocols . 

-
The Cisco 1751 modular access routers support carrier-class Vo ice m.Íer IP (VoiP) and fax over IP 
services. Because the Cisco 1751 modular access routers are H.323 compliant, they support a family of 
industry-standard voice codecs and provide echo cancellation and voice activity detection (VAD) and 
silence suppression. There is an interactive voice response (IVR) application that provides voice prompts 
and digit collection in order to authenticate the user and identify the call destination. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ l22t/122t8/plfxrll7 .htm. 

T.37 Store-and-Forward Fax for the Cisco 2600 Series and Cisco 3600 Series Routers 

This feature adds fax detection and store and forward fax to the Cisco 2600 series and Cisco 3600 series 
routers. When equipped with digital and analog voice network modules, these routers support 
configuration ofthe T37/T38 fax gateway. Supported network modules are NM-HDV with voice 
interface cards (VICs) for digital TI connections and Voice 2V with VICs FXS for analog connections. 
VWIC and VIC FXS are the voice interface cards within the network modules. 

Voice network modules installed in Cisco 2600 series or Cisco 3600 series routers convert telephone 
voice signals into data packets that can be transmitted over an IP network. VWICs/VICs work with 
existing telephone and fax equipment andare compatible with H.323 standards for audio and vídeo 
conferencing. 

Cisco 2600 series and Cisco 3600 series routers that support carrier-class Voice over IP (VoiP) and fax 
over IP services provide echo cancellation and voice activity detection (VAD)/silence suppression. An 
interactive voice response (IVR) application provides voice prompts and digit collection to authenticate 
the user and identify the call destination . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/1 22t8/plfxrll7 .htm. 

TCP Window Scaling 

T rustpoint CU 

• WttW 

TCP Window Scaling adds support for the Window Scaling extension option in RFC 1323. To improve 
TCP performance in network paths with a large bandwidth-delay product, Long Fat Networks (LFNs), 
a larger window size is recommended. This TCP Window Scaling enhancement provides that support. 

Refer to the following document for additional information: 

http: / /www.cisco.com/un ivercd/cc/td /doc/product/software/ios 122/ 122newft/ 122 t/ 122t8/tcpwsl fn .htm. 

The Trustpoint CLI feature introduces the crypto ca trustpoint command, which combines and replaces 
the functionality o f the exist ing crypto ca identity and crypto c a trusted-root commands . 
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Although both ofthe existing commands allow you to declare the certification authority that your 
router should use, only the crypto ca identity command supports enrollment (the requesting o f a router 
certificate from a CA). With the crypto ca trustpoint command, you can declare the CA and specify 
any characteristics for the CA that the existing commands supported. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/fttrust.htm . 

T unnel T ype of Service (ToS) 

The Tunnel Type o f Service (ToS) feature allows you to configure the ToS and Time-to-Live (TTL) byte 
values in the encapsulating IP header oftunnel packets for an IP tunnel interface on a router. The Tunnel 
ToS feature is supported on Cisco Express Forwarding (CEF), fast switching, and process switching 
forwarding modes . 

Refer to the following document for additional information : 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ios 120/120newft/ 120limit/120s/ 120s I 7 /12s 
_tos.htm . 

Unspecified Bit Rate Plus (uBR+) and ATM Enhancements for Service Provider lntegrated Access 

The uBR+ and ATM Enhancements for Service Provider Integrated Access feature includes: 

• uBR+ functionality 

• Proportional allocation of excess bandwidth 

• Oversubscription ofthe Cisco MC3810-MFT TI/E! trunk and similar ATM-capable 
VWIC-1 MFT-E I and VWIC-1 MFT-TI interface offered on the Cisco 2600 series 

When uBR CPE to ATM switch is configured, a file transfer from one virtual circuit (VC) utilizes the 
entire trunk bandwidth when no other VCs (data or voice) are active. When other VCs become active 
with fixed committed information rates (CIRs), because uBR+ is not configured, the new VCs are not 
guaranteed their intended CIR. UBR+ resolves this by reallocating the configured CIRs to guarantee that 
ali VCs achieve the appropriate throughput. I f there is any remaining bandwidth, bursting up to that 
availability is still permitted. Because uBR allows for a continuous burst, bandwidth could be conserved 
by assigning a uBR class of service (C oS) to the VC. However, uBR h as a variable bit rate (VBR) that 
constrains the burst period to a maximum burst size (MBS), rather than allowing a continuous burst. The 
uBR+ and ATM Enhancements for Service Provider Integrated Access feature does not have an MBS 
constraint. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/122xb/ 
122xb_2/ft_ubr.htm. 

Update to the MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 

OL-2339-04 Rev. GO 

The voice-port (MGCP profile) command has been replaced by the port (MGCP profile) command. 
This command associates a voice port with the MGCP profile that is being configured. 

The port (MGCP profile) command is used with the MGCP 1.0 Including NCS 1.0 and TGCP 1.0 
Pro files feature that was released in Cisco lOS Release 12.2( 4)T. Only the na me o f the command h as 
been updated . The syntax and functi onality have not changed. 

:....!Joc: 
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VLAN Range 

Platforms supported are: 

• Cisco CVAI22 and Cisco CVAI22E 

• Cisco uBR925 

• Cisco 2600 series 

• Cisco 3660 

• Cisco MC381 O 

Refer to the following document for additional information: -

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_mgupd.htm 

Using the VLAN Range feature, you can group VLAN subinterfaces together so that any command 
entered in a group applies to every subinterface within the group . This feature simplifies configurations 
and reduces command parsing. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/122newft/ 122limit/122b/122b_ 4/ 
12b_rang.htm. 

VoAAL2 Profile 9 Support for BLES lnteroperability 

This feature allows Cisco routers to provide VoAAL2 (Voice over ATM Adaption Layer 2) Profile 9 
(G.7llulaw and G.7llalaw with 44-byte voice payload) for interoperability with V5.2 and GR.303 
Voice GW to Class 5 switches. This feature allows service providers to deliver voice services over xDSL 
and T 1 ATM networks from Class 5 switches. 

Voice Support for Japan on Cisco 800 Series Routers, Phase 2 

lntercom 

Redial 

• wnw 

~ 

The Enhanced Voice Services for Japan for Cisco 800 Series Routers, Phase 2 features consist of the 
following voice capabilities for the Cisco 800 series routers : 

This feature establishes a voice connection between the two plain old telephone service (POTS) ports 
within the router. No B channels are used for calling between ports, so the B channels are available fi 
data calls. During an intercom c ali, c ali waiting is disabled. I f an externai call comes to either POTS pon, 
no call waiting tone is generated. The calling party will hear a busy signal. The flash hook and dual tone 
multifrequency (DTMF) keys are also disabled. 

An intercom c ali is established by pressing **O# on the handset o f either POTS port. I f either port is busy 
with an externai voice call, the intercom call will not be established. 

This feature allows the user on each POTS port to redial the last number dialed on that port. Redial is 
activated when the user presses **4# on the handset. The router will store a number of up to 65 digits 
for each port. Feature access codes starting with an asterisk (*), interactive voice response (IVR) digits, 
or the pound (#) key are not stored . 

The redial feature is supported separately on each POTS port . 

Ol-2339-04 Rev. GO 
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local Call Transfer 

Volume Adjustments 

New 

An externai call received on either POTS port can be transferred to the other port. The transfer is initiated 
by pressing the flash hook followed by **O# on the handset. 

This feature does not support conference calls . 

This feature allows the adjustment o f the receiver volume on each POTS port. Volume adjustment is 
configured using command-line interface (CLI) commands, separatcly fof"each port. 

To configure the telephone receiver volume on each port, use the CLI (the volume command). 

Distinctive Ringing Based on Caller 10 

This feature allows the user to register with the router up to 20 different numbers for each POTS port 
and to assign distinctive ring cadences to each ofthese numbers. Three different cadences are available . 
One ofthe cadences is the normal ring cadence as defined by Nippon Telegraph and Telephone (NTT) 
and is the default cadence for unregistered numbers. Numbers are registered, and ring cadences are 
assigned using CLI commands. 

This feature is similar to the Nariwake feature available by subscription from NTT. However, this feature 
does not require the user to subscribe to any special service from the service provider. Ifthe user already 
subscribes to Nariwake, Nariwake takes precedence over this feature. 

The ring cadences used for this feature are the same as those used by the Nariwake feature . 

Distinctive ringing based on caller ID is configured using the CLI (the caller-number command). 

Subaddresses for POTS Ports 

Silent Fax Calls 

PIAFS Support 

Ol-2339-04 Rev. GO 

This feature allows the router to assign ISDN subaddresses to the POTS ports . With the subaddressing 
properly configured on the router, an externai call is able to reach the dialed destination directly. 

The subaddress for each POTS port is configured separately using the CLI (the subaddress command). 

This feature allows either POTS port to be configured as a Type 2 Smart Fax port. When configured in 
this way, the router will not generate a ring alert when a call comes into the port. Instead, a silent fax 
tone will be generated, to which the Type 2 Smart Fax machine will respond. The fax machine does not 
ring, but the fax call gets connected. I f a telephone is connected instead o f a fax machine, the telephone 
does not ring. 

This feature is configured using the CLI (the silent-fax command). 

This feature provides support for the Personal Handyphone System (PHS) Internet Access Forum 
Standard (PIAFS). PIAFS is a standard error correction protocol for cellular data communication that 
has been developed in Japan. 1t is designed to pass data over the PHS cellular system. It also provides 
transmission control procedures (comparable to OSI reference model Layer 2) for high-quality data 
transmission. Both PIAFS version 2.0 and version 2.1 are supported on Cisco 803 , 804, and 813 routers. 

,· 
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• New and Changed lnformation 

The common applications that are supported using PIAFS in PHS data communications are as follows: 

E-mail-E-mail is a basic service o f the PHS multimedia communications menu. This service 
enables the user to send and receive e-mail. 

Fax service-The data stored in a personal digital assistant (PDA) can be faxed. 

Internet access-Intemet access has influenced PHS in that many users want to be able to obtain 
necessary information in a timely manner when they are outdoors. lt is also projected that PHS will 
be used extensively to form intranets for in-house communications by facilitating the expansion of 
office LAN access points. 

Photograph transmission service-The signals o f a digital still ê'amera can be transmitted directly 
o r through the medi um o f a personal compu ter. 

Mobile office service-The spread o f groupware recently h as led to frequent instances in which 
groups share common data bases in carrying out or supporting the execution of collaborative work. 
Demands are being made to extend this collaborative environment even to outside locations by using 
mobile communications. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_ktna2.htn ) 

VPN Routing Forwarding (VRF) Framed Route (Pool) Assignment via PPP 

The VPN Routing Forwarding (VRF) Framed Route (Pool) Assignment via PPP feature introduces 
support to make the following RADIUS attributes VRF aware: attribute 22 (Framed-Route), a 
combination of attrib~te 8 (Framed-IP-Address) and attribute 9 (Framed-IP-Netrnask), and the Cisco 
VSA route command. Thus, static IP routes can be applied to a particular VRF routing table rather than 
the global routing table. 

WRED Enhancement-Explicit Congestion Notification (ECN) 

• Wfj.M 

Currently, the congestion control and avoidance algorithms for TCP are based on the idea that packet 
loss is an appropriate indication of congestion on networks that transmit data using the best-effort 
service model. When a network uses the best-effort service model, the network delivers data i f it can, 
without any assurance o f reliability, delay bounds, or throughput. However, these algorithms and the 
best-effort service model are not suited to applications that are sensitive to delay or packet loss (for 
instance, interactive traffic including Telnet, web browsing, and transfer o f audio and video data). 
Weighted random early detection (WRED), and by extension, Explicit Congestion Notification (ECN), 
helps to solve this problem. 

To indicate congestion, WRED drops packets on the basis ofthe average queue length exceeding a 
specific threshold value. ECN is an extension to WRED in that ECN marks packets instead of dropping 
them when the average queue length exceeds a specific threshold value . When configured with the 
WRED Enhancement-Support for Explicit Congestion Notification feature, routers and end hosts 
would use this marking as a signal that the network is congested and slow down sending packets. 

This feature provides an improved method for congestion avoidance by allowing the network to mark 
packets for transmission !ater, rather than dropping them from the queue. Marking the packets for 
transmission !ater accommodates applications that are sensitive to delay or packet loss and provides 
improved throughput and application performance. 

Refer to the following document for additional information: 

http: //www.ci sco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft / 122t/ 122t8/ftwrdccn.htm . 
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X.25 Over TCP Profiles 

The Cisco X.25 over TCP (XOT) service was originally developed as an X.25 class o f service that was 
only designed to switch X.25 traffic across an IP network. This service allowed network administrators 
to connect X.25 devices across the rich connectivity and media features available to IP traffic . XOT uses 
a set of default parameters to make this type of network easy to design . 

When the XOT' capabilities were enhanced to support packet assembler/disassembler (PAD) traffic on 
an XOT session, network designers saw a need to be able to configm.:.e parameters for increased 
flexibility. For instance, because XOT does not have any physical iriterfacês that an administrator can 
configure, PAD over XOT sessions cannot be configured with interface map or facility commands to 
establish a PAD connection using nondefault values . 

The introduction o f X.25 profiles for XOT allows the network designer added flexibility to control the 
X.25 class services of XOT for PAD and XOT switching usage. 

Another important aspecto f this feature is that it allows you to associa te access lists with XOT 
connections, enabling you to apply security on the basis o f IP addresses and to have a unique X.25 
configuration for specified IP addresses. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_xotp .htm . 

X.25 Record Boundary Preservation for Data Communications Networks 

The X.25 Record Boundary Preservation for Data Communications Networks feature enables hosts 
using TCP/IP-based protocols to exchange data with devices that use the X.25 protocol, retaining the 
logical record boundaries indicated by use o f the X.25 "more data" bit (M-bit) . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t8/ftdcnrbp.htm. 

Hardware Platforms and Modules Newly Supported in Cisco lOS 
Release 12.2(4)T 

The following hardware platforms and modules are now supported in Cisco IOS Release 12.2( 4)T. These 
platforms and modules were first introduced in earlier Cisco lOS software releases. 

1-Port ADSL WAN Interface Card 

OL-2339-04 Rev. GO 

The 1-Port ADSL WAN Interface Card (WIC) provides ADSL high-speed digital data transfer between 
a single customer premises equipment (CPE) subscriber and the central office. 

The ADSL WIC is compatible with the Alcatel Digital Subscriber Loop Access Multiplexer (DSLAM) 
and the Cisco 6130, Cisco 6160, and Cisco 6260 DSLAMs with Flexi-Iine cards. It supports ATM 
Adaptation Layer 2 (AAL2) and AAL5 for the Cisco 2600 series and Cisco 3600 series routers and 
AAL5 only for the Cisco 1700 series routers, for both voice and data service. 

Refer to the following documents for additional information : 

• Cisco 1700 series, Cisco 2600 series, and Cisco 3600 series routers: 

http: / /www.c i sco. com/un ivc rcd/cc/td /doc/prod uct/soft warc/ ios I 22 / I 22 ncw ft I I 22t/ I 22 t4/ft_adsl4. h 
tm. 
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• Cisco IAD2420 series platforms: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1211121 newft/12llimit/121 x/121 xr/ 
121 xr_5/ftiaddsl.htm. 

Note This f e ature was originally introduced in Cisco lOS Release 12. 1 (2)T on the Cisco 1700 series routers . . 
This release is porting the feature into the Cisco 2600 series and Cisco 3600 series routers and the 
Cisco IAD2420 series platforms. 

1-Port T1/E1 Digital Voice Port Adapters for Cisco 7200 and Cisco 7500 

The PA-VXB and the PA-VXC are multichannel packet voice port adapters that allow Cisco 7200 series 
routers, Cisco 7200 VXR routers, Cisco 740 I ASR routers, and Cisco 7500 series routers to become 
dedicated packet voice hubs or packet voice gateways that connect to both private branch exchanges 
(PBXs) and the Public Switched Telephone Network (PSTN). With this technology, packet voice and 
packet fax calls can be placed over the WAN and sent through the gateway into the traditional 
circuit-switched voice infrastructure. The PA-VXB and PA-VXC are single-width port adapters with ~­

universal ports that are configurable for either TI or E1 connections. The PA-VXB contains 12 
high-performance digital signal processors (DSPs) that support up to 48 medium-complexity or 24 
high-complexity channels of compressed voice. The PA-VXC contains 30 high-performance DSPs that 
support up to 120 medium-complexity or 60 high-complexity channels of compressed voice. 

In Voice o ver IP (VoiP), the DSP segments the v o ice signal in to frames, which are then coupled in groups 
o f two and stored in voice packets. These voice packets are transported using IP in compliance with 
ITU-T specification H.323 . Because VoiP is a delay-sensitive application, you must have a 
well-engineered end-to-end network to use it successfully. Fine-tuning your network to adequately 
support VoiP involves a series o f protocols and features geared toward quality o f service (QoS). Traffic 
shaping considerations must be taken in to account to ensure the reliability o f the voice connection. 

8-Port Mix-Enabled T1/E1/PRI PA 

\ 
\ 

The PA-MC-8TE I+ port adapter is a single-wide port adapter that provides eight TI o r E I interfaces for 
Cisco 7200 series routers . The PA-MC-8TE I+ interfaces can be channelized, frac tional, or unframed 
(E! only). 

The PA-MC-8TE1+ provides the following features: 

• Universal ports-Eight interface ports per port adapter are configurable as either TI (with integrated 
channel service unit [CSU] and data service unit [DSU]) orE! (with integrated G.703/G.704 
balanced 120-ohm interface). 

• Full DSO channelization capability for ali TI/E I ports, for a maximum o f 248 full -duplex HDLC 
channels . 

• Data rates in multiples of 56 kbps or 64 kbps per channel. 

• Maximum data rates per port: 1.536 Mbps (T 1), 1.984 Mbps (E 1 G.704), 2.048 Mbps (E I unframed) . 

• Jntegrated T 1/E I supporting linecode AMI, B8SZ (TI), framing AMI o r HDB3 (E I), framing SF o r 
ESF (TI), CRC4, no-CRC4 or unframed (E I). 

• Full Facility Data Link (FDL) support and FDL performance monitoring per-ANSJ T 1.403 o r AT &T 
TR 54016. 

• Full ISDN support for either 23B+D (TI) or 30B+D via network process ing engine (NPE) . 

• Performance monitoring. 
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• Alarm integration, detection, and insertion. 

Line and payload loopback on a per-DSO levei. 

• BERT functionality to transmit and receive test patterns over any Nx64 channel group. 

• Clock jitter attenuators. 

• Line or internai clocking. 

Refer to the PA-MC-8TEI + Port Adapter Installation and Configuration Note for additional 
information: -

http: / /www.ci sco. com/un ivercd/cc/td/doc/prod uct/ core/7200vx/portadpt/mul t icha/8 port_t I I i ndex .htm. 

Cisco 1751 Router 

The voice-and-data capable Cisco 1751 router provides global Internet and company intranet access and 
includes the following : 

• Voice-over-IP (VoiP) voice-and-data functionality; the router can provide support for digital and 
analog voice traffic (for example, telephone calls and faxes) over an IP network . 

• Support for virtual private networking 

• Modular architecture 

• Network device integration 

Cisco uBR925 Cable Access Router 

The Cisco uBR925 cable access router acts as a cable modem to connect computers and other customer 
premises equipment (CPE) devices ata subscriber si te to the service provider cable, hybrid fiber-coaxial 
(HFC), and IP backbone network. The Cisco uBR925 router is based on the Data-over-Cable Service 
Interface Specifications (DOCSIS) and interoperates with any bidirectional , DOCSIS-qualified cable 
modem termination system (CMTS). 

The Cisco uBR925 cable access router supports both data and Voice over IP (VoiP) traffic via a shared 
two-way cable system and IP backbone network. PCs and other CPE devices can connect to the 
Cisco uBR925 router either through a four-port Ethernet hub or through the Universal Serial Bus (USB) 
porto f the router. Single-line telephones, fax, or modems can be connected to two RJ-11 ana1og voice 
ports ofthe router. The Cisco uBR925 router supports DOCSIS-compliant bridging data operations, and 
it can also function as an advanced router, providing WAN data and VoiP connectivity in a variety of 
configurations. 

Cisco CVA122 Cable Voice Adapter 

Ol-2339-04 Rev. GO 

The Cisco CVA122 Cable Voice Adapter acts as a cable modem to connect computers and other customer 
premises equipment (CPE) devices ata subscriber site to the service provider cable, hybrid fiber-coaxial 
(HFC), and IP backbone network. The Cisco CVA122 Cable Voice Adapter is based on the 
Data-over-Cable Service Interface Specifications (DOCSIS) and interoperates with any bidirectional, 
DOCSIS-qualified cable modem termination system (CMTS). 

The Cisco CVA122 Cable Voice Adapter supports both data and Voice over IP (VoiP) traffic via a shared 
two-way cable system and IP backbone network. PCs and other CPE devices can connect to the cable 
voice adapter either through an Ethernet port or through a Universal Serial Bus (USB) port. Single-line 
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• ~ew and Changed lnformalion 

telephones, fax, or modems can be connected to two RJ-11 analog voice ports ofthe cable voice adapter. 
The cable voice adapter supports DOCSIS-compliant bridging data operations, and it can also function 
as an advanced router, providing WAN data and VoiP connectivity in a variety of configurations. 

Cable Voice Adapter 

The Cisco CVA122E Cable Voice Adapter acts as a cable modem to connect computers and other 
customer premises equipment (CPE) devices at a subscriber site to th_e service provider cable, hybrid 
fiber-coaxial (HFC), and IP backbone network. The Cisco CVA 122_.E""Cabl~ · Voice Adapter is based on 
the European Data-over-Cable Service Interface Specifications (EuroDOCSIS) and interoperates with 
any bidirectional, EuroDOCSIS-qualified cable modem termination system (CMTS). 

The Cisco CVA122 Cable Voice Adapter supports both data and Voice over IP (VoiP) traffic via a shared 
two-way cable system and IP backbone network. PCs and other CPE devices can connect to the cable 
voice adapter either through an Ethernet port or through a Universal Serial Bus (USB) port. Single-line 
telephones, fax, or modems can be connected to two RJ-11 analog voice ports ofthe cable voice adapter. 
The cable voice adapter supports EuroDOCSIS-compliant bridging data operations, and it can also 
function as an advanced router, providing WAN data and VoiP connectivity in a variety of 
configurations. 

New Software Features in Cisco lOS Release 12.2(4)1 

The following new features are supported in Cisco lOS Release 12.2(4)T. Some of these features may 
have been introduced on other hardware platforms in earlier Cisco lOS software releases. 

AAA-PPP-VPDN Non-Biocking 

Previously, Cisco lOS created a statically configurable number o f processes to authenticate calls. Each 
o f these processes would handle a single call, but in some situations the limited number o f processes 
could not keep up with the incoming call rate. This resulted in some calls timing out. The 
AAA-PPP-VPDN Non-Biocking feature changes the software architecture such that the number of 
processes will not limit the rate of call handling. 

Ability to Disable Xauth for Static IPSec Peers 

• . \:) 
\ 

The Ability to Disable Xauth for Static IPSec Peers feature allows users to disable extended 
authentication (Xauth), which prevents the routers from being prompted for Xauth 
information-username and password. 

Without the ability to disable Xauth, a user cannot select which peer on the same crypto map should use 
Xauth . That is, i f a user has router-to-router IP Security (IPSec) on the same crypto map as a Virtual 
Private Network (VPN)-client-to-Cisco-IOS IPSec, both peers will be prompted for a username and 
password. Removing Xauth while configuring the preshared key for router-to-router IPSec, prevents 
duplicate Xauth information from being exchanged, thereby, reducing traffic on your network. Refer to 
the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftn xauth .htm . 
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New 

ACL Default Direction 

The ACL Defau1t Direction feature allows you to change the fi1ter direction (where filter direction is not 
specified) to inbound packets on1y; that is, you can configure your server to filter packets that are coming 
toward the network. 

This feature introduces the radius-server attribute 11 direction default command, which allows you 
to change the defau1t direction of fi1ters for your access contro11ists (ACL) via RADIUS. (RADIUS 
attribute 11 (Fi1ter-Id) indicates the na me o f the filter 1ist for the use r.) Enab1ing this command allows 
you to change the fi1ter direction to inbound-which stops traffic frôln ent-ering a router, thereby 
reducing resource consumption-rather than the outbound default direction, which waits until the traffic 
is about to 1eave the network before filtering. 

Refer to the fo11owing document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftacldir.htm. 

Accounting of VPDN Disconnect Cause 

In the past, whenever a Layer 2 Tunneling Protocol (L2TP) or Layer 2 Forwarding (L2F) session fai1s 
or disconnects, the network access server (NAS) and Home GateWay (HGW) reporta very generic 
disconnect-cause code, such as "LOST CARRIER". These generic codes do not provide enough detailed 
information for accounting and debugging purposes, creating a need for disconnect-cause codes that 
provide more detai1ed information. The Accounting ofVPDN Disconnect Cause feature adds eight new 
disconnect-cause codes. These eight disconnect-cause codes describe the status ofVirtua1 Priva te Dialup 
Network (VPDN) fai1ures and disconnects more specifically than existing generic disconnect-cause 
codes. These new disconnect-cause codes can be found in the Cisco lOS Security Configuration Guide, 
Re1ease 12.2 1ocated at the following URL: 

http:/ /www.cisco.com/univercd/ cc/td/doc/product/software/ios 122/ 122cgcr/ fsecur_c/fa ppendx/fradattr/ 
scfrdat3.htm. 

Refer to the following document for additiona1 information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftacldir.htm . 

Adaptive Frame Relay T raffic Shaping for Interface Congestion 
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The Adaptive Frame Re1ay Traffic Shaping for Interface Congestion feature enhances Frame Relay 
traffic shaping functionality by adjusting permanent virtual circuit (PVC) sending rates based on 
interface congestion. When this new feature is enabled, the traffic-shaping mechanism monitors 
interface congestion. When the congestion levei exceeds a configured value called queue depth, the 
sending rate o f ali PVCs is reduced to the minimum committed information rate (minCIR). As soon as 
interface congestion drops below the queue depth, the traffic-shaping mechanism changes the sending 
rate ofthe PVCs back to the committed information rate (CIR). This process guarantees the minCIR for 
PVCs when there is interface congestion. 

This new feature works in conjunction with backward exp1icit congestion notification (BECN) and 
Foresight functiona1ity. 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ft_afrts .htm. 
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• New and Changed lnfonnation 

~oice Busyout 

~'\}._ \ ... The local voice busyout feature provides a way to busy out a voice port or DS-0 group (time slot) i f a 
o ( n ' U state change is detected in a monitored network interface (or interfaces) . When a monitored interface 
\!T / ~ changes to a specified state-to out-of-service or in-service-the voice port presents a seized/busyout 
~' ,o \.. • condition to the attached PBX or other customer premises equipment (CPE). The PBX or other CPE can 

then attempt to select an altemate route. 

Advanced Voice Busyout adds the following functionality to the local voice busyout feature : 
-

For Voice over IP (VoiP), monitoring of links to remo te, IP-addr!;ssable thterfaces by use of service 
assurance agent (SAA) · 

Configuration by voice class to simplify and speed up the configuration ofvoice busyout on multiple 
voice ports 

Using the Advanced Voice Busyout feature you can perform the following tasks: 

Configure individual voice ports to ente r the busyout state if an SAA probe signal retumed from a 
remate, IP-addressable interface detects loss ofiP connectivity by crossing a specified delay or loss 
threshold . 

• Define voice classes with specified busyout conditions, and assign a particular voice class to any 
number o f voice ports. 

SAA probe monitoring o f remo te interfaces is intended for use with VoiP networks, although it can 
also be used with Voice over Frame Relay (VoFR) and Voice over ATM (VoATM) networks . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221 imit/ 122x/ 122xa/122 
xa_2/ft_cacbo.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (3)T. This release is porting the feature 
into the Cisco 7200 series routers, and adds support for new and modified commands. 

Asynchronous Line Monitoring 

Before Cisco lOS Release 12.2(4)T, the Cisco lOS software did not provide a method for displaying 
asynchronous character mode traffic flowing out of an asynchronous line. Therefore, when a user tried 
to troubleshoot difficult asynchronous problems, the user had to use RS-232 datascopes in arder to 
examine the data stream. This method is very detailed and cumbersome. The Asynchronous Line 
Monitoring feature availab1e in Cisco lOS Release 12.2(4)T allows the monitoring of inbound and 
outbound character mode asynchronous traffic on another terminalline. To monitor inbound o r outbound 
asynchronous character· mode traffic on the port to be monitored, enter the monito r traffic line 
command in privileged EXEC mode. 

This feature increases the efficiency o f the user who performs troubleshooting on asynchronous 
character mode traffic problems. Refer to the following document for additiona l information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftasync.htm. 
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New 

ATM SNMP T rap and OAM Enhancements 

The ATM SNMP Trap and OAM Enhancements feature introduces the following enhancements to the 
Simple Network Management Protocol (SNMP) notifications for ATM permanent virtual circuits 
(PVCs) and to operation, administration, and maintenance (OAM) functionality: 

• ATM PVC traps will now be generated when the operational state of a PVC changes from the 
DOWN to UP state. 

• ATM PVC traps will now be generated when OAM loopback fa[~. Additionally, when OAM 
loopback fails, the PVC will now remain in the UP state, rather th;m gÕing DOWN. 

• The ATM PVC traps are now extended to include virtual path interface/virtual circuit interface 
(VPI/VCI) information, the number of state transitions a PVC goes through in an interval, and the 
timestamp of the first and the last PVC state transition. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ !22newft/ 122t/ 122t4/ftpvctrp. htm. 

( Autolnstall over Frame Relay-ATM lnterworking Connections 

c 

The Autolnstall over Frame Relay-ATM lnterworking Connections feature extends the functionality of 
the existing Cisco lOS Autolnstall feature. After you connect a new router to the network and turn on 
the new router, Cisco lOS Autolnstall automatically configures the router from a preexisting 
configuration file that is downloaded from the network. This process was designed to facilitate the 
centralized management o f router installation. 

The Autolnstall over Frame Relay-ATM lnterworking Connections feature allows you to configure an 
ATM permanent virtual circuit (PVC) to accept the BOOTP and TFTP requests from a new router 
performing Auto Instai I. This feature also allows the use o f a central router with ATM or Frame Relay 
IETF encapsulation to run a BOOTP server and provide an initial IP address to the new router. 

For details, refer to the "Autolnstall over Frame Relay-ATM lnterworking Connections" feature module 
document. Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ftautatm .htm. 

Automatic Bandwidth Adjustment for MPLS T raffic Engineering T unnels 
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Traffic engineering automatic bandwidth adjustment provides the means to automatically adjust the 
bandwidth allocation for traffic engineering tunnels based on their measured traffic load. 

Traffic engineering autobandwidth samples the average output rate for each tunnel marked for automatic 
bandwidth adjustment. For each marked tunnel, it periodically (for example, once per day) adjusts the 
tunnel's allocated bandwidth to be the largest sample for the tunnel since the last adjustment. 

The frequency with which tunnel bandwidth is adjusted and the allowable range o f adjustments is 
configurable on a per-tunnel basis. In addition, the sampling interval and the interval over which to 
average tunnel traffic to obtain the average output rate is user-configurable on a per-tunnel basis. 

There are three new commands: 

• clear mpls traffic-eng auto-bw timers: Reinitializes the automatic bandwidth feature. 

• mpls traffic-eng auto-bw timers: Enables automatic bandwidth adjustment for a platform and 
starts output rate sampling for tunnels configured for automatic bandwidth adjustment. 

• tunnel mpls traffic-eng auto-bw: Configures a tunnel for automatic bandwidth adjustment and 
contrais the manner in which the bandwidth for a tunnel is adjusted. 



• New and Changed lnfonnation 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftbwadjm .htm. 

Cisco lOS software provides severa! methods in which you can originate a prefix into the Border 
Gateway Protocol (BGP). The existing methods include using the network or aggregate-address 
commands and redistribution. These methods assume the existence ~f..more_speci fi c routing information 
(matching the route to be originated) in either the routing table or-the .BGP table . 

The BGP Conditional Route Injection feature enables you to originate a prefix into BGP without the 
corresponding match. The routes are injected in to the BGP table only i f certain conditions are met. The 
most common condition is the existence o f a less-specific prefix. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftbgpri .htm . 

BGP Link Bandwidth 

The Border Gateway Protocol (BGP) Link Bandwidth feature is used to adverti se the bandwidth o f an 
autonomous system exit link as an extended community. The BGP Link Bandwidth feature is supported 
by the internai BGP (iBGP) and externai BGP (eBGP) multipath features . The link bandwidth extended 
community indicates the preference ofan autonomous system exit link in terms ofbandwidth. The link 
bandwidth extended community attribute may be propagated to ali iBGP peers and used with the BGP 
multipath features to configure unequai cost ioad baiancing. When a router receives a route from a 
directiy connected externai neighbor and advertises this route to iBGP neighbors, the router may 
adverti se the bandwidth o f that iink. 

Refer to the following document for additionai information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftbgplb.htm. 

BGP Multipath Load Sharing for Both eBGP and iBGP in an MPLS-VPN 

The BGP Multipath Load Sharing for eBGP and iBGP feature allows you to configure muitipath load 
balancing with both externai BGP (eBGP) and internai BGP (iBGP) paths in Border Gateway Protocoi 
(BGP) networks that are configured to use Muitiprotocoi Label Switching (MPLS) Virtual Private 
Networks (VPNs) . This feature provides improved ioad baiancing depioyment and service offering 
capabiiities and is usefui for muiti-homed autonomous systems and Provider Edge (PE) routers that 
import both eBGP and iBGP paths from multihomed and stub networks. 

Refer to the follo\ving document for additionai information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/fteibmpl .htm . 

BGP Prefix-Based Outbound Route Filtering 

• 
v 

··"· 

The BGP Prefix-Based Outbound Route Filtering feature uses Border Gateway Protocol (BGP) 
o.utbound route til ter (ORF) send and receive capabilities to minimize the number o f BGP updates that 
are sent between peer routers . The configuration ofthi s fe ature can help reduce the amount o f resources 
required for generating and processing routing updates by filtering out unwanted routing updates at the 
source . 
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Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ I 

• 

Call Admission Control for H.323 VoiP Gateways 

Call Admission Control, Call Treatment, and Busyout Components 
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Before the call admission contrai feature, gateways did not have a m~hani~m to gracefully prevent calls 
from entering when certain resources were not available to procesS the cal!. This causes the new call to 
fail with unreported behavior, and could potentially cause the calls that are in progress to have quality 
related problems. 

This feature set provides the ability to support resource-based call admission contrai processes. These 
resources include system resources such as CPU, memory, and call volume, and interface resources such 
as call volume. 

I f system resources are not available to admit the call, two kinds of actions are provided: system denial 
(which busyouts ali o f TI o r E I) o r per call denial (which disconnects, hairpins, o r plays a message or 
tone) . Ifthe interface-based resource is not available to admit the call, the call is dropped from the 
session protocol (such as H.323). 

For further information on busyout, please refer to Advanced Voicebusyout, Cisco lOS 
Release 12.2(2)XA. For further inforrnation on the call denial aspects ofthis feature, please refer to Cal/ 
Admission Contrai Based on CPU Utilization. 

User Selected Threshold 

This feature allows a user to configure call admission thresholds for local resources as well as memory 
and CPU resources. The list oflocal resources that are configured for call admission are described in the 
command description o f "call threshold poll-interval." 

With the call threshold command, a user is allowed to configure two thresholds, high and low, for each 
resource. Call treatment is triggered when the current value of a resource goes beyond the configured 
high. The call treatment remains in effect until current resource value falls below the configured low. 
Having high and low thresholds prevents call admission flapping and provides hysteresis in call 
admission decision making. 

With the call spike command, a user is allowed to configure the limit for incoming calls during a 
specified time period. A call spike is the terrn for when a large number ofincoming calls arrive from the 
PSTN in a very short period oftime (for example: 100 incoming calls in lO milliseconds) . 

Configurable Call Treatment 

With the call treatment command, users are allowed to select how the call should be treated when local 
resources are not available to handle the cal!. For example, when the current resource value for any one 
o f the configured triggers for c ali threshold has reached beyond the configured threshold, the call 
treatment choices are as follows : 

• Time- division multiplexing (TDM) hairpinning- Hairpins the calls through the plain old 
telephone service (POTS) dia! peer. 

• Reject- Disconnects the cal!. 

• Play message o r tone- Plays a configured message o r tone to the. use r. 

I F~ ~...-<---~<-.c~ 
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• New and Changed lnfonnation 

Resource Unavailable Signaling 

This feature set supports the autobusyout feature where channels are busied out when local resources are 
not available to handle the call. Autobusyout is supported on both channel-associated signaling (CAS) 
and PRI channels. 

CAS- Uses busyout to signal "local resources are unavailable." 

PRI- Uses either service messages or disconnect with correct cause-code to signal "resources are 
unavailable." 

PSTN Fallback 

The goal o f PSTN fallback is to monitor congestion in the IP network and either red irect calls to the 
PSTN or reject calls based on the network congestion. Calls can be rerouted to an alternate IP destination 
o r to the PSTN i f the IP network is found unsuitable for voice traffic at that time. The use r defines the 
congestion thresholds based on the configured network. This functionality enables the service provider 
to give a reasonable guarantee about the quality ofthe conversation to their VoiP users at the time of call 
admission. 

Note PSTN fallback does not provide assurances that a VoiP call that proceeds over the IP network is 
protected from the effects of congestion. This is the function o f the other Quality of Service (QoS) 
mechanisms such as IP Real-Time Transport Protocol (RTP) priority or low latency queuing (LLQ). 

PSTN fallback includes the following features: 

• Offers flexibility to define the congestion thresholds based on the network. 

- Defines a threshold based on Calculated Planning Impairment Factor (ICPIF), which is derived 
as part oflnternational Telecommunication Union (ITU) G.ll3. 

- Defines a threshold based solely on packet delay and loss measurements. 

• Uses Service Assurance Agent (SAA) probes to provide packet delay, jitter, and loss information for 
the relevant IP addresses . Based on the packet loss, delay, andjitter encountered by these probes, an 
ICPIF or delay and loss values are calculated. 

Is supported by calls ofany codec. Only G.729 and G.711 have accurately simulated probes. Calls 
o f ali other codecs are emulated by a G. 711 probe. 

For more information, including configuration tasks and examples, and command references for PSTN 
fallback, please refer to PSTN Fallback. Refer to the following document for additional information 
about the Call Admission Control for H.323 VoiP Gateways feature: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/ 122xa/ 12:c 
xa_2/ft_pfavb.htm. 

Circuit Interface ldentification Persistence for SNMP 

• Wt}M 
, .. . 

The Circuit Interface MIB (CISCO-CIRCUIT-INTERFACE-MIB) provides a MIB object (cciDescr) 
which can be used to identify individual circuit-based interfaces for SNMP monitoring. The Circuit 
Interface Identification Persistence for SNMP feature maintains this user-defined name o f the circuit 
across reboots, allowing the consistent identification o f circuit interfaces. Circuit Interface Identification 
Persistence is enabled using the snmp mib persist circuit global configuration command . 

Ol-2339-04 Rev. GO 



( _ 

( ~ .· 

New 

Cisco H.323 Scalability and lnteroperability Enhancements 

The Cisco H.323 Scalability and Interoperability Enhancements feature upgrades the Cisco H.323 
Gatekeeper and Cisco H.323 Gateway to comply with H.323 Version 3. The enhancements in this release 
include support for mandatory H.323 Version 3 elements in the gateway, support for H.225 call 
signalling over User Datagram Protocol (UDP), and address resolution using border elements . 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/_122newft/ 122t/ 122t4/fth323v3 .htm. 

Cisco Mobile Networks 

The Cisco Mobile Networks feature enables a Mobile Router and its subnets to be mobile and maintain 
ali IP connectivity, transparent to the IP hosts connecting through this Mobile Router. 

Mobile IP, as defined in standard RFC 2002, provides the architecture that enables the Mobile Router to 
connect back to its home network. Mobile IP allows devices to roam while appearing to be at their home 
network. Such a device is called a mobile node. A mobile node is a node, for example, a personal digital 
assistant, a laptop computer, o r a data-ready cellular phone, that can change its point o f attachment from 
one network or subnet to another. This mobile node can travei from link to link and maintain ongoing 
communications while using the same IP address . 

The Mobile Router functions similarly to the mobile node with one key difference-the Mobile Router 
allows entire networks to roam. For example, a plane with a Mobile Router can fly around the world 
while passengers stay connected to the Internet. This communication is accomplished by Mobile IP 
aware routers tunneling packets, which are destined to hosts on the mobile networks, to the location 
where the Mobile Router is visiting. The Mobile Router then forwards the packets to the destination 
devi c e. 

These devices can be mobile nodes running mobile IP client software or nodes without the software. The 
Mobile Router eliminates the need for a mobile IP client. In fact, the nodes on the mobile network are 
not aware o f any IP mobility at ali. The Mobile Router "hides" the IP roaming from the local IP nodes 
so that the local nodes appear to be directly attached to the home network. 

The Cisco Mobile Networks feature is a static network implementation that supports stub routers only. 
The Mobile Router avoids convergence problems by statically defining which networks it can address . 
The Mobile Router can do the following: 

• Perform agent solicitation 

• Perform registration and reregistration 

• Decapsulate information for its attached devices 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t4/ftmbrout.htm. 

Cisco Modem User Interface 
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The Cisco Modem User Interface feature enables Cisco routers to behave like a modem and be 
configured using standard Hayes modem commands. Refer to the following document for additional 
information: 

http://www.ci sco.com/uni vcrcd/cc/td /doc/product /softwarelios 122/ 122newft/ 122t/ 12 2t4 /ftcmodui .htm. 
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The High Performance ATM Advanced lntegration Module {AIM) is an internally mounted card that 
offers a cost-effective solution for supporting low-speed ATM WAN connections on the Cisco 2600 
family ofproducts. When using the voice DSP capability of a digital TI/E1 packet voice trunk network 
module (NM-HDV) anda TI /E I multiflex VWIC, it supports as many as 60 channels of compressed 
voice over a T 1/E 1 trunk using AAL2 o r AAL5, without using a dedicated ATM network module. AAL2 
and AAL5 are the most bandwidth-efficient standards-based trunking methods for transporting 
compressed voice, voice-band data, circuit-mode data, and frame-.Jfi"Üde data over ATM infrastructures. 
This feature provides a cost-effective, low-density ATM T 1 o r E I solution for the Cisco 2600 series. 

Refer to the following document for further information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ft_24aim .htm . 

CNS Configuration Agent 

CNS Event Agent 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes thi9 '-v 
making applications network-aware and increasing the intelligence ofthe network elements. CNS. ) 
provides building blocks to a range of customers in market segments such as Enterprise, service 
provider, independent software vendors, and system integrators. 

The CNS Configuration Agent supports routing devices by providing: 

• Initial configurations 

• Incrementai (partia!) configurations 

• Synchronized configuration updates 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ftcns_ca.htm. 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes this by 
making applications network-aware and increasing the intell igence ofthe network elements. CNS SDK 
provides building blocks to a range of customers in market segments such as Enterprise, service 
provider, independent software vendors, and system integrators. 

The CNS Event Agent is part o f the Cisco lOS infrastructure that allows Cisco lOS applications, f0~ 
examp1e CNS Configuration Agent, to publish and subscribe to events on a CNS Event Bus. CNS E 
Agent works in conjunction with CNS Configuration Agent. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ftcns_ea .htm. 

Crashinfo Support for Cisco 3600 Series 

WlfW • 

Crashinfo is a mechanism to reliably and quickly store useful information related to unexpected system 
shutdowns directly to a local fl ash card. This information can be retrieved after a system reload to aid in 
the analysis and resolution o f a system error. 
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Cisco lOS Release 12.2(4)T introduces crashinfo support for the Cisco 3600 series. To en - · 
feature, use the exception crashinfo file device:filename in global configuration mode. Use the device 
and filename arguments to specify the flashcard and file to be used for storing the diagnostic information. 
To change the size ofthe crashinfo buffer, use the exception crashinfo buffersize command. The default 
buffer size is 32 Kilobytes . 

DFP Support in DistributedDirector 

Dia ler CEF 

Dialer Persistent 

DistributedDirector can obtain load information from Cisco LocaiDirector, Catalyst 4840g, and other 
clients using Dynamic Feedback Protocol (DFP). This protocol aUÕws thé"user to configure the 
DistributedDirector to communicate with various DFP agents. The DistributedDirector tells the DFP 
agents how often they should report Ioad information; then the DFP agent can tell the 
DistributedDirector which LocaiDirector cluster to remove from providing service. 

The Dialer CEF feature introduces Cisco Express Forwarding (CEF) support for dialer interfaces. The 
Dialer CEF feature allows packets to be CEF switched across dialer interfaces rather than being low-end 
switched (LES) or fast switched. Compared to fast switching, CEF switching support improves 
switching performance by decreasing CPU utilization and lowering the packet loss rate. Refer to the 
following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ I 22t/ I 22t4/ftdlrcef.htm . 

The Dialer Persistent feature allows the connection settings in a dial-on-demand routing (DDR) dialer 
pro file to be configured as persistent, that is, the connection is not tom down until the shutdown EXEC 
command is entered on the dialer interface. Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ ios I 22/ 122newft/ 122t/122t4/ftdperst.htm . 

Diff-Serv-aware T raffic Engineering 

MPLS traffic engineering allows constraint-based routing o f constant bit rate (CBR) IP traffic. One o f 
the constraints satisfied by CBR is the availability o f required bandwidth over a selected path. 
Diff-Serv-aware Traffic Engineering extends MPLS traffic engineering to enable you to perform 
constraint-based routing of "guaranteed" traffic, which satisfies a more restrictive bandwidth constraint 
than that satisfied by CBR for regular traffic. This ability to satisfy a more restrictive bandwidth 
constraint translates in to an ability to achieve higher Quality o f Service performance (in terms o f delay, 
jitter, or loss) for the guaranteed traffic. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ft_ds_te .htm. 

Distinguished Name Based Crypto Maps 
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The Distinguished Name Based Crypto Maps feature allows you to restrict access to selected encrypted 
interfaces to peers with specific certificates, especially certificates with particular Distinguished Names 
(DNs) . 
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Initially, i f the router accepted a certificate o r a shared secret from the encrypting peer, Cisco lOS did 
not have a method o f preventing the peer from communicating with any encrypted interface other than 
the restrictions on the IP address o f the encrypting peer. This feature allows you to configure which 
crypto maps are usable to a peer based on the DN that a peer used to authenticate itself. Thus, enabling 
you to control which encrypted interfaces a peer with a specified DN can access. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftdnacl.htm. 

Distributed link Fragmentation and lnterleaving _; 

The Distributed Link Fragmentation and Interleaving feature extends Link Fragmentation and 
Interleaving functionality to VIP-enabled Cisco 7500 series routers. 

The Distributed Link Fragmentation and lnterleaving feature supports the transport o f real-time traffic, 
such as voice, and non real-time traffic, such as data, on lower-speed Frame Relay and ATM virtual 
circuits (VCs) without causing excessive delay to the real-time traffic. 

This feature implements link fragmentation and interleaving (LFI) using multilink PPP (MLP) over 
Frame Relay and ATM. The feature enables delay-sensitive real-time packets and packets that are not 
real-time data to share the same link by fragmenting the large data packets into a sequence of smaller 
data packets (fragments) . The fragments are then interleaved with the real-time packets. On the receiving 
si de o f the link, the fragments are reassembled and the packet is reconstructed. 

Distributed LFI is often useful in networks that send real-time traffic, such as voice, but have bandwidth 
problems that delay this real-time traffic due to the transport o f large, less time-sensitive data packets. 
Distributed LFI can be used in these networks to disassemble the large data packet into multiple 
segments. The real-time traffic packets can then be sent between these segments o f the data packet. In 
this scenario, the real-time traffic does not experience a lengthy delay waiting for the low-priority data 
packet to traverse the network. The data packet is reassembled at the receiving si de o f the link, so the 
data is delivered intact. 

DistributedDirector Enhancements 

• W@W 

This release o f Cisco DistributedDirector contains two new commands. The new ip director default 
priorities command specifies the default priorities for each type o f metric. I f a metric does not have a 
default priority specified, DistributedDirector does not use that metric. The default priorities take effect 
i f no priorities are specified in the DNS TXT record for that host. 

The new ip director drp rttprobe tcp I icmp command enables DistributedDirector to instruct a DRP 
agent to send ICMP-echo packets to measure the RTT. 

The new show ip director default priority command verifies the default priority configurations. 

The ip director default-weights command has been modified. It is now ip director default weights. 

The show ip director default-weights command has been modified. It is now show ip director default 
weights. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/1 22t4/ftdd 1224.htm . 
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Distributed Management Event and Expression MIB Persistence 

The MIB Persistence feature allows the SNMP data o f an MIB to be persistent across reloads; that is, 
MIB inforrnation retains the same set object values each time the user reboots. Refer to the following 
document for additional inforrnation: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftmibprl .htm. 

DNS Server Support for NS Records 

DistributedDirector has improved server load-balancing capacity with the DNS Server Support for NS 
Records feature. This feature adds support for name server (NS) records to the Cisco lOS Domain Name 
System (DNS) server. With this feature, the DistributedDirector can distribute the server-selection 
process to multiple DistributedDirectors, improving overall server capacity. 

Enhanced T est Command 

The Enhanced Test Command feature introduces two new commands-aaa user profile and aaa 
attribute-that allow you to create a named user pro file with calling tine identification (CLID) or dialed 
number identification service (DNIS) attribute values, which can be associated with a test aaa group 
command. 

Use the aaa attribute command to add CLID or DNIS attribute values to a user pro file, which is created 
by using the aaa user profile command. The CLID or DNIS attribute values can be associated with the 
record that is going out with the user profile (via the test aaa group command), thereby providing the 
RADIUS server with access to CLID or DNIS attribute inforrnation for ali incoming calls. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftaaacmd .htm. 

Enhancements to H.323 Call Statistics 

Beginning with Cisco lOS Release 12.2( 4 )T, enhancements to H.323 cal! statistics allow you to clear the 
gateway counters, display H.323 messages that have been sent and received, obtain statistics on the 
reasons calls are disconnected, and display debug output for various components within the H.323 
subsystem. To enable these enhancements, the following commands have been added or modified: clear 
h323 gateway, show h323 gateway, and debug cch323. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftcallst.htm. 

Firewall Authentication Proxy 
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The Cisco lOS Firewall authentication proxy feature allows network administrators to apply specific 
security policies on a per-user basis. Previously, user identity and related authorized access was 
associated with the IP address o f a user, ora single security policy had to be applied to an entire user 
group o r sub network. Now, users can be identified and authorized on the basis o f their per-user policy, 
and access privíleges tailored on ·an individual basis are possible , as opposed to general policy applied 
across multiple users . 
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With the authentication proxy feature, users can log in to the network or access the Internet via HTTP, 
and their specific access profiles are automatically retrieved and applied from a CiscoSecure ACS, or 
other RADIUS, or TACACS+ authentication server. The user profiles are active only when there is active 
traffic from the authenticated users. 

The authentication proxy is compatible with other Cisco lOS security features such as Network Address 
Translation (NAT), Context-based Access Control (CBAC}, IP Security (IPSec) encryption, and 
Cisco Secure VPN Client (VPN client) software. 

Refer to the following document for further information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 12 1 I I~ lêgcr/secur_c/scprt3/scdauthp.ht 
m. 

Four SS7 Link Support on the Cisco Signaling Link Terminal 

The Four SS7 Link Support on the Cisco Signaling Link Terminal feature introduces support for up to 
four Cisco SS7 links on a new platform for the Cisco SLT, the Cisco 2651 Multiservice Access Router. 
Ali existing Cisco 2611-based Cisco SLT functionality is supported on the new platform, and both Cisco 
SLT platforms use the same Cisco lOS software image. 

The Cisco 2651-based Cisco SLT supports up to four SS7 A-links and F-links, and each SS7link can 
support up to 0.4 erlangs of signaling traffic during normal operation . Refer to the following document 
for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t4/ft_ 41nk.htm. 

Frame Relay 64-Bit Counters 

The Frame Relay 64-Bit Counters feature provides 64-bit counter support on Frame Relay interfaces and 
subinterfaces. This feature enables the gathering of statistics through Simple Network Management 
Protocol (SNMP) for faster interfaces operating at OC-3, OC-1 2, and OC-48 speeds. 

The following counters are supported by this feature : Bytes In, Bytes Out, Packets In, and Packets Out. 

The show frame-relay pvc command has been modified to display the 64-bit counters. Refer to the 
following document for additional information: 

http:/ /www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ft64bits.htm. 

Frame Relay MIB Enhancements 

The Cisco Frame Relay MIB describes managed objects that enable users to remotely monitor Frame 
Relay operations using Simple Network Management Protocol (SNMP). The Frame Relay MIB 
Enhancements feature extends the Cisco Frame Relay MIB by adding MIB objects to monitor the 
following Frame Relay functionality: 

• Frame Relay fragmentation 

• Frame Relay-ATM Network lnterworking (FRF.5) 

• Frame Relay-ATM Service Interworking (FRF.8) 

• Frame Relay switching 

• Input and output rates o f individual virtual circuits (VCs) 
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http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftfrmibe .htm. 

High-Performance Gatekeeper 

The Cisco High-Performance Gatekeeper feature introduces new ~afekee~er functionality and 
modifications for facilitating carrier class reliability, security, and performance into the Cisco Voice 
Network solution portfolio. These H.323 standard-based features have carrier grade reliability and 
performance characteristics with a robust open application protocol interface to enable development of 
enhanced applications like voice Virtual Private Networks (VPNs) and wholesale voice solutions. 

This feature addresses the scalability, redundancy, and performance aspects o f the gatekeeper as parto f 
the Cisco Multimedia Conference Manager (MCM) to present a complete Cisco solution. The 
Cisco H.323 MCM provides the network administrator with the ability to identify H.323 traffic and to 
apply appropriate policies. 

iBGP Multipath Load Sharing 

~ .. 

When a Border Gateway Pro toco! (BGP) speaker router with no local policy configured receives multi pie 
network layer reachability information (NLRI) from the interna! BGP for the same destination, the router 
will choose one interna! BGP path as the best path. The best path is then installed in the IP routing table 
o f the router. 

The Internai BGP Multipath Load Sharing feature enables the BGP speaker router to select multiple 
internai BGP paths as the best paths to a destination. The best paths or multipaths are then installed in 
the IP routing table o f the router. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/122t 11/ft li bmls.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco 171 O, Cisco 1721, Cisco 1751, Cisco 3631, Cisco 3725, and Cisco 3 745 routers, and the 
IGX 8400 series URM. 

( ~ ICMP ECHO-Based RTT Probing by DRP Agents 
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DistributedDirector users can now control Director Response Protocol (DRP) agents to send both TCP 
and ICMP packets for round-trip time (RTT) measurement.The RTT measurement is used to 
dynamically direct Internet customers to the closest regional web proxy based on response time. 

In the original implementation, some Internet DNS servers did not respond when the DRP agents sent 
them a query to measure the RTT. 

This feature introduces the new ip director drp rttprobe tcp I icmp command that enables 
DistributedDitector to instruct a DRP agent to send ICMP-echo packets to measure the RTT. 

When both ICMP and TCP are enabled, DistributedDirector will instruct DRP agents to send both TCP 
and ICMP packets for RTT probing. The retumed RTT from a DRP agent will be the RTT collected from 
either the TCP or ICMP mechanism, which ever becomes avail able first. 
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The Internet Group Management Protocol (IGMP) is used by IP hosts to report their multicast group 
memberships to neighboring multicast routers. The IGMP MIB describes objects that enable users to 
remotely monitor and configure IGMP using Simple Network Management Protocol (SNMP). It also 
allows users to remotely subscribe and unsubscribe from multicast groups. The IGMP MIB Support 
Enhancements for SNMP feature adds full support ofRFC 2933 {Internet Group Management Protocol 
MIB) in Cisco lOS software. There are no new or modified Cisco lOS commands associated with this 
feature. 

For complete details on the IGMP MIB, see the IGMP-STD-MIB .my.JiTe ava11able from the Cisco MIB 
website on Cisco .com at http: //www.cisco .com/public/sw-center/netmgmt/cmtk/mibs.shtml. 

lnter-Domain Gatekeeper Security Enhancement 

The Inter-Doma in Gatekeeper Security Enhancement provides a means of authenticating and 
authorizing H.323 calls between the administrative domains o f Internet Telephone Service Providers 
{ITSPs). 

An interzone ClearToken {IZCT) is generated in the originating gatekeeper when a location request 
(LRQ) is initiated or an admission confirrnation (ACF) is about to be sent for an intrazone cal! within an 
ITSP administrative domain . As the IZCT traverses through the routing path, each gatekeeper stamps the 
IZCT destination gatekeeper ID with its own ID. This identifies when the IZCT is being passed over to 
another ITSP doma in . The IZCT is then sent back to the originating gateway in the location confirrnation 
(LCF) message. The originating gateway passes the IZCT to the terrninating gateway in the SETUP 
message. The terrninating gatekeeper forwards the IZCT in the admission request (ARQ) answerCall 
field to the terrninating gatekeeper, which then validares it. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/122xa/ 122 
xa_2/ft_ctoke .htm. 

lnteresting T raffic PPP and Customer Profile ldle Timer 

The Interesting Traffic PPP and Customer Profile ldle Timer feature supports a PPP idle timer based on 
interesting traffic for dialer interfaces. 

Interface lndex Display 

The Interface lndex (Iflndex) is a user-specified identification number for an interface used in SNMP 
network management. The Iflndex is an object in the Interfaces Group MIB (IF-MIB), which can be set 
by a network manager to consistently identify an interface. A new Cisco lOS software command, show 
snmp mib ifmib ifindex, allows the user to display the Iflndex identification numbers assigned to 
interfaces and subinterfaces using the CLI. The IFindex provides a way to display these values without 
the need for a Network Management Station. 

Refer to the following document for further information : 

http://www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2 /ftshowif.htm . 
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IP to ATM Class of Service Mapping for SVC Bundles 

The IP to ATM Class of Service Mapping for SVC Bundles feature supports multiple switched virtual 
circuits (SVCs) to the same NSAP destination for different types of service (ToS) . This feature is an 
extension to the feature described in the chapter "Configuring IP to ATM Class o f Service" in the 
Cisco lOS Quality of Service Solutions Configuration Cuide. The original feature was limited to 
permanent virtual circuits (PVCs) only. This feature is an extension because it applies to SVCs. 

The PVC bundle feature requires that the user configure PVCs for different IP ToS . The PVCs have to 
be set up throughout the ATM network between endpoints. The IP to..ATM Class ofService Mapping for 
SVC Bundles feature needs configuration only at the endpoints. n;;l,lser does not configure SVCs; the 
software sets up SVCs in a bundle between endpoints. When the router receives the first IP packet for 
the destination that is configured in the SVC bundle, that event triggers the creation o f the SVC. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftsvbund.htm . 

IPSec MIB Support for VPN Management 

The IPSec MIB Support for VPN Management feature allows the monitoring o f IP Security (IPSec) and 
Internet Key Exchange (IKE) protocols using SNMP. IPSec and IKE monitoring is especially useful in 
Virtual Private Networks (VPNs) supporting gateway devices and customer premises equipment (CPE). 

For IPSec MIB implementation details, see the CISCO-IPSEC-MIB.my, 
CISCO-IPSEC-POLICY-MAP-MIB.my, and CISCO-IPSEC-FLOW-MONITOR-MIB.my files, 
available through the Cisco.com MIB site. 

Refer to the following document for further infonnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/iosl21/121 newft/12llimit/121 e/121 e4/dtip 
mib.htm . 

1Pv6 for Cisco lOS Software 

IPv6, formerly called IPng (next generation), is a replacement for the current version ofiP (version 4 ). 
Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ipv6/index .ht 
m. 

( , IRR Triggers for GKTMP 

The IRR Triggers for GKTMP feature allows a Cisco Gateway to send an information request response 
(IRR) to the Gatekeeper (GK) containing the details of a particular call after a successful connect. The 
feature also allows a back end application to set triggers for this message and the GK to deliver the IRR 
infonnation to the application. 

ISIS: Allows BGP to Control the Configuration of the Overload Bit 
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The Intermediate-System to Intermediate-System (IS-IS) protÓcol defines a special bit in each link-state 
packet (LSP) called the overload-bit. IS-IS uses the overload bit to "tell" other routers to ignore this 
router in their shortest path first (SPF) calculations. This function prevents transit traffic from passing 
through the router before the routing table has converged, and transit traffic is not lost. 

~-_i os: 369 7 
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The L2TP IPSec feature provides enhanced security for tunneled PPP frames between the L2TP Access 
Concentrator (LAC) and the L2TP Network Server (LNS). Previous releases ofthe Cisco lOS provided 
only a one time, optional mutual authentication during tunnel setup with no authentication ofsubsequent 
data packets or contrai messages. In situations where L2TP is used to tunnel PPP sessions over an 
untrusted infrastructure such as the internet, the security attributes ofL2TP and PPP are inadequate. PPP 
provides no protection ofthe L2TP tunnel, and current PPP encryption protocols provide inadequate key 
management and no authentication or integrity mechanisms. The L2TP IPSec featu re allows the robust 
security features ofiPSec to protect the L2TP tunnel and the PPP sessio11s wi~hin the tunnel. In addition, 
the L2TP IPSec feature provides built in keepalives and standardized interfaces for user authentication 
and accounting to AAA servers. 

The deployment o f Windows 2000 demands the integration o f IPSec with L2TP as this is the default 
Virtual Priva te Dialup Network (VPDN) networking scenario. This integration o f protocols is also used 
for LAN-to-LAN VPDN connections in Windows 2000. The L2TP IPSec feature provides integration of 
IPSec with L2TP in a solution that is scalable to large networks with mínima! confi guration. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t4/ftl2tsec .htm . ) 

L2TP Large-Scale Diai-Out 

The L2TP Large-Scale Dial-Out feature enables the router to dia! multiple Layer 2 Tunnel Protocol 
(L2TP) access concentrators (LACs) from a single L2TP network server (LNS). The LACs are signaled 
through the LNS and use L2TP to establish the dia! sessions. User-defined profiles can be configured on 
an authentication, authorization, and accounting (AAA) server and retrieved by the LNS when dial-out 
occurs.The L2TP Large-Scale Dial-Out feature also supports multiple LACs bound into one stack group, 
cal! traffic load balancing, and outbound cal! congestion management. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/1 22t lllftl21sdo.htm . 

Leased and Switched BRIInterfaces for ETSI NET3 

The Leased and Switched BRI Interfaces for ETSI NET3 feature allows one BRI B channel on an ETSI 
NET3 switch to be configured as a leased line, and the second B channel to be configured as a standard ISDN 
or dia! interface and used as a switched channel to the Public Switched Telephone Network (PSTN). When 
the Leased and Switched BRI Interfaces for ETSI NET3 feature is configured, one B channel functions a~ 
a point-to-point 64 kbps leased line and the other B channel functions as a circuit-switched channel using ti\ 
D channel to provide the signaling features available for the ETSI NET3 signaling protocol. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftlswbri . htm. 

Location Confirmation Enhancements for Alternate Endpoints 

•u·• 
v 

\ 

• 

The Location Confirmation (LCF) Enhancements for Alternate Endpoints feature allows a Cisco lOS 
Gatekeeper (GK) to collect additional routes to endpoints that are indicated by multi pie LCF responses 
from remate GKs, and convey a collection ofthose routes to the requesting (calling) endpoint . Currently, 
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the originating GK sends Location Request (LRQ) messages to multiple remo te zone . , emQtl s in 
the zones return LCF responses to the originating GK. The LCF responses indicate alternate routes to 
the remote GK endpoints. 

The LCF Enhancements for Alternate Endpoints feature allows the originating GK to discover and relay 
more possible terminating endpoints to the requesting endpoint, therefore providing alternate routes to 
endpoints that can be used ifthe best route is busy or does not provide any alternate routes. The endpoint 
receiving the list o f alterna te endpoints tries to reach them in the order in which the alterna te endpoints 
were received. The LCF Enhancements for Alternate Endpoints feature can be used on GKs that 
originate LRQs and directory GKs that forward LRQ messages. _ 

Refer to the following document for additional information: ,; 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ft_lcfep.htm_ 

Low Latency Queueing 

Low Latency Queueing is now supported on Cisco 820 routers . The Low Latency Queueing feature 
brings strict priority queueing to Class-Based Weighted Fair Queueing (CBWFQ). Strict priority 
queueing allows delay-sensitive data such as voice to be dequeued and sent first (before packets in other 
queues are dequeued), giving delay-sensitive data preferential treatment over other traffic . Information 
about LLQ is provided in the Quality o f Service Solutions Configuration Guide. For overview 
information, refer to the following chapter: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122cgcr/fqos_c/fqcprt2 /qcfconmg. h 
tm#xtocid 1239530. 

For configuration instructions, refer to the following chapter: 

h ttp: I lwww.ci se o. com/un ivercd/ cc/td/ doc/product/ software/ i os I 2 2/ I 2 2 c geri fq os_ c/fqcprt2 / q cfw fq . h tm 
#xtocid2836441. 

MOS file Validation 
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The MD5 File Validation feature allows you to check the integrity o f a Cisco lOS software image by 
comparing its MD5 checksum value against a known MD5 checksum value for the image. MD5 values 
are now made available on Cisco .com for ali Cisco lOS software images for comparison against local 
system image values. 

To perform the MD5 integrity check, execute the verify command using the new "/md5" keyword. For 
example, executing the verify flash:c7200-is-mz.122-2.T.bin /mdS command will calculate and display 
the MD5 value for the software image. Compare this value with the value available on Cisco.com for 
this image. 

Alternatively, you can get the MD5 value from Cisco.com first, then specify this value in the command · 
syntax. For example, executing the verify flash:c7200-is-mz.122-2.T.bin /MDS 
8b5f3062c4caeccae72571440e962233 command will display a message verifying that the MD5 values 
match or that there is a mismatch. 

A mismatch in MD5 values means that either the image is corrupt or the wrong MD5 value was entered. 

3697 
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ncluding NCS 1.0 and TGCP 1.0 Profiles 

~-if .. ·' 

This feature implements the following MGCP protocols on Cisco media gateways: 

• MGCP 1.0 (IETF RFC2705), which applies to both trunking gateways and residential gateways. 

• Network-based C ali Signaling (NCS) 1.0, the PacketCable pro file o f MGCP 1. 0 for residential 
gateways (RGWs) 

• Trunking Gateway Control Protocol (TGCP) 1.0, the PacketCable profile ofMGCP 1.0 for trunking 
gateways (TGWs) -

The MGCP 1.0 specification and the NCS and TGCP profiles suppor.t-IÜ!w páCkages, endpoints, and 
event definitions. In addition, the specifications provi de more detail regarding error recovery. In general, 
the latest edition of the MGCP specification provides guidelines for more reliable implementations of 
the protocol. 

Media Gateway Control Protocol (MGCP) 1.0 is a protocol for the control ofVoice over IP (VoiP) calls 
by externai call-control elements known as media gateway controllers (MGCs) or call agents (CAs). It 
is described in the informational RFC2705 , published by the Internet Engineering Task Force (IETF). 
MGCP 1.0 provides interoperability with a wide variety o f call agents, thus enab1ing an extensive range 
of solutions. 

The NCS and TGCP protoco1 specifications were deve1oped through PacketCab1e, an industry-wide 
initiative to develop interoperability standards for multimedia services over cab1e facilities using packet 
techno1ogy that is 1ed by Cab1eLabs, an industry consortium. In Europe, the EuroPacketCab1e working 
group is ensuring that packet cable standards are availab1e to meet European requirements and 
equipment characteristics. 

NCS and TGCP protoco1 specifications contain extensions and modifications to MGCP while preserving 
basic MGCP architecture and constructs. NCS 1.0 is designed for use with ana1og, sing1e-1ine user 
equipment on residentia1 gateways, whi1e TGCP 1.0 is intended for use in VoiP-to-PSTN trunking 
gateways in a cable environment. TGCP and NCS allow participation in packet cable solutions, but the 
specifications do not preclude their use in non-cab1e environments . 

Media gateway platforms supported for this feature include: 

• MGCP 1.0 

- Cisco 2600 series 

- Cisco 2650 

- Cisco MC3810 

• MGCP 1.0 and NCS 1.0 

- Cisco CVA122 

- Cisco CVA122E 

- Cisco uBR925 

• MGCP 1.0 and TGCP 1.0 

- Cisco 3660 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cC/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ft_lcfep.htm. 
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MGCP Voice Gateway lnteroperability with Cisco CaiiManager 

MGCP voice gateway interoperability with Cisco CallManager allows modular access routers to act as 
redundant failover MGCP gateways. You can enable IP telephony and Cisco CallManager solutions 
using Cisco 2600 and Cisco 3600 series routers as voice gateways. This allows you to use the Cisco 2600 
and 3600 platforms already in your networks as MGCP gateways within an IP telephony architecture . 

An MGCP gateway handles the translation between audio signals and the packet network. The gateways 
interact with a call agent (also called a Media Gateway Controller or MGC) that performs signal and call 
processing on gateway calls . -

In the MGCP configurations that Cisco lOS supports, the gateway can be any o f the following : 

• Cisco router 

• Access server 

• Cable modem 

The call agent is either of the following : 

• A server from a third-party vendar 

• Cisco CallManager 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122limit/ 122x/ 122xa/ 122 
xa_2/ft_mgccm.htm . 

Mobile IP MIB Support for SNMP 

The Mobile IP MIB Support for SNMP feature adds a MIB module which expands network monitoring 
capabilities ofForeign Agent (FA) and Home Agent (HA) Mobile IP Entities. Mobile IP management 
using SNMP is defined in two MIBs: the RFC2006-MIB and the CISCO-MOBILE-IP-MIB. The Cisco 
Mobile IP MIB is a Cisco enterprise-specific extension to IETF RFC 2006 MIB module which allows 
you to monitor the total number ofHA Mobile bindings and the total number ofFA visitor bindings. This 
release also adds support for RFC 2006 Set operations and a SNMP notification. Set operations 
(performed from a Network Management System) are supported for starting and stopping the mobile IP 
service, configuring security associations, modifying advertisement parameters, and configuring 
"care-of addresses" for foreign agents. An SNMP notification (trapo r inform) for security violations can 
be enabled on supported routing devices using the snmp-server enable traps ipmobile and 
snmp-server host global configuration CLI commands. As this feature affects security, use o f SNMPv3 
is strongly recommended. 

For further details, refer to the Mobile IP MIB Supportfor SNMP Feature Guide at the following 
location: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/122t/122t I /ftl mip .htm . 

Mobile Networks 
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The Cisco Mobile Networks feature enables a Mobile Router and its subnets to be mobile and maintain 
ali IP connectivity, transparent to the IP hosts connecting through this Mobile Router. 

Mobile IP, as defined in standard RFC 2002, provides the architecture that enables the Mobile Router to 
connect back to its home network. Mobile IP allows a device to roam while appearing to be at its home 
network. Such a device is called a mobile node. A mobile node is a node, fo r example, a personal digital 



_._ - -----· . ··----~ ·------- ---., ... .. ...... -

assistant, a laptop computer, o r a data-ready cellular phone, that can change its point o f attachment from 
one network or subnet to another. This mobile node can travei from link to link and maintain ongoing 
communications while using the same IP address . 

The Mobile Router functions similarly to the mobile node with one key difference-the Mobile Router 
allows entire networks to roam. For example, a plane with a Mobile Router can fly around the world 
while passengers stay connected to the Internet. This communication is accomplished by Mobile IP 
aware routers tunneling packets, which are destined to hosts on the mobile networks, to the location 
where the Mobile Router is visiting. The Mobile Router then forwards the packets to the destination 
device. 

These devices can be mobile nodes running Mobile IP client software~;.-nodes. without the software. The 
Mobile Router eliminates the need for a Mobile IP client. In fact, the nodes on the mobile network are 
not aware of any IP mobility at ali. The Mobile Router "hides" the IP roaming from the local IP nodes 
so that the local nodes appear to be directly attached to the home network. 

The Cisco Mobile Networks feature is a static network implementation that supports stub routers only. 
The Mobile Router avoids convergence problems by statically defining which networks it can address. 
The Mobile Router can do the following: 

• Perform agent solicitation 

• Perform registration and reregistration 

• Decapsulate information for its attached devices 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftm brout.htm. 

Mobile Networks MIB Support 

The Cisco Mobile Networks MIB Support feature implements mobile node MIB groups for the 
monitoring and management o f Cisco Mobile Network activity. Data from managed objects is returned 
through the use o f the "show" commands described in the documentation for the "Cisco Mobile 
Networks" 12.2(4)T feature , or can be retrieved from a Network Management System using SNMP. 

The Cisco Mobile Networks MIB Support feature implements the following mobi le node (mn) groups 
in the Mobile IP MIB (RFC2006-MIB): the mnSystem group, the mnDiscovery group, and the 
mnRegistrationGroup. 

For further details, refer to the RFC2006-MIB.my file, available through Cisco.com at 
ftp ://ftp .cisC<} COm/pub/mibs/v2/, and RFC 2206, "The Definitions ofManaged Objects for IP Mobility 
Support using SMiv2." 

MPLS label Switch Controller and Enhancements 

The Multiprotocol Label Switching (MPLS) Label Switch Controller (LSC), combined with a slave 
ATM switch, supports scalable integration ofiP services over an ATM network. The MPLS LSC enables 
the slave ATM switch to : 

• Participate in an MPLS network 

• Directly peer with IP routers 

• Support the IP features in Cisco Intemetwork Operating System (lOS) software 
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This feature was originally introduced in Cisco lOS Release 11 .1 CT as the Tag Switc 
Cisco lOS Release 12.2(4)T adds support for the following changes and additions: 

• Changed tag-switching commands and terminology to MPLS format. 

• Added support for Cisco MGX 8850 and 8950 switch with the Cisco MGX RPM-PR card as an 
MPLS LSC. 

• Added DiffServ with MPLS QoS multi-VC feature support. 

• Added the vci-range keyword to the mpls atm vpi and mpls atm vp-tunnel commands. 

• Extended the VPI range from 256 to 4095 . 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftmpls .htm . 

MPLS T raffic Engineering (TE)-Automatic Bandwidth Adjustment for TE T unnels 

Traffic engineering automatic bandwidth adjustment provides the means to automatically adjust the 
bandwidth allocation for traffic engineering tunnels based on their measured traffic Ioad. 

Traffic engineering autobandwidth samples the average output rate for each tunnel marked for automatic 
bandwidth adjustment. For each marked tunnel, it periodically (for example, once per day) adjusts the 
tunnel's allocated bandwidth to be the largest sample for the tunnel since the last adjustment. 

The frequency with which tunnel bandwidth is adjusted and the allowable range o f adjustments is 
configurable on a per-tunnel basis. In addition, the sampling interval and the interval over which to 
average tunnel traffic to obtain the average output rate is user-configurable on a per-tunnel basis. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftbwadjm.htm . 

MPLS Traffic Engineering (TE)-IP Explicit Address Exclusion 

The MPLS traffic engineering Internet Protocol (JP) explicit address exclusion feature provides a means 
to exclude a link or node from the path for an MPLS traffic engineering label-switched path (LSP). 

The feature is accessible by the ip explicit-path command that allows you to create an IP explicit path 
and enter a configuration submode for specifying the path. The feature adds to the submode commands 
the exclude-address command for specifying addresses to e~clude from the path. 

lfthe exclude-address for an MPLS traffic engineering LSP identifies a flooded link, the 
constraint-based shortest path firs (CSPF) routing algorithm does not consider that link when computing 
paths for the LSP. I f the exclude-address specifies a flooded MPLS traffic engineering router ID, the 
CSPF routing algorithm does not allow paths for the LSP to traverse the node identified by the router ID . 

Refer to the following document for further information : 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftaddexc.htm . 

Multiservice lnterchange (MDC) Support 

Ol-2339-04 Rev. GO 

On the Cisco 2600 series router, the Cisco 3620 router, and the Cisco 3640 router, MIX features are 
software only. On the Cisco 3660 router, MIX requires the installation o f a multiservice interchange 
card, also called a MIX module (MIX-3660-64), which provides additional functionality. 

...... ---.... · ~ .... .... ~ -. 



a New and Changed lnfonnation 

MIX features support applications that are sensitive to time delay, such as voice and video. MIX enables 
the combination o f different types o f calls on a single TI o r E I connection, giving customers the 
flexibility to manage traffic through their routers efficiently, as either traditional TDM connections or in 
packet-based format. 

On Cisco 2600 series router, MIX allows connection ofTDM streams between two voice/WAN interface 
cards (VWICs) on the same zero-LAN 2-slot network module (NM-2W). 

On ali Cisco 3600 series routers, MIX allows connection ofTDM streams between two voice/WAN 
interface cards (VWICs) on the same Fast Ethemet network module (NM-xFE2W). 

On the Cisco 3660 router, the MIX module also enables the followinlffeatures : 

• Connection ofTDM streams between separate MIX-enabled network modules . The following 
network modules are currently MIX-enabled: 

- High-Density Voice (NM-HDV) 

- Fast Ethemet Mixed Media (NM-xFE2W) 

- ATM OC-3 CES (NM-IAOC3-XX-IV) 

• DSP resource sharing across network modules, so that unused DSP resources on one network 
module (NM-HDV) can be configured to support voice traffic on other network modules 
(NM-xFE2W or NM-HDV). 

• Circuit emulation ofTI /Els on Fast Ethemet Mixed Media cards (NM-xFE2W) and High-Density 
Voice network modules (NM-HDV) can now be supported by transporting them across MIX to ATM 
OC-3 network modules (NM-IAOC3-XX-IV). 

The MIX feature also enhances extended availability drop and insert (EADI) functionality to ensure that 
TDM connections across slots survive a software reload ifthey have been saved in NVRAM. This means 
that the data or voice connections carried over TDM will survive even i f the router goes down and comes 
back up again. No separa te configuration is necessary for EADI, but to ensure that the TDM connections 
are not interrupted, their connect commands must be saved to NVRAM by writing the configuration. 
Other types o f MIX connections, such as circuit emulation servi c e (CES) connections and voice 
connections that terminate on the router, will not survive a software reboot or reload. 

Refer to the following document for further information: 

http :/ /www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t4/ft_24mix.htm. 

NAT Support of H.323 RAS 

The Cisco lOS NAT feature supports ali H.225 and H.245 message types, including Registration, 
Admission, and Status (RAS). RAS provides a number ofmessages that are used by software clients an 
VoiP devices to register their location, request assistance in cal! setup, and control bandwidth. The RA~ 
messages are directed toward an H.323 -gatekeeper. 

Refer to the following document for further information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftnatras.htm. 

NAT-Ability to Use Route Maps with Static Translations 

• •u• 

The NAT-Ability to Use Route Maps with Static Translations feature provides support for NAT 
multihoming capability with static address translations. Support has been added for 1-to-1 static address 
transl ation only. Refer to the following document for additiona l information: 

htt p: / /www.ci sco .com/un ivercd/cc/td/doc/product/soft wa rc/ ios 122/ 122ncw ft / 122 t/ I 22t4 /ftn at rt . htm . 
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NAT-Static Mapping Support with HSRP for High Availability 

The NAT-HSRP VMAC with NAT ARP Response feature allows NAT to use the HSR 
for ARPs. Failover is ensured without having to time out and repopulate upstream ARP caches. Refer to 
the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftnthsrp .htm . 

NAT-T ranslation of Externai IP Addresses Only 
~ 

The NAT-Translation o f Externai IP Addresses Only feature allows "the configuration o f Cisco lOS 
NAT to ignore ali embedded IP addresses for any application and traffic type. lt cannot be configured on 
a per application/traffic type basis. Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t4/ftn atxip .htm . 

NetFiow Multiple Export Destinations 

The NetFlow Multiple Export Destinations feature enables configuration ofmultiple destinations ofthe 
NetFlow data. With this feature enabled, two identical streams ofNetFlow data are sent to the destination 
host. Currently, the maximum number of export destinations allowed is two. 

The NetFlow Multiple Export Destinations feature improves the chances ofreceiving complete NetFlow 
data by providing redundant streams o f data. Beca use the same export data is sent to more than one 
NetFlow collector, fewer packets will be lost. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/dtnfdest.htm. 

NetFiow T oS-Based Router Aggregation 

The NetFlow ToS-Based Router Aggregation feature provides the ability to enable limited router-based 
type ofservice (ToS) aggregation ofNetFlow Export data, which results in summarized NetFlow Export 
data to be exported to a collection device. The result is lower bandwidth requirements for NetFlow 
Export data and reduced platform requirements for NetFlow data collection devices . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/ 120newft/ 1201 imit/ 120s/ 120s 15/dtn 
tltos .htm. 

Offioad Server Accounting Enhancement 
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The Offioad Server Accounting Enhancement feature allows users to configure their access servers 
(NAS) to synchronize authentication and accounting information- NAS-IP-Address (attribute 4) and 
Class (attribute 25)-with the offload server. 

An offioad server interacts with an access server via Virtual Private Network (VPN) to perform required 
Point-to-Point Protocol (PPP) negotiation for calls. The NAS performs cal! preauthentication, while the 
offioad server performs user authentication. Thus, this feature allows the authentication and accounting 
data o f the NAS to synchronize with the offioad server as follows : 
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• During preauthentication, the NAS generates a unique session-id, which adds the Acct-Session-ld 
(attribute 44) before the existing session-id (NAS-IP-Address), and retrieves a Class attribute. The 
new session-id is sent in preauthentication requests and resource accounting requests; the Class 
attribute is sent in resource accounting requests. 

~ .. 
Note Note Unique session-ids are needed when multiple NASs are being processed by one offioad 

server. 

The NAS-IP-Address, the Acct-Session-ld, and the Class attribute.:are tr.ansmitted to the offload 
server via Layer 2 Forwarding (L2F) options. 

The offioad server will include the new, unique session-id in user access requests and user session 
accounting requests. The Class attribute that was passed from the NAS will be included in the user access 
request, but a new Class attribute will be received in the user access reply; this new Class attribute should 
be included in user session accounting requests . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftoffact.htm. 

Optimized PPP Negotiation 

The Optimized PPP Negotiation feature optimizes the time needed for PPP negotiation when a 
connection is made. PPP negotiation can include severa! cycles before the negotiation options are 
acknowledged. These negotiation cycles can cause a significant user-perceived delay, especially in 
networks with slow links such as a wireless data connection. Additionally, the PPP negotiation time can 
add significantly to the total time the user stays connected in these types o f connections. Changes to the 
PPP link contrai protocol (LCP) and PPP Internet Pratocol Contrai Protocol (IPCP) negotiation 
strategies as part ofCisco lOS Release 12.2(4)T make a reduction in the negotiation time possible. 

Refer to the following document for additional information: 

http: / /www.ci sco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ftcphneg. htm. 

OSPF ABR T ype 3 LSA Fi ltering 

The OSPF ABR Type 3 link-state advertisement (LSA) Filtering feature extends the ability o f an ABR 
that is running the OSPF pratocol to fi !ter type 3 LSAs between different OSPF areas. This feature allows 
only specified prefixes to be sent from one area to another area and restricts ali other prefixes. 

) 

Refer to the following document for additional information: ( J 
http: //www.cisco .com/univercd/cc/td/doc/praduct/software/ios 122/ 122newft/ 122t/122t4/ftabrt3f.htm. 

OSPF Stub Router Advertisement 

\) 

The OSPF Stub Router Advertisement feature allows you to bring a new router into a network without 
immediately routing traffic thraugh the new router and allows you to gracefully shut down or reload a 
router without dropping packets that are destined for other networks. This feature introduces three 
configuration options that allow you to configure a router that is running the Open Shortest Path First 
(OSPF) protocol to advertise a maximum or infinite metric to ali neighbors. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwa rc/ ios 1221122 ncwft/ 122t/ 122t41ftospfau.htm . 
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OSPF Update Packet-Pacing Configurable Timers 

The OSPF Update Packet-Pacing Configurable Timers feature allows you to configure the rate at which 
Open Shortest Path First (OSPF) link-state advertisement (LSA) flood pacing, group pacing, and 
retransmission pacing updates occur. Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftospfct.htm . 

PIM MIB Extension for IP Multicast 

Protocol Independent Multicast (PIM) is an IP Multicast routing p(ototol used for routing multicast data 
packets to multicast groups. RFC 2934 defines the Protocollndependent Multicastfor !Pv4 MIB, which 
describes managed objects that enable users to remotely monitor and configure PIM using Simple 
Network Management Protocol (SNMP). 

The PIM MIB Extension for IP Multicast feature introduces support in Cisco lOS software for the 
CISCO-PIM-MIB, which is an extension ofRFC 2934 and an enhancement to the existing Cisco 
implementation ofthe PIM MIB. This feature introduces the following new classes ofPIM notifications: 

• neighbor-change-This notification results from the following conditions: 

- When the PIM interface o f a router is disabled or enabled (using the ip pim command in 
interface configuration mode) 

- When the PIM neighbor adjacency o f a router expires or is established ( defined in RFC 2934) 

• rp-mapping-change-This notification results from a change in the rendezvous point (RP) mapping 
information due to either Auto-RP or bootstrap router (BSR) messages. 

invalid-pim-message-This notification results from the following conditions: 

- When an invalid (*, G) join or prune message is received by the device (for example, when a 
router receives a join or prune message for which the RP specified in the packet is not the RP 
for the multicast group) 

- When an invalid PIM register message is received by the device (for example, when a router 
receives a register message from a multicast group for which it is not the RP) 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftpimmib. htm. 

PPPoAIPPPoE Autosense for ATM PVCs 
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The PPPoA/PPPoE Autosense for ATM PVCs feature enables the router to distinguish between 
incoming PPP over ATM (PPPoA) and PPP over Ethemet (PPPoE) over ATM sessions and to create 
virtual access based on demand for both PPP types. 

The PPPoA/PPPoE Autosense for ATM PVCs feature is supported on LLC-encapsulated ATM PVCs 
only. 

This new feature a!so adds support for precloning ofvirtual access interfaces for PPPoA and PPPoE over 
ATM. Precloning is the allocation o f a specified number o f virtual access interfaces at system start. 
Precloning significantly reduces the load on the system during call setup. When precloning is used, the 
virtual-access interface is attached to the permanent virtual circuit (PVC) upon receipt o f the first PPP 
packet from the client on the PVC. The virtual-access interface is detach.ed from the PVC on termination 
o f the PPP session. 

Refer to the following document for additional information : 

htt p:/ /www.c i sco.com/un i vc rcdiccttd/doc iprod uc t/so rt \\·a rel i os I 2 21 I 22 ncw fl I 22t / I 22 t4/fl p_auto. htm . 
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PPPoE Session Limit 

The PPPoE Session Limit feature enables you to limit the number ofPPP_over Ethernet (PPPoE) sessions 
that can be created on a router or on an ATM permanent virtual circuit(PVCJ~ PVC range, or virtual 
circuit (VC) class . 

This new feature introduces a new command anda modification to an existing command that enable you 
to specify the maximum number o f PPPoE sessions that can be created. The new pppoe limit 
max-sessions command limits the number o f PPPoE sessions that can be created on the router. The 
modified pppoe max-sessions command limits the number o f PPPoE sessions that can be created on an 
ATM PVC, PVC range, VC class, or Ethernet subinterface. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftppoesl.htm . 

PRI Backhaul Using the Stream Control T ransmission Protocol and the ISDN Q.921 User Adaptation 
Layer 

The PRI Backhaul Using the Stream Contrai Transmission Protocol and the ISDN Q.921 User 
Adaptation Layer feature fulfills the need for a standards based PRI Signaling backhaul that works with 
third party Call Agents to enable solutions like Integrated Access, IP PBX, and Telecommuter. 

This feature provides the following: 

• PRI Backhaul-Specific implementation for backhauling PRI. 

• SCTP-New general transport protocol that can be used for backhauling signaling messages. 

• IUA-Mechanism for backhauling any Layer 3 protocol that normally uses Q.921. 

These features do the following: 

• Provide a configuration interface for Cisco lOS software implementation. 

• Implement the protocol message flows for SCTP and lUA. 

Refer to the following document for additional information: ""'\ 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ft_0546.htm. J 

PRI/Q.931 Signaling Backhaul for Call Agent Applications 

This feature implements PRI/Q.931 signaling backhaul support for call agent applications on the 
Cisco 2600 and Cisco 3600 series routers and Cisco MC381 O series access concentrators. PRI/Q.93 1 
signaling backhaul is the transport ofPRI signaling (Q .931 and above laye rs) between a media gateway 
(such as a Cisco access server, router, or concentrator) anda media gateway controller (Cisco VSC3000). 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td /doc/product/softwarclios 122/ 122newft/ 12 2t/ 122t4 /ft_bhaul.htm. 
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PSTN Fallback for Cisco 7200 and 7500 Series Routers 

The PSTN Fallback feature monitors congestion in the IP network and redirects calls to ttie or 
rejects calls on the basis ofnetwork congestion. The fallback subsystem has a network traffic cache that 
maintains the Calculated Planning Impairrnent Factor (ICPIF) or delay/loss values for various 
destinations . Performance is improved because each new call to a well-known destination does not have 
to wait on a probe to be admitted and the value is usually cached from a previous cal!. 

This feature was originally introduced in Cisco lOS Release 12.1 (3)T. With this release, support is 
added for the Cisco 7200 and 7500 series routers ; the call fallback:comJ11_and is added, and the call 
fallback reject cause code command is added. .; 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftpstn4t.htm. 

RADIUS Attribute Screening 

The RADIUS Attribute Screening feature allows users to configure a list o f "accept" o r "reject" 
RADIUS attributes on the network access server (NAS) for purposes such as authorization or 
accounting. 

I f a NAS accepts and processes ali RADIUS attributes received in an Access-Accept packet, unwanted 
attributes may be processed, creating a problem for wholesale providers who do not control their 
customers' authentication, authorization, and accounting (AAA) servers. For example, there may be 
attributes that specify services to which the customer has not subscribed, or there may be attributes that 
may degrade service for other wholesale dia! users. The ability to configure the NAS to restrict the use 
of specific attributes has therefore become a requirement for many users. 

The RADIUS Attribute Screening feature should be implemented in one o f the following ways: 

• To allow the NAS to accept and process ali standard RADIUS attributes for a particular purpose, 
except for those on a configured reject list 

• To allow the NAS to reject (filter out) ali standard RADIUS attributes for a particular purpose, 
except for those on a configured accept list 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftras.htm . 

RADIUS Attribute 82: T unnel Assignment ID 
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The RADIUS Attribute 82: Tunnel Assignment ID feature allows the Layer 2 Transport Pro toco! access 
concentrator (LAC) to group users from different per-user or domain RADIUS profi1es into the same 
active tunnel. Previously, Cisco lOS software assigned a separate virtual priva te dia1up network (VPDN) 
tunnel for each per-user or domain RADIUS profile, even iftunne1s with identical endpoints already 
existed. The RADIUS Attribute 82: Tunne1 Assignment ID feature defines a new AV pair, 
Tunnel-Assignment-ID, which allows the LAC to group users from different RADIUS profiles into the 
same tunnel i f the chosen endpoint, tunnel type, and Tunnel-Assignment-ID are identical. This feature 
introduces new software functionality. No new commands are introduced with this feature . 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/1 22t/122t4/ftrada82 .htm. 
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Tunnel servers may be load balanced or failed-over from a single tunnel initiator, as selected by the 
RADIUS Tunnel Preference for Load Balancing and Fail-Over attribute. There is no configuration 
associated with this feature. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ftradtun .htm. 

Redial Enhancements 

The Redial Enhancements feature improves the performance o f rediaf and provides greater control o ver 
redial behavior. The dialer will now cycle through ali matching dialer strings or dialer maps before 
applying the redial interval, and may select a different physical dialer on each redial attempt. New 
dial-out attempts will not be initiated i f a redial to the same destination is pending. The dia ler can now 
be configured to apply a disable timer without performing any redial attempts, and a disable time can be 
applied to a dialer profile interface and to a serial dialer. 

By default, the Cisco lOS software considers a call successful ifit connects at the physicallayer (Layer I 
o f the Open System Interconnection [OSI] reference model). However, problems such as poor quality 
te !co circuits or peer misconfiguration can cause dial-out failure even though a connection is ma de at tl 
physicallayer. The Redial Enhancements feature introduces a new command that allows the router to be 
configured to wait a specific amount oftime for a tine protocol to come up before considering a dial-out 
attempt successful. Ifthe timer runs out or the call is dropped before the tine protocol comes up, the call 
is considered unsuccessful. Unsuccessful dial-out attempts will trigger redial i f the redial options have 
been configured. 

Refer to the following document for additional information: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/dialenhc.htm. 

RSVP Support for low latency Queueing 

• Wl:fW v 
\ 

Resource Reservation Pro toco! (RSVP) is a network-control pro toco! that provides a means for reserving 
network resources-primarily bandwidth- to guarantee that applications transmitting end-to-end across 
networks achieve the desired quality of service (QoS) . 

RSVP enables real-time traffic (which includes voice flows) to reserve resources necessary for low 
latency and bandwidth guarantees . 

Voice traffic has stringent delay and jitter requirements. It must have very low delay and mínima! jitter 
per hop to avoid degradation o f end-to-end QoS. This calls for an efficient queueing implementation, 
such as Low Latency Queueing (LLQ), that can service voice traffic at almost strict priority in order t 
minimize delay and jitter. 

RSVP uses weighted fair queueing (WFQ) to provide faimess among flows and to assign a low weight 
to a packet to attain priority. However, the preferential treatment provided by RSVP is insufficient to 
minimize the jitter beca use o f the nature o f the queueing algorithm itself. As a result, the low latency 
andjitter requirements ofvoice flows might not be met in the prior implementation ofRSVP and WFQ. 

RSVP provides admission control. However, to provide the bandwidth and delay guarantees for voice 
traffic and get admission control , RSVP must work with LLQ. The RSVP support for LLQ feature allows 
RSVP to classify voice flows and queue them into the priority queue (PQ) within the LLQ system while 
simultaneously providing reservations for nonvoice flows by getting a reserved queue . 
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Sequential LRQ Enhancement 

The Sequential LRQ Enhancement feature enhances the existing sequential location request (LRQ) 
feature in the Cisco lOS Gatekeeper (GK) to provide a potentially faster LRQ response to the originator 
o f the request when a location reject (LRJ) response is received while the GK is sending sequential 
LRQs. In the current sequential LRQ implementation on the gateway, the GK sends an LRQ to the next 
zone only after the sequential delay timer expires. The Sequential LRQ Enhancement feature introduces 
a fixed delay for the GK to send sequential LRQs to successive zones even when a nega tive response or 
an LRJ is received from the current zone. I f an LRJ is received from the current zone, the GK assumes 
that the current zone cannot satisfy the request and immediately seiTds an--LRQ to the next zone. This 
feature works for both typical and directory GKs. 

3 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftseqlrq .htm. 

SNMPv3 Community MIB Support 

The SNMPv3 Community MIB Support feature implements support for the SNMP Community MIB 
(SNMP-COMMUNITY-MIB) module, defined in RFC 2576, in Cisco lOS software. 

The SNMPvl/v2c Message Processing Model and Security Model require mappings between parameters 
used in SNMPvl and SNMPv2c messages and the version independent parameters used in the Simple 
Network Management Protocol (SNMP) architecture. The SNMP Community MIB contains objects for 
mapping between these community strings and version-independent SNMP message parameters. 

The mapped parameters consist ofthe SNMPvllv2c community name and the SNMP securityName and 
contextEngineiD/contextName pair. This MIB provides mappings in both directions, that is, a 
community name may be mapped to a securityName, contextEngineiD, and contextName, or the 
combination of securityName, contextEngineiD, and contextName may be mapped to a community 
name. This MIB also augments the snmpTargetAddrTable with a transport address mask value and a 
maximum message size value. 

For implementation details, refer to the SNMP-COMMUNITY-MIB.my file, available through 
Cisco.com at ftp: //ftp.cisco.com /pub/mibs/v2/. 

SS7 Four-Link Support for Cisco Signaling Link Terminal 

The SS7 Four-Link Support for Cisco Signaling Link Terminal feature introduces support for up to four 
Cisco SS7 links on a new platform for the Cisco SLT, the Cisco 2651 Multiservice Access Router. Ali 
existing Cisco 2611-based Cisco SLT functionality is supported on the new platform, and both 
Cisco SLT platforms use the same Cisco lOS software image. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/ 122t4/ft_ 4lnk.htm. 

Stream Control T ransmission Protocol (SCTP), Release 1 
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Stream Control Transmission Protocol (SCTP) is a reliable datagram-oriented IP transport protocol, 
specified by RFC 2960. lt provides the layer between an SCTP user application and an unreliable 
end-to-end datagram service such as IP. The basic service offered by SCTP is the reliable transfer ofuser 
datagrams between peer SCTP users. lt performs this service within the context o f an association 
between two SCTP hosts. SCTP is connection-oriented, but SCTP association is a broader concept than 
the Transmi ssion Control Protocol (TCP) connection, for example. 
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SCTP provides the means for each SCTP endpoint to provide its peer with a list o f transport addresses, 
such as address and UDP port combinations, for example. This list is provided during association startup 
and shows the transport addresses through which the endpoint can be reached and from which messages 
origina te. The SCTP association includes transfer o ver ali o f the possible source and destination 
combinations that might be generated from the two endpoint lists (also known as multihoming). 

SCTP is not explicitly configured on routers, but it underlies severa! Cisco applications. The commands 
described in this document are useful for troubleshooting when SCTP issues are suspected as the cause 
o f problems. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t4/ft_sctp.htm. 

T.38 Fax Services for Cisco 1750 Access Routers 

When the Cisco 1750 access router is equipped with a VFC that has one or more slots for voice interface 
cards (VICs), the Cisco 1750 access router supports carrier-class Voice over IP (VoiP) and fax over IP 
services. The VIC has Foreign Exchange Station (FXS), Foreign Exchange Office (FXO), and BRI 
interfaces. 

Since the Cisco 1750 access router is H.323 compliant, it supports a family o f industry-standard voi ~e 
codecs and provides echo cancellation and voice activity detection (VAD) and silence suppression. There 
is an interactive voice response (IVR) application that provides voice prompts and digit collection in 
order to authenticate the user and identify the call destination. 

The VIC is a coprocessor card with a powerful Reduced Instruction Set Computer (RISC) engine and 
dedicated, high-performance digital signal processors (DSPs) modules to ensure predictable, real-time 
voice processing. The design enables streamlined packet forwarding . The Cisco 1750 access router 
supports one VIC with two voice ports. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftfaxrly.htm. 

Timer and Retry Enhancements for l2TP and l2F 

The L2TP & L2F Timer/Retry Enhancement feature allows the user to configure certain adjustable 
timers for the Layer 2 Tunnel Protocol (L2TP) and Layer 2 Forwarding (L2F) protocols. For L2F, the 
settings for control packet retries and control packet timeouts are now both configurable. Initial tunnel 
packet retries and initial tunnel packet timeouts are now configurable for both the L2F and L2TP 
protocols. 

Refer to the following document for additional information: () 
http://www.cisco.com/univercd/cc/td/doc/product/sóftware/ios 122/ 122newft/ 122t/ 122t4/ftretreh.htm. 

Two-Rate Policer 

Networks police traffic by limiting the input or output transmission rate of a class o f traffic based on 
user-defined cri teria. Policing traffic allows you to control the maximum rate o f traffic sent o r received 
on an interface, and to partition a network in to multi pie priority leveis or class o f service (CoS). 
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• Marks packets by setting the ATM Cell Loss Priority (CLP) bit, Frame Relay Discard 
Eligibility (DE) bit, IP precedence value, IP differentiated services cod.e point (DSCP) value, 
Multiprotocol Label Switching (MPLS) experimental value, and Quality of Service (QoS) group. 

With the Two-Rate Policer, you can enforce traffic policing according to two separate rates-committed 
information rate (CIR) and peak information rate (PIR). You can specify the use ofthese two rates, along 
with their corresponding values, by using two keywords, cir and pit, o f the police command. Refer to 
the following document for additional information: .; -- •· 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ft2rtplc .htm . 

TX Ring Adjustment 

Each permanent virtual circuit (PVC) has a hardware transmit queue , or TX ring. 1t is a simple FIFO 
queue, and on the c820 it has a default size o f 16 packets . This feature allows adjustment o f the size o f 
the TX ring. If both voice and data packets are transmitted on the same PVC, the length o f the TX ring 
must be reduced to a value of about 3 packets. This reduces delay and jitter for voice packets by 
decreasing the maximum number of data packets or fragments that can be in front of a voice packet 
inside the TX ring. 

Using 31-Bit Prefixes on 1Pv4 Point-to-Point Links 

The Using 31-Bit Prefixes on 1Pv4 Point-to-Point Links feature allows 31-bit prefixes to be used on IP 
version 4 point-to-point links. The number o f IP addresses is reduced by 50 percent and the number o f 
denial o f service (DoS) attacks is also reduced. Refer to the following document for further information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t2/ft31 addr.htm. 

VPDN Group Session Limiting 

Before the introduction ofthe VPDN Group Session Limiting feature , you could only globally limit the 
number o f Virtual Priva te Dialup Network (VPDN) sessions on a router with limits applied equally to 
ali VPDN groups . Using the VPDN-Group Session Limiting feature, you can limit the number ofVPDN 
sessions allowed per VPDN group. This feature is implemented with the introduction o f the 
session-Iimit number command in VPDN group configuration mode. VPDN group session limiting is 
applied after the global VPDN session limiting (which is configured via the vpdn session-limit session 
command in configuration mode) is enforced. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ftvpdngs .htm . 

Hardware Platforms and Modules Newly Supported in Cisco lOS 
Release 12.2(2)T 

OL-2339-04 Rev. GO 

The following hardware platforms and modules are now supported in Cisco TOS Release 12.2(2)T These 
platforms and modules were first introduced in earlier Cisco IOS software releases. 
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ADSL over ISDN 

The ADSL WAN interface card is a 1-port WAN interface card (WIC) for the Cisco 1700 series of 
modular access routers. The card provides asymmetric digital subscriber tine (ADSL) high-speed digital 
data transfer between a single customer premises equipment (CPE) subscriber and the central office. 

The ADSL WIC is compatible with the Alcatel Digital Subscriber Loop Access Multiplexer (DSLAM), 
the Cisco 6260 DSLAM with Flexi-line cards, and the Cisco 61 30 DSLAM with Flexi-line cards. It 
supports ATM adaptation layer (AAL5) and various classes of quality of service (QoS) for both voice 
and data service. 

Refer to the following document for further information: ·' 
http ://www.cisco.com/univercd/cc/td/doc/product/access/acs_mod/cis3600/wan_mod/index .htm. 

Cisco 826 routers connect corporate telecommuters and small offices via Internet Service Providers 
(ISPs) over asymmetric digital subscriber tines (ADSLs) to corporate LANs and the Internet. The router 
can provide bridging and multiprotocol routing between LAN and WAN ports. Cisco 826 routers provi c! 
connectivity to an ISDN network through an ADSL port. 

Cisco uBR905 Cable Access Router 

The Cisco uBR905 Cable Access Router features a single F-connector interface to the cable system, four 
RJ-45 (IOBASE-T Ethernet) hub ports, and one RJ-45 console port to connect to a laptop 
computer/console terminal for local Cisco lOS configuration. The Cisco uBR905 Cable Access Router 
also provides an onboard IPSec hardware accelerator, which provides high-performance encryption that 
is substantially faster than software-based encryption. 

Small Office, Home Office ADSL Router 

Cisco lOS Release 12.2 T supports the following Cisco SOHO series routers: 

• SOHO 76 

SOHO 77 

The SOHO 76 and SOHO 77 are small office, home office (SOHO) asymmetric digital subscriber line 
(ADSL) routers, each with one Ethernet interface for connection to service provider networks. 

The SOHO routers also provide the following key hardware features : 

• Connection to an ADSL network through an ADSL port. 

• A central processing unit : 50 MHz MPC 855T RISC processor. 

• Ability to be stacked or mounted on a wall. 

• Locking power connectors and a Kensington-compatible locking slot. 

WT -2750 Multipoint Broadband Wireless System 

The Cisco broadband fixed wireless point-to-multipoint system is an integrated solution consisting of 
one headend (WT-2751 Multipoint Headend Line Card) and multiple subscriber units (WT-2755 
Multipoint Subscriber Network Module) . The fixed wireless point-to-multipoint subscriber unit is 
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For more information about the fixed wireless point-to-multipoint headend feature, see 
Point-to-Multipoint Supportfor the Cisco uBR7200 Series Universal Broadband Router at the following 
location: 

http://www.cisco.com/univercd/cc/td/doc/product/wireless/bbfw/p2mp/ index.htm . 

The fixed wireless multipoint system incorporates Vector OrthogonaJ Frequency Division Multiplexing 
(VOFDM), so it does not always depend on line-of-sight (LOS) dePiõyment. With VOFDM, the system 
allows wireless operation in obstructed, non-line-of-sight (non-LOS) environments by taking advantage 
o f multipath signals. This can be particularly use fui in urban and suburban environments. 

Wireless Network Module 

The NM-WMDA wireless network module installs in the network module slot o f a Cisco 2600 series 
router. Installing a wireless network module enables the Cisco 2600 series router to act as a subscriber 
unit (SU) in a point-to-multipoint wireless network. It is configured through the router's system console 
or via the Cisco View network management system. The network module provides the control and data 
interface between the Cisco 2600 series digital motherboard and the radio frequency (RF) subsystem in 
the wireless transverter. It also provides the up/down conversion from baseband to intermediate 
frequency (IF). One network module supports one or two wireless transverters (main and diversity). 

Microcode software images ship in Flash memory along with the system software image. When the 
router starts, the system software unpacks the microcode software bundle and loads the proper software 
on ali the interface line cards. 

It is possible to use a !ater version o f microcode software than the one shipped with the Cisco lOS 
software from the factory. The microcode software in Flash memory is mapped to the line cards. Unless 
you fully understand how Cisco lOS software uses microcode software, it is important to keep the 
factory configuration. 

The multipoint wireless modem card requires externai microcode software. lnformation about this 
microcode software is available (with a Cisco.com login) at the following location: 

http: / /www.cisco .com/cgi-bi n/tablebui ld . p 1/rsu. 

For further information regarding the network module, refer to the Cisco Netvvork Modules Hardware 
Installation Guide (for Cisco 2600 series routers) for detailed installation instructions, and the Software 
Configuration Guide (for Cisco 2600 series routers) for an overview of network module configuration 
procedures and information on configuring specific network modules. 

New Software Features in Cisco lOS Release 12.2(2)T 

The following new features are supported in Cisco lOS Release 12.2(2)T. Some of these features may 
have been introduced on other hardware platforms in earlier Cisco lOS software releases. 

56K CSU Support for the Cisco Signaling link Terminal 
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This feature module verifies support for the WIC-1 DSU-56K4 WAN interface card for support o f DSO 
interconnect by the Cisco Signaling Link Terminal (SLT). 
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The addition ofthe WIC-1DSU-56K4 support to the Cisco SLT provides support for DSO interconnect 
to the SS7 network without the need for an externai CSU/ DSU. The WIC-1 DSU-56K4 interface card is 
a single-port serial interface card providing a 4-wire, 56/64-kbps Kb/s interface with an integrated 
onboard CSU/DSU. This card is a standard option for the Cisco 2600 series routers. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ftsltwic.htm. 

Analog DIO for Cisco 2600 and Cisco 3600 Series Routers 

Direct Inward Dialing (DID) is a service offered by telephone companies that enables callers to dia! 
directly to an extension on a PBX without the assistance o f an operator o r automated cal! attendant. This 
service makes use o f DID trunks, which forward only the last three to fi v e digits o f a phone number to 
the PBX. I f, for example, a company h as a PBX with extensions 555-1000 to 555-1999, anda caller dial s 
555-1234, the local CO would forward 234 to the PBX. The PBX would then ring extension 234. This 
entire process is transparent to the caller. 

When this feature is configured, a voice-enabled Cisco 2600 and Cisco 3600 series router can receive 
calls from a DID trunk and connect them to the appropriate extensions. The DID state machine is 
identical to the E&M state machine and uses one o f the following signaling types : 

• Immediate start-The originating end seizes the tine by going off-hook and, without waiting for a 
response, it begins to outpulse digits. The address signaling used with immediate-start signaling 
consists only of dial-pulsing. 

• Wink-start-The originating end seizes the tine by going off-hook. It waits for acknowledgement 
from the other end before outpu1sing digits. The acknowledgement serves as an integrity check that 
will identify a malfunctioning trunk and allow the network to senda reorder tone to the calling party. 

• Delay dial-The originating end seizes the tine and waits 200 ms to see ifthe far end is on-hook. If 
so, the originating end then outpulses digits. Ifthe far end is off-hook, the originating end waits until 
the far end is on-hook before outpulsing digits. 

Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/dt_did .htm. 

ATM PVC Range and Routed Bridge Encapsulation Subinterface Grouping 

• 
~-~~· 

In a digital subscriber line (DSL) environment, many applications require the configuration of a Iarge 
number of ATM permanent virtual circuits (PVCs). The ATM PVC Range and Routed Bridge 
Encapsulation Subinterface Grouping feature enables you to group a number ofPVCs into a PVC rang 
in order to configure them ali at once. 

For applications that use multipoint subinterfaces, su.ch as PPP over Ethernet and PPP over ATM, the 
PVC range is on a single multipoint sub interface. For applications that use point-to-point subinterfaces, 
such as routed bridge encapsulation (RBE), a point-to-point subinterface is created for each PVC in the 
range . 

A PVC rangeis defined by two VPI-VCI pairs. The two virtual path identifiers (VPis) define a VPI 
range, and the two virtual channel identifiers (VCis) define a VCI range. The number ofPVCs in the 
PVC range equals the number o f VPis in the VPI range multiplied by the number o f VCis in the VCI 
range . 
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The ATM PVC Range and Routed Bridge Encapsulation Subinterface Grouping feature also introduces 
the pvc-in-range command, which allows you to explicitly configure an individual PVC within the 
defined range ofPVCs on a multipoint subinterface. The shutdown ATM PVC-in-range configuration 
mode command allows you to deactivate an individual PVC within a range. 

Note You cannot explicitly configure the individual point-to-point subinterfaces created by the PVC range on 
a point-to-point sub interface. Ali o f the point-to-point sub interfaces in the range share the same 
configuration as the subinterface on which the PVC range is configured. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 121 / 121 newft/ 121 t/121 t5 /dtatmpvr.htm. 

BGP link Bandwidth 

The Border Gateway Protocol (BGP) Link Bandwidth feature is used to adverti se the bandwidth of an 
autonomous system exit link as an extended community. The BGP Link Bandwidth feature is supported 
by the internai BGP (iBGP) and externai BGP (eBGP) multipath features. The link bandwidth extended 
community indicates the preference of an autonomous system exit link in terms ofbandwidth. The link 
bandwidth extended community attribute may be propagated to ali iBGP peers and used with the BGP 
multipath features to configure unequal cost load balancing. When a router receives a route from a 
directly connected externai neighbor and advertises this route to iBGP neighbors, the router may 
adverti se the bandwidth o f that link. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftbgplb.htm . 

Circuit Interface ldentification Persistence for SNMP 

The Circuit Interface MIB (CISCO-CIRCUIT-INTERFACE-MIB) provides a MIB object (cciDescr) that 
can be used to identify individual circuit-based interfaces for SNMP monitoring. The Circuit Interface 
Identification Persistence for SNMP feature maintains this user-defined name o f the circuit across 
reboots, allowing the consistent identification of circuit interfaces. Circuit Interface Identification 
Persistence is enabled using the snmp mib persist circuit global configuration command. 

Cisco High-Performance Gatekeeper 
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The Cisco High-Performance Gatekeeper feature introduces new gatekeeper functionality and 
modifications for facilitating carrier class reliability, security, and performance into Cisco's Voice 
Network solution portfolio . These H.323 standard-based features have carrier grade reliability and 
performance characteristics with a robust open application protocol interface to enable development of 
enhanced applications like voice Virtual Private Networks (VPNs) and wholesale voice solutions. 

The new gatekeeper is characterized by the following: 

• Increased support for back end applications. 

I ncreased performance on a single gatekeeper. 
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• Alternate gatekeeper support to the gatekeeper. Each alternate gatekeeper, or GK node, shares its 
local zone information so that the cluster can effectively manage ali local zones within the cluster. 
Each alternate gatekeeper has a unique local zone. Clusters provide a mechanism for distributing 
call processing seamlessly across a converged IP network infrastructure to support IP telephony, 
facilitate redundancy, and provide feature transparency and scalability. 

This feature addresses the scalability, redundancy, and performance aspects ofthe gatekeeper as part of 
the Cisco Multimedia Conference Manager (MCM) to present a complete Cisco solution. The Cisco 
H.323 MCM provides the network administrator with the ability to identify H.323 traffic and to apply 
appropriate policies. The Cisco H.323 Multimedia Conference Manag«_r is implemented on Cisco lOS 
software and enables a network manager to do the following: .. •· 

Limit the H.323 traffic on the LAN and WAN. 

Provide user accounting for records based on the service utilization. 

Inject quality of service (QoS) parameters for the H.323 traffic generated by applications such as VoiP, 
and data and vídeo conferencing. 

Provide the mechanism to implement security for H.323 communications. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/12llimit/121 x/121 xm/12. 
xm_51ft_0394.htm. 

Cisco lOS Server Load Balancing 

The lOS SLB feature is a Cisco IOS-based solution that provides IP server load balancing. Using the 
lOS SLB feature, the network administrator defines a virtual server that represents a group o f real servers 
in a cluster o f network servers known as a server farm. In this environment the clients are configured to 
connect to the IP address o f the virtual server. The virtual server IP address is configured as a loopback 
address, or secondary IP address, on each ofthe real servers. When a client initiates a connection to the 
virtual server, the lOS SLB function chooses a real server for the connection based on a configured 
load-balancing algorithm. 

Refer to the following document for additional information: 

http:l /www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/ 121 t/ 121 t5 /iosslb5t.htm . 

Cisco Signaling Link Terminal G.732 Support 

• W@M 

The addition ofiTU-T G.732 support to the Cisco Signaling Link Terminal (SLT) is a funda mental 
requirement for passing homologation in many European countries. As an integral part o f the 
Cisco Signaling Controller 2200 (SC2200) and the Cisco VSC3 000 Virtual Switch Controller 
(VSC3000) architecture, the Cisco SLT provides the Cisco Signaling System 7 (SS7) connectivity into 
the se or vsc node. 

The Cisco SLT enables service providers to reliably transport Signa1ing System 7 (S S7) protocols across 
an IP network. The Cisco SLT uses the Cisco lOS SS7 SLT feature set, providing reliable 
interoperability with the Cisco SC2200 or the Cisco VSC3000. The Cisco SLT is responsible for 
terminating the Message Transfer Part (MTP) I and MTP 2 layers o f the SS7 protocol stack. Using the 
Cisco Reliable User Datagram Protocol (RUDP), the Cisco SLT backhauls, or transports, upper-layer 
SS7 protocols across an IP network to the Cisco SC2200 or the Cisco VSC3000. The Cisco SLT is 
supported only on the Cisco 2611 router. 
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ITU-T G.732 is an extract from the ITU-T blue book describing characteristics of liil~ry Puls~~de 
Modulation (PCM) multiplex equipment operating at 2048 kbit/s (El) . The require~t~tléscrifuh'g 
excessive bit error ratios detected by monitoring the frame alignment signal (loss of fr~..D ' t 
fault conditions) and subsequent alarming actions relate to the Cisco SLT. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/ 122t2/ft_g732 .htm. 

Cisco Quality of Service Device Manager 2.0 Support for Cisco 1700 Series ~outers 
~ 

QDM is now supported on Cisco 1700 series routers. 

Cisco Quality ofService Device Manager (QDM) is a web-based Java application with which users can 
configure and monitor advanced IP-based Quality o f Service (QoS) functionality within Cisco routers 
using a graphical user interface (GUI) . 

QDM 2.0 is available as a separa te product download and is free o f charge. I f you would like to insta li 
or reinstall QDM, refer to the Release and lnstallation Notes for Cisco Quality o f Service Device 
Manager 2.0 on Cisco.com and the Documentation CD-ROM for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/rtrmgmt/qdm/qdmrn20.htm. 

Class-Based Marking 

~ .. 

The Class-Based Packet Marking feature provides users with a user-friendly command-line interface 
(CLI) for efficient packet marking by which users can differentiate packets based on the designated 
markings. The Class-Based Packet Marking feature allows users to perform the following tasks: 

• Mark packets by setting the IP precedence bits or the IP differentiated services code point (DSCP) 
in the IP type o f service (ToS) byte. 

• Mark packets by setting the Layer 2 Class o f Service (CoS) value . 

• Associate a local quality of service (QoS) group value with a packet. 

Set the Cell Loss Priority (CLP) bit setting in the ATM header of a packet from O to I . 

Set the Frame Relay Discard Eligibility (DE) bit in the address field of the frame relay frame from 
O to I. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/ 121 t/121 t5 /cbpmark2.htm 

Note This feature was originally introduced in Cisco lOS Release 12.1 (2)T as QoS Packet Marking. 
Cisco lOS Release 12.2(2)T introduces the set fr-de command. 

Classifying VoiP Signaling and Media with DSCP for QoS 
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The Classifying VoiP Signaling and Media with DSCP for QoS feature introduces the ip qos dscp 
command. The ip precedence command in dial-peer configuration mode, was originally designed to 
allow the prioritizing of H.323 traffic and the priority used, typically higher than that o f IP data traffic . 
There was no means, however, for the end user to configure prioritizatibn ofH.245, H.225, and SIP 
signaling packets, which resulted in a delay when a call was set up over a congested network. 
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In order to provi de finer tuning o f priorities, the ip precedence command has been replaced by the ip 
qos dscp command. I f a non zero value is specified for a particular type of traffic stream, this value is 
stored in the DSCP (Differentiated Services Code Point) before the gateway sends the packet out its 
WAN interface. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft_dscp .htm . 

CNS Configuration Agent 

CNS Event Agent 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes this by 
making applications network-aware and increasing the intelligence o f the network elements. CNS SDK 
provides building blocks to a range of customers in market segments such as Enterprise, service 
provider, independent software vendors, and system integrators . 

The CNS Configuration Agent supports routing devices by prov iding: 

Initial configurations 

Incrementai (partia!) configurations 

Synchronized configuration updates 

Refer to the following document for further information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/1 22t2/ftcns_ca.htm. 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes this by 
making applications network-aware and increasing the intelligence ofthe network elements. CNS SDK 
provides building blocks to a range o f customers in market segments such as Enterprise, service 
provider, independent software vendors, and system integrators. 

The CNS Event Agent is parto f the Cisco lOS infrastructure that allows Cisco lOS applications, for 
example CNS Configuration Agent, to publish and subscribe to events on a CNS Event Bus. CNS Event 
Agent works in conjunction with CNS Configuration Agent. 

Refer to the following document for further inforro"ation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newftll22t/ 122t2/ftcns_ea .htm. 

Contrai Plane DSCP for RSVP 

• •n• 

The Control Plane DSCP Support for RSVP feature allows you to set the priority value in the type of 
service {ToS) byte/differentiated services (DiffServ) field in the IP header for RSVP signaling messages. 
The IP header functions with resource providers such as weighted fair queueing (WFQ), so that voice 
frames have priority over data fragments and data frames. When packets arrive in a router output queue, 
the voice packets are placed ahead o f the data frames . 

There is one new command: 

ip rsvp signalling dscp [value]-Specifies the DSCP to be used on ali RSVP messages sent on an interface. 

There is one modified command: 

show ip rsvp interface detail-The detail keyword, was added to display information about RSVP 
interface parameters . 
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Refer to the following document for additional infonnation: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/dscprsvp .htm . 

DF Bit Override Functionality with IPSec Tunnels 

The DF Bit Override Functionality with IPSec Tunnels feature allows customers to configure the settin_g 
of the DF bit when encapsulating tunnel mode IPSec traffic on a global or per-interface levei. Thus, i f 
the DF bit is set to clear, routers can fragment packets regardless of_the original DF bit setting. Refer to 
the following document for additional infonnation: ~ 

http:/www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftdfipsc.htm. 

DFP Support in DistributedDirector 

DistributedDirector can obtain load infonnation from Cisco LocalDirector, Catalyst 4840g, and other 
clients using Dynamic Feedback Protocol (DFP). This protocol allows the user to configure the 
DistributedDirector to communicate with various DFP agents. The DistributedDirector tells the DFP 
agents how often they should report 1oad infonnation; then the DFP agent can tell the 
DistributedDirector which LocalDirector cluster to remove from providing service. 

Refer to the following document for additional infonnation: 

http://www.cisco .com/univercd/cc/td/doc/product/iaabu/distrdir/dtdddfp .htm. 

DHCP Option 82 Support for Routed Bridge Encapsulation 

The DHCP Option 82 Support for Routed Bridge Encapsulation feature provides support for the DHCP 
relay agent infonnation option when ATM routed bridge encapsulation (RBE) is used. 

This feature enables the DHCP re1ay agent to communicate infonnation to the DHCP server using a 
suboption ofthe DHCP relay agent information option called agent remote ID. The infonnation sent in 
agent remote ID includes an IP address identifying the relay agent and infonnation about the ATM 
interface and the PVC over which the DHCP request carne in . The DHCP server can use this infonnation 
to make IP address assignments and security policy decisions . 

Refer to the following document for additional infonnation : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ftrbeo82 .htm. 

Distributed Time-Based Access Lists 
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Cisco lOS software allows implementation o f access lists based on the time o f day. To do the 
implementation, you create a time range that defines specific times o f the day and week. The time range 
is identified by a name and then referenced by a function, so that those time restrictions are imposed on 
the function itself. 

Before the introduction ofthe Distributed Time-Based Access Lists feature, time-based access lists were 
not supported on tine cards for the Cisco 7500 series routers . Iftime-based access lists were configured, 
they behaved as normal access lists. I f an interface on a line card was configured with access lists, the 
packets switched into the interface were not distributed switched through the line card but forwarded to 
the Route Processar for processing. 

The Distributed Time-Based Access Lists feature allows packets destined for an interface configured 
with time-based access li sts to be di stributed switched through the tine card . 



The Distributed Time-Based Access Lists feature gives network administrators more control over 
perrnitting or denying a user access to resources. Customers can now take advantage ofthe performance 
benefits of distributed switching and the flexibility given by time-based access lists. 

Refer to the following document for additional inforrnation : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ftdistac .htm. 

DNS Server Support for NS Records 

DistributedDirector has improved server load-balancing capacity wit~ ltre Doma in Name System (DNS) 
Server Support for Name Server (NS) Records feature . This feature adds support for NS records to the 
Cisco lOS DNS server. With this feature, the DistributedDirector can distribute the server-selection 
process to multiple DistributedDirectors, improving overall server capacity. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftddns.htm. 

Enhanced Multi lingual Support for Cisco lOS lntegrated Voice Response 

~ .. 

This feature releases the infrastructure to support Tool Command Language (TCL)-based script 
interpreters, which allow you to easily add new languages to your router or access server. You can add 
a new language by creating a TCL script that interprets prompts into a sequence ofaudio files or silences. 
The underlying Cisco lOS dynamic prompting code interfaces with the TCL script to translate the 
message in to a sequence o f URLs that point to audio files. Then, the Cisco lOS software plays the 
sequence of audio files as a dynamic prompt. New TCL-script language interpreters operate 
simultaneously with the current built-in languages: Spanish, Chinese/Mandarin, and English. Adversely, 
new TCL-script language interpreters can replace one or more of the built-in languages by overwriting 
the built-in language functionality. 

Note This feature does not release any specific TCL scripts . 

Note Although the language intelligence comes from a TCL-based language script, once you configure a 
language any system (TCL IVR 1.0, 2.0, VxML, MGCP, and so on) on your router can use the configured 
language with little to no change to Cisco lOS Software. 

Refer to the following document for additional inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ftmul til.htm . 

Firewall Feature Set for Cisco 820 Series Routers 

The Cisco lOS Firewall feature set is available on the Cisco 820 series routers. This feature set provides 
the following capabilities: 

• Context-Based Access Control (CBAC) 

• Java blocking 

• Denial-of-service detection and prevention 

• Real-time alerts and audit trails 
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New and Changed 

• IP network to Internet 

• Remote office network to corporate office network 

Frame Relay Discard Eligibility Bit Setting 

The Modular QoS CLI in Cisco lOS Release 12.2(2)T has been en_l!i!nceqto include matching and 
marking based on the Frame Relay Discard Eligibility (DE) bit. R-ame Relay DE bit Matching and 
Marking is documented as part ofthe Class-Based Marking feature module. 

The DE bit in the address field o f a Frame Relay frame is used as a method for prioritizing the discarding 
offrames in congested frame relay networks . The Frame Relay DE bit has only one bit and can therefore 
only have two settings, O or I . I f congestion occurs in a Frame Relay network, frames with the DE bit 
set at I are discarded before frames with the DE bit set at O. Therefore, important traffic should have the 
DE bit set at O and less important traffic should be forwarded with the DE bit set at I . 

The default DE bit setting is O. The Class-Based Packet Marking feature allows users to change the DE 
bit setting to I for various traffic, giving users the option o f keeping the default value o f O o r changing 
the value to I . Users can therefore use the Frame Relay DE bit marking to prioritize frames in a Frame 
Relay network. 

Frame Relay Point-Multipoint Wireless 

This feature provides an end-to-end frame relay network for customers using wireless interfaces in their 
frame relay network. Severa! new commands are used to establish a virtual frame relay interface, then 
link it to a specific multipoint destination mac address . The configuration information is associated with 
a new interface type, virtual frame relay and new interface commands, interface virtual-framerelay and 
frame relay over radio. 

Using the new interface enables Cisco uBR 7200 series, Cisco 3600 and Cisco 2600 routers to provide a 
seamless transition from a serial interface to a multipoint frame relay interface. By implementing RFC 
1315, Frame Relay DTE MIB, a virtual frame relay interface can be linked to a specific multipoint radio 
interface and destination MAC address. The headend (HE) router acts as a frame relay switch, receiving 
radio frequency signals from subscriber units . Once received, the multipoint link is switched to a serial 
link and then to an upstream router. 

Functionality Changed for the tunnel mpls traffic-eng autoroute metric Command 

The default behavior ofthe tunnel mpls traffic-eng autoroute metric interface configuration command 
has been changed in Cisco lOS Release 12.2(2)T. This command now combines the costs o f ali 
lntermediate-System to Intermediate-System (IS-IS) routes that are downstream from a Traffic 
Engineering (TE) tunnel into an additive path metric. IS-IS uses the additive path metric to set the metric 
o f the TE tunnel. 

FXO Answer and Disconnect Supervision 

The FXO Answer and Disconnect Supervision feature enables analog FXO ports to monitor 
call-progress tones, and to monitor voice and fax transmissions returned from a PBX o r from the PSTN. 
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You can configure voice ports to detect either the standard call-progress tones that are preconfigured for 
certain countries, o r you can configure cus tom call-progress tone detection. Tone detection is performed 
by the digital signal processor (DSP) and causes a DSP event to be reported to the host software. 

Answer supervision can be accomplished in two ways: by detecting battery reversal , or by detecting 
voice, fax, or modem tones. If an FXO voice port is connected to the PSTN, and battery reversal is 
supported, use the battery reversal method. Voice ports that do not support battery reversal must use the 
answer supervision method, in which answer supervision is triggered when the DSP detects voice, 
modem, or fax transmissions . Configuring answer supervision automatically enables disconnect 
supervision; however, you can configure disconnect supervision separa!ely i f answer supervision is not 
configured. .; •· 

Disconnect supervision can be configured to detect call-progress tones sent by the PBX or PSTN (for 
example, busy, reorder, out-of-service, number-unavailable), or to detect any tone received (for example, 
busy tone or dia! tone). When an incoming call ends, the DSP detects the associated call-progress tone, 
causing the analog FXO voice port to go on-hook. 

You can configure disconnect tones to be detected either continuously during calls or only during cal! 
setup (before calls are answered). Detection o f any tone operates only during cal! setup. Ifyou configure 
detection o f any tone, you must also enable echo cancellation to prevent disconnection due to detection 
o f the ringback tone o f the router. ) 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft_ansds.htm. 

H.323 Call Redirection Enhancements 

The user-to-user information element (UUIE) ofthe Facility message is used primarily for cal! 
redirection. The UUIE contains a field, facilityReason, that indicates the nature o f the redirection. The 
H.323 Cal! Redirection Enhancements feature adds support for two o f the reasons: 
routeCaliToGatekeeper and callForwarded. lt also provides a nonstandard method for using the Facility 
message to effect cal! transfer. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftcallrd.htm. 

H.323 Version 2 Phase 2 

Cisco H.323 Version 2 Phase 2 upgrades Cisco lOS software by adding the following optional features, 
and facilitates customized extensions to the Cisco gatekeeper: 

H.323v2 Fast Connect 

H.245 Tunneling ofDTMF Relay in conjunction with Fast Connect 

H.450.2 Call Transfer 

H.450 .3 Cal! Deflection 

Translation o f FXS Hookflash Relay 

H.235 Security 

Gatekeeper Transaction Message Protocol (GKTMP) and RAS Messages 

Gatekeeper and Altemate Endpoints 

Gatekeeper C Code Generic API for GKTMP in a UNIX Environment 

Gateway Support for Network-Based Billing Number 
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Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/ 121 t/ I 

High-Performance Gatekeeper 

The Cisco High-Performance Gatekeeper feature introduces new gatekeeper functionality and 
modifications for facilitating carrier class reliability, security, and performance into the Cisco voice 
network solution portfolio. These H.323 standard-based features have carrier grade reliability and 
performance characteristics with a robust open application protoc911"nterface to enable development o f 
enhanced applications like voice VPNs and wholesale voice solutions. 

This feature addresses the scalability, redundancy, and performance aspects o f the gatekeeper as parto f 
the Cisco Multimedia Conference Manager (MCM) to present a complete Cisco solution. The Cisco 
H.323 MCM provides the network administrator with the ability to identify H.323 traffic and to apply 
appropriate policies. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/ 12llimit/121 x/121 xm/121 
xm_5/ft_0394.htm . 

iBGP Multipath Load Sharing 

When a Border Gateway Protocol (BGP) speaker router with no local policy configured receives multiple 
network layer reachability information (NLRI) from the internai BGP for the same destination, the router 
will choose one internai BGP path as the best path. The best path is then installed in the IP routing table 
o f the router. 

The Internai BGP Multipath Load Sharing feature enables the BGP speaker router to select multiple 
internai BGP paths as the best paths to a destination. The best paths or multipaths are then installed in 
the IP routing table o f the router. 

Refer to the following document for further information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftbgpls.htm. 

lnteractive Voice Response Version 2.0 on Cisco VoiP Gateways 
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IVR Version 2.0 is the fourth release ofiVR and TCL scripting on Cisco lOS VoiP gateways. The Cisco 
IVR feature (first made available in Cisco lOS Release 12.0(3)T and 12.0(7)T) provides IVR capabilities 
using TCL scripts. 

IVR is a term that is used to describe systems that provi de information in the form o f recorded messages 
over telephone I ines in response to user input in the form o f spoken words, o r more commonly dual tone 
multifrequency (DTMF) signaling. For example, when a user makes a call with a debit card, an IVR 
application is used to prompt the caller to enter a specific type of information, such as a PIN. After 
playing the voice prompt, the IVR application collects the predetermined number o f touch tones ( digit 
collection), forwards the collected digits to a server for storage and retrieval, and then places the call to 
the destination phone o r system. C ali records can be kept and a variety o f accounting functions 
performed. 

The IVR application (or script) is a voice application designed to handle.calls on a voice gateway, which 
is a router that is equipped with Voice over IP (VoiP) features and capabilities. 



The IVR feature allows an IVR script to be used during call processing. The scripts interact with the IVR 
software to perform the various functions . Typically, IVR scripts conta in both executable files and audio 
files that interact with the system software. 

IVR Version 2.0 is made up of severa I separa te components in the section that follows. These new 
features include : 

• Media Gateway Control Protocol (MGCP) scripting package implementation 

• Real Time Streaming Protocol (RTSP) client implementation 

• New Tool Command Language (TCL) verbs to utilize RTSP and M_GCP~scripting features 

• IVR prompt playout and digit collection on IP call legs 

• Performance improvements and TCL infrastructure changes 

• IVR application MIB for network management 

These features add scalability and enable the IVR scripting functionality on VoiP call legs . In addition, 
support for RTSP enables VoiP gateways to play messages from RTSP-compliant announcement servers . 

Refer to the following document for additional information: 

h ttp :/ /www.cisco.com/un ivercd/cc/td/doc/product/access/acs_serv/as5 800/ 12_2t/pu lskynx. htm . 

Interface Alias long Name Support 

The Interface Alias (ifAlias) is a user-specified description o f an interface used for SNMP network 
management. The ifAiias is an object in the Interfaces Group MIB (IF-MIB), which can be set by a 
network manager to "name" an interface. The ifAiias value for an interface or subinterface can be set 
using the description command in interface configuration mode, or by using a Set operation from a 
Network Management System. 

Prior to the Cisco lOS Release 12.2(2)T, ifAiias descriptions for subinterfaces were limited to 64 
characters. A new Cisco IOS software command, snmp ifmib ifalias long, configures the system to 
handle ifAiias descriptions ofup to 256 characters. IfAiias descriptions appear in the output ofthe show 
interfaces CLI command. 

Refer to the following document for further information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftshowif.htm . 

Interface lndex Display 
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The Interface lndex (Iflndex) is a user-specified identification number for an interface used in SNMP' 
network management. The Iflndex is an object in the Interfaces Group MIB (IF-MIB), which can be se, 
by a network manager to consistently identify an interface. A new Cisco lOS software command, show 
snmp mib ifmib ifindex, allows the user to display the Iflndex identification numbers assigned to 
interfaces and subinterfaces using the CLI. The IFindex provides a way to display these values without 
the need for a Network Management Station. 

Refer to the following document for further information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftshowi f.htm . 
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IP Header Compression Enhancement-PPPoATM and PPPoFR Support 
,,· .. , 

In Cisco lOS Release 12.2(2)T, IP header compression (TCP and IP/UDP/RTP) is no ' ' 6 ~ort:a 
PPP-over-ATM interfaces and PPP-over-Frame Relay interfaces. Refer to the following document for 
additional information: 

http: / /www.cisco.com/un ivercd/cc/td/doc/product/software/ ios 122/ 122cgcr/fqos_c/fqcprt6 /qcflem. htm . 

IPSec and 3DES Feature Set for Cisco 820 Series Routers 

The Internet Protocol Security (IPSec) feature is available on the Cisco 820 series routers . IPSec is a 
framework of open standards developed by the Internet Engineering Task Force (IETF) that provides 
security for transmission o f sensitive inforrnation over unprotected networks such as the Internet. 1t acts 
at the network levei and implements the following standards: 

• IPSec 

• Internet Key Exchange (IKE) 

• Data Encryption Standard (DES) 

• Message Digest 5 (MD5) 

• Secure Hash Algorithm (SHA) 

• Authentication Header (AH) 

• Encapsulating Security Payload (ESP) 

IPSec services are similar to those provided by Cisco Encryption Technology (CET), a proprietary 
security solution introduced in Cisco lOS Release 11.2. (The IPSec standard was not yet available at 
Release 11 .2.) lt provides network data encryption at the IP packet levei and implements the following 
standards: 

• Digital Signature Standard (DSS) 

• Diffie-Hellman (DH) public key algorithm 

• Data Encryption Standard (DES) 

IPSec provides a more robust security solution and is standards-based. IPSec also provides data 
authentication and antireplay services in addition to data confidentiality services, and CET provides only 
data-confidentiality services. 

The following component technologies are implemented for IPSec: 

• DES is used to encrypt packet data. 

• Cipher Block Chaining (CBC) requires an initialization vector (IV) to start encryption. The IV is 
explicitly given in the IPSec packet. 

• MD5 and SHA are hash algorithms. 

Triple Data Encryption Standard Feature Set for Cisco 820 Series Routers 
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The Triple Data Encryption Standard (3DES) Cisco lOS feature is available on Cisco 820 series routers . 
This feature encrypts packet data . Cisco lOS software implements the mandatory 56-bit DES-Cipher 
Block Chaining (CBC) with an Explicit initialization vector (IV). 
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1Pv6, formerly called IPng (next generation), is the latest version of IP that offers many benefits, such 
as a larger address space, over the previous version ofiP (version 4). Refer to the fo llowing document 
for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t2/ipv6/index .ht 
m. 

Low Latency Queueing with Priority Percentage Support ·' 

~ .. 

This feature allows you to configure bandwidth as a percentage within low latency queueing (LLQ). 
Specifically, you can designate a percentage o f the bandwidth to be allocated to an entity (such as a 
physical interface, a shaped ATM permanent virtual circuit (PVC), ora shaped Frame Relay PVC) to 
which a policy map is attached. Traffic associated with the policy map will then be given priority 
treatment. This feature also allows you to specify the percentage of bandwidth to be allocated to 
nonpriority traffic classes. 

This feature modifies two existing commands-bandwidth and priority. This featu re adds a new 
keyword to the bandwidth command-remaining percent. The feature also changes the functionalit_ 
o f the existing percent keyword. These changes result in the following commands for bandwidth: 
bandwidth percent and bandwidth remaining percent. The bandwidth percent command configures 
bandwidth as an absolute percentage ofthe total bandwidth on the interface. The bandwidth remaining 
percent command allows you to ali oca te bandwidth as a relative percentage o f the total bandwidth 
available on the interface. This command allows you to specify the relative percentage ofthe bandwidth 
to be allocated to the classes o f traffic. 

This feature also adds the percent keyword to the priority command. The priority percent command 
indicates that the bandwidth will be allocated as a percentage ofthe total bandwidth ofthe interface. You 
can then specify the percentage (that is, a number from 1 to 1 00) to be allocated by using the percentage 
argument with the priority percent command. 

Unlike the bandwidth command, the priority command provides a strict priority to the traffic class, 
which ensures low latency to high priority traffic classes. Refer to the following document for additional 
information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftllqpct.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.0(5)T. This release adds the remaining 
percent keyword. 

MGCP CAS PBX and PRI Backhaul on Cisco 7200 Series Routers 

M!•I•M • 

The MGCP CAS PBX and PRI Backhaul on Cisco 7200 Series Routers features extend the earlier Simple 
Gateway Control Protocol (SGCP) channel-associated signaling (CAS) and AAL2 support onto the 
merged SGCP/MGCP software base to enable various service provider solutions. 

PRIIQ .931 Signaling Backhaul is the ability to reliably transport the signaling (Q.931 and above layers) 
from a PRI trunk that is physically connected to a media gateway (for example, a Cisco 7200 series 
router) to a media gateway controller (Cisco VSC3000) for processing. 

Refer to the following document for further information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ I22new ft / 12 2t/ 12 2t21ft_mg7xx .htm 
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MGCP CAS PBX and AAL2 PVC with Basic CLASS and Operator Services 

• Residential cable connectivity 

• CAS and analog PBX connectivity 

• Incoming CAS support for trunking gateways that support operator services such as busy-line verify 
and barge-in xGCP support ofVoice over ATM Adaption Laye-r-type ~ (VoAAL2) 

To answer these needs, the MGCP CAS PBX and AAL2 PVC feature combines and expands existing 
feature sets on the merged Simple Gateway Control Protocol (SGCP)/MGCP software platform as 
follows: 

• Voice over IP (VoiP) support o f selected channel-associated signaling (CAS) features 

• SGCP AAL2 features 

Refer to the following documents for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/J 22t/ 122t2/ftmgcptk.htm . 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122t21ftmgcpgr.htm. 

MGCP VoiP Signaling for 1750 Series 

The MGCP CAS PBX and AAL2 PVC features extend the earlier Simple Gateway Control Protocol 
(SGCP) Channel Associated Signaling (CAS) and AAL2 support onto the merged SGCP/MGCP 
software base to enable various service provider solutions. Refer to the following document for further 
information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 1211121 newft/12llimit/ 121 x/121 xm/121 
xm_5/ftmgcpba.htm. 

Mobile IP MIB Support for SNMP 
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The Mobile IP MIB Support for SNMP feature adds a MIB module that expands network monitoring 
capabilities offoreign agent (FA) and home agent (HA) mobile IP entities. Mobile IP management using 
SNMP is defined in two MIBs: the RFC2006-MIB and the CISCO-MOBILE-IP-MIB. The Cisco Mobile 
IP MIB is a Cisco enterprise-specific extension to IETF RFC 2006 MIB module that allows you to 
monitor the total number ofHA Mobile bindings and the total number ofFA visitar bindings. Cisco lOS 
Release 12.2(2)T also adds support for RFC 2006 Set operations and a SNMP notification. Set 
operations (performed from a Network Management System) are supported for starting and stopping the 
mobile IP service, configuring security associations, modifying advertisement parameters, and 
configuring "care-of addresses" for foreign agents. An SNMP notification (trap or inform) for security 
violations can be enabled on supported routing devices using the snmp-server enable traps ipmobile 
and snmp-server host global configuration CLI commands. Because this feature affects security, use of 
SNMPv3 is strongly recommended. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ft I mip .htm. 
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d System Script Support in large-Scale Diai-Out 

Modem connection and system login chat scripts are often used when asynchronous dial-on-demand 
routing (DDR) is configured. Currently, however, the large-scale dial-out network architecture does not 
allow chat scripts for a particular session to be passed through the network. Cisco lOS Release 12.2(2)T 
allows modem and system chat scripts to pass through large-scale dial-out networks by allocating two 
new authentication, authorization, and accounting (AAA) attributes for outbound service. 

The AAA attributes define specific AAA elements in a user pro fil e. Large-scale dial-out supports Cisco 
attribute-value (AV) pairs and TACACS+ attributes. The Modem Script and System Script Support in 
Large-Scale Dial-Out feature provides two new outbound service attriOutes fór passing chat scripts: 
modem-script and system-script. · 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftlschat.htm. 

MPLS label Distribution Protocol 

The Cisco MPLS la bel distribution pro toco! (LDP) allows the construction o f highly scalable and 
flexible IP Virtual Private Networks (VPNs) that support multiple leveis o f services. 

LDP provides a standard methodology for hop-by-hop distribution o f labels in an MPLS network by 
assigning labels to routes that have been chosen by the underlying Interior Gateway Protocol (IGP) 
routing protocols. The resulting label switch paths (LSPs) forward label traffic across an MPLS 
backbone to particular destinations. These capabilities enable service providers to implement the Cisco 
MPLS-based IP VPNs and IP+ATM services across multivendor MPLS networks. 

LDP enables label switching routers (LSRs) to request, distribute, and release label prefix binding 
information to peer routers in a network. Thus, LSRs can discover potential peers and establish LDP 
sessions with those peers to exchange label binding information. 

LDP is a superset ofthe Cisco prestandard Tag Distribution Protocol {TDP), which also supports MPLS 
forwarding along normally routed paths. For the features that LDP and TDP share in common, the 
pattern o f pro toco! exchange between network routing platforms is identical. The differences between 
LDP and TDP for those features supported by both protocols are largely embedded in their respective 
implementation details, such as the encoding o f protocol messages. 

This release ofLDP supports both the LDP and TDP protocols and provides the means for changing an 
existing network from a TDP environment to an LDP environment. Thus, you can run LDP and TDP 
simultaneously on any router platform. The routing protocol that you select can be configured on a 
per-interface basis for directly connected neighbors and on a per-session basis for nondirectly connected 
(targeted) neighbors. In addition, an LSP across an MPLS network can be supported by LDP on somt' 
hops and by TDP on other hops. 

Refer to the following document for additional information : 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ldp_221 t.htm . 

MPLS label Distribution Protocol MIB 

• 

The MPLS label distribution protocol (LDP) MIB is an idealized label switching database that provides 
an effective management infrastructure for using LDP in an MPLS network . 

The notation used in the MPLS LDP MIB adheres to the conventions defined in the Abstract System 
Notation One (ASN.l) standard, which defines an Open System Interconnection (O SI) language used in 
describing data types independentl y from particular computer structures and presentati on techniques . 
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Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ldpmib2t.htm. 

MPLS label Switching Router MIB 

The MPLS Label Switching Router MIB allows you to use the Simple Network Management Protocol 
(SNMP) to remotely monitor a label switching router (LSR) that is using the Multiprotocol Label 
Switching (MPLS) technology. The MPLS-LSR-MIB mirrors the Cisco Label Switching subsystem, 
specifically the LSR management information that is provided by the la bel forwarding information base 
(LFIB). 

The MPLS-LSR-MIB contains managed objects that support the retrieval oflabel switching information 
from a router and is based on Revision 05 ofthe IEFT MPLS-LSR-MIB. This implementation enables a 
network administrator to get information on the status, character, and performance o f the following: 

• MPLS capable interfaces on the LSR 

• Incoming MPLS segments (labels) to an LSR and their associated parameters 

• Outgoing segments (labels) from an LSR and their associated parameters 

In addition, the network manager can retrieve the status of cross-connect entries that associate MPLS 
segments together. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/lsrmibt.htm. 

MPLS QoS Multi-VC Mode for PA-A3 

MPLS QoS Multi-VC Mode functionality substantially enhances MPLS quality o f service (QoS) 
capabilities. This new MPLS QoS feature enables users to map the experimental (EXP) field value o f an 
MPLS label to an ATM virtual circuit (VC) to create "bundles" o f labeled virtual circuits (LVCs) . Each 
bundle consists ofmultiple LVCs, and each LVC is treated as a member ofthe bundle. 

Each member o f a bundle can be associated with any pai r o f ATM-connected routers in the networking 
environment o f the user, and each member o f a bundle can have a QoS different from other members o f 
the bundle. 

By means o f virtual circuit bundles, differentiated services can be provided to users o f MPLS-enabled 
service provider networks. This service differentiation is accomplished by setting an appropriate value 
in the EXP field in the header o f each incoming packet as it is received by the provi der edge (PE) router 
in the service provider network. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/cos 1221 t.htm . 

MPLS Traffic Engineering MIB 
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SNMP agent code operating in conjunction with the MPLS TE MIB enables a standardized, 
SNMJ.>-based approach to be used in managing the MPLS traffic engineering features in Cisco lOS 
software . 
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The MPLS TE MIB is based on the IETF draft MIB entitled draft-ietf-mpls-te-mib-05.txt, which 
includes objects describing features that support MPLS traffic engineering. This IETF draft MIB, which 
undergoes revisions from time to time, is being evolved toward becoming a standard. Accordingly, the 
Cisco implementation o f the MPLS TE MIB is expected to track the evolution o f the IETF draft MIB . 

Slight differences between the IETF draft MIB and the implementation o f the traffic engineering 
capabilities within Cisco lOS software require some minor translations between the MPLS TE MIB and 
the internai data structures o f Cisco lOS software. These translations are accomplished by means o f the 
SNMP agent code that is installed and operating on various hosts within the network. This SNMP agent 
code, running in the background as a low priority process, provides a maQagement interface to Cisco lOS 
software . d •· 

The SNMP objects defined in the MPLS TE MIB can be displayed using any standard SNMP utility. Ali 
MPLS TE MIB objects are based on the IETF draft Ml, which means that no specific Cisco SNMP 
application is required to support the functions and operations pertaining to the MPLS TE MIB. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t2/te_mib 12.htm. 

NAT Support of H.323 RAS 

The Cisco lOS NAT feature supports ali H.225 and H.245 message types, including Registration, 
Admission, and Status (RAS). RAS provides a number o f messages that are used by software clients and 
VoiP devices to register their location, request assistance in call setup, and control bandwidth. The RAS 
messages are directed toward an H.323 gatekeeper. 

Refer to the following document for further inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftnatras .htm. 

Netflow Multiple Export Destinations 

The NetFlow Multi pie Export Destinations feature enables configuration ofmultiple destinations ofthe 
NetFlow data. With this feature enabled, two identical streams ofNetFlow data are sent to the destination 
host. Currently, the maximum number of export destinations allowed is two. 

The NetFlow Multiple Export Destinations feature improves the chances ofreceiving complete NetFlow 
data by providing redundant streams of data. Beca use the same export data is sent to more than one 
NetFlow collector, fewer packets will be lost. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/dtnfdest.htm. 

Network-Based Application Recognition 

I v 

Network-Based Application Recognition is now supported on Cisco 1700 series routers. 

As IP quality of service (QoS) technology matures and customers begin QoS deployment in production 
networks, new requirements for packet classification have emerged. The applications require high 
performance to ensure competitiveness in an increasingly fast-paced business environment. Networks 
provi de a variety of services to ensure that mission-critical applications receive the required bandwidth 
for high performance. Internet-based and client/server applications make it.difficult for networks to 
identify packets and provi de the proper leve! o f control. 
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• Bandwidth limits 

Traffic shaping 

• Packet coloring 

NBAR introduces severa) new classification features as follows: 

• Classification o f applications that dynamically assign TCP/UDP port numbers 

• Classification ofHTTP traffic by URL, host, or MIME type 

• Classification o f Citrix ICA traffic by application name 

• Classification o f application traffic using subport information 

NBAR can also classify static port protocols. Although access control lists (ACLs) can also be used for 
this purpose, NBAR is easier to configure and can provide classification statistics that are not available 
when using ACLs. 

NBAR provides a special Protocol Discovery feature that determines which application protocols are 
traversing a network at any given time. The Protocol Discovery feature captures key statistics associated 
with each protocol in a network. These statistics can be used to define traffic classes and QoS policies 
for each traffic class. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121 / 121 newft/121 t/121 t5/dtnbar.htm. 

PPP over Ethernet Client 

The PPP over Ethernet Client feature provides PPP over Ethernet (PPPoE) client support on routers or 
digital subscriber line (DSL) modems on customer premises. 

PPPoE client is supported on ATM permanent virtual circuits (PVCs) using a dialer interface for cloning 
virtual access. One PVC will support one PPPoE client. Multiple PPPoE clients can run concurrently on 
different PVCs, but each PPPoE client must use a separate dialer interface and a separa te dialer pool. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftpppoec .htm. 

Preauthentication with ISDN PRI and Channei-Associated Signaling Enhancements 
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Preauthentication allows a Cisco network access server (NAS) to decide-on the basis o f the Dialed 
Number Identification Service (DNIS) number- whether to answer an incoming cal I. When an incoming 
call arrives from the public network switch but before it is answered, the NAS sends the DNIS number 
to a RADIUS server for authorization. 

The Preauthentication with ISDN PRI and Channei-Associated Signaling Enhancements feature 
provides additional support for preauthentication, which was introduced in a previous Cisco lOS release. 
For more information about preauthentication, refer to the Cisco lOS Release 12.1 (3)T feature module 
titled Preauthentication with ISDN PR! and Chann ei-Associated Signaling . 
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his feature supports the use of attribute 44 by the RADIUS server application, which allows user 
authentication on the basis ofthe Calling Line Identification (CLID) number in the same transaction. For 
more information about attribute 44 and how it works with preauthentication, refer to the Cisco lOS 
Release 12.0(7)T feature module titled RADIUS A !tribute 44 (Accounting Session ID) in Access 
Requests. 

This feature also supports the use o f new RADIUS attributes . These RADIUS attributes are configured 
in the RADIUS preauthentication profiles to specify preauthentication behavior. They may also be used, 
for instance, to specify whether subsequent authentication should occur and, i f so, what authentication 
method should be used. 

Refer to the following document for additional information: -' 

http://www.cisco .com/univercd/cc/td/doc/product/software!ios 12 11121 newft/1 21 t/1 21 t5 /dtdt l .htm. 

Prefix Dia I for 800 Series Routers 

Cisco 803 and Cisco 804 routers now support prefix dialing. You can add a telephone prefix and create 
a prefix filter to the dialed number for analog telephone calls. When a telephone number is dialed through 
the telephone port, the router checks for prefix filters . I f the router finds a match, no prefix is added tC' 
the dialed number. I f no filter match is found, the router adds the user-defined prefix to the called numbt. 

Refer to the following document for further information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft_ vs800.htm . 

Quality of Service for Virtual Private Networks 

When packets are encapsulated by tunnel o r encryption headers, Quality o f Service (QoS) features are 
unable to examine the original packet headers and correctly classify the packets. Packets traveling across 
the same tunnel have the same tunnel headers, so the packets are treated identically i f the physical 
interface is congested. 

With the growing popularity ofVirtual Private Networks (VPNs), the need to classify traffic within a 
traffic tunnel is gaining importance. QoS features have historically been unable to classify traffic within 
a tunnel. With the introduction o f the Quality o f Service for Virtual Priva te Networks (QoS for VPNs) 
feature, packets can now be classified before tunneling and encryption occur. The process of classifying 
features before tunneling and encryption is called preclassification. 

The QoS for VPNs feature is designed for tunnel interfaces. When the new feature is enabled, the QoS 
features on the output interface classify packets before encryption, allowing traffic flows to be adjusted 
in congested environments . The end result is more effective packet tunneling. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 121/121 newft/121 t/1 21 t5 /dtqosvpn.htm . 

RADIUS Attribute 66 (Tunnei-Ciient-Endpoint) Enhancements 

Virtual private networks (VPNs) use Layer 2 Forwarding (L2F) or Layer 2 Tunnel Protocol (L2TP) 
tunnels to tunnel the link layer o f high-Jevel protocols (for example, PPP) or asynchronous High-Level 
Data Link Control (HDLC)). Internet service providers (ISPs) configure their network access servers 
(NASs) to receive calls from users and forward the calls to the customer tunnel server. Usually, the ISP 
maintains only information about the tunnel server-the tunnel endpoint. The customer maintains the IP 
addresses, routing, and other use r database functions o f the tunnel serve r users. 
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Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 121 I 121 newft/ 121 t/121 t5 /dtdt4 .htm. 

RSVP Scalability Enhancements 

RSVP typically performs admission control, classification, policit\.g, and ~cheduling of data packets on 
a per-flow basis and keeps a data base of information for each flow. RSVP scalability enhancements let 
you select a resource provider (formerly called a quality o f service (QoS) provider) and disable 
data-packet classification so that RSVP performs admission control only. These enhancements facilitate 
integration with service provider (differentiated services) networks and enables scalability across 
enterprise networks . 

Class-based weighted fair queueing (CBWFQ) provides the classification, policing, and scheduling 
functions . CBWFQ puts packets into classes based on the differentiated services code point (DSCP) 
value in the IP header of the packet, thereby eliminating the need for per-flow state and per-flow 
processing. 

There are two new commands: 

ip rsvp data-packed classifications none-Disables data packet classification. 

ip rsvp resource-provider { none I wfq interface I wfq pvc }-Configures a resource provider for an 
aggregate flow. 

There is one modified command: 

show ip rsvp interface detail-The detail keyword was added to display information about RSVP 
interface parameters. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/rsvpscal .htm 

RSVP Support for ATM/PVCs 
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The RSVP Support for ATM/PVCs feature allows RSVP to function with per-PVC queueing for 
voice-like flows . Specifically, RSVP can install reservations on PVCs defined at the interface and 
subinterface leveis. There is no limit to the number o f PVCs that can be configured per interface o r 
subinterface. 

There are two new commands: 

ip rsvp Iayer2 overhead [h c n]-Controls the overhead accounting performed by RSVP/WFQ when a 
flow is admitted onto an ATM PVC. 

ip rsvp resource-provider { none I wfq interface I wfq pvc }-Configures a resource provi der for an 
aggregate flow. 

There is one modified command: 

show ip rsvp interface detaii-The detail keyword was added to display information about RSVP 
interface parameters. 

Refer to the following document for additional information: 

http ://ww w. ci sco.com/un ivc rcd /cc/td tdoc/product/soft wa rc/i os I 2 2/ I 22 nc" ·ft / I 22t l l 2212/rsvp_atm. htm. 
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Secure Copy 

The Cisco Service Assurance Agent (SA Agent) is a Cisco lOS software network monitoring solution. 
This enhancement to the Cisco SA Agent provides the following features: Application Performance 
Monitoring, Frame Relay Monitoring, Path Jitter, and MPLS VPN awareness. 

SA Agent Application Performance Monitor (APM) operations allow the user to monitor performance 
o f applications over a network. Monitoring the performance o f network-hosted applications gives 
service providers and IT departments the ability to verify that applications are performing as needed and 
to implement improvements as necessary. 

•· 
SA Agent Frame Relay Monitor (FRM) operations allow the user to monitor key performance metrics 
(round trip latency, packet loss, and data integrity) over Frame Re lay PVCs. Proactively monitoring the 
performance ofFrame Relay networks is essential for service providers that offer Frame Relay services. 

SA Agent path echo operations have been enhanced to provi de hop-by-hop jitter measurement using 
ICMP packets for VoiP monitoring. The Cisco SA Agent has also been enhanced to allow monitoring 
within MPLS Virtual Private Networks (VPNs). 

Refer to the following document for additional information about the SA Agent Application 
Performance Monitor: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ft2_apm.htm. 

Refer to the following document for additional information about the SA Agent Support for Frame 
Relay, VoiP, and MPLS VPN Monitoring: 

http :/ /www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft I csaa.htm. 

The Secure Copy (SCP) feature provides a secure and authenticated method for copying router 
configuration or router image files . SCP relies on Secure Shell (SSH), an application and a protocol that 
provides a secure replacement for the Berkeley r-tools. 

The behavior o f SCP is similar to that o f remo te copy (rcp ), which comes from the Berkeley r-tools suite, 
except that it is reliant upon SSH for security. In addition, SCP requires that AAA authorization be 
configured so the router can determine whether the user has the correct privilege levei. 

SCP allows a user logged in to Cisco lOS software to copy anything that exists in the Cisco lOS File 
System (IFS) to and from a router by using the copy command. A user using a remate workstation cannot 
perform this task. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t2/ftscp.htm. 

Secure Shell T erminal-line Access 

• M!•!:M 
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Although Cisco lOS supports reverse Telnet, which allows users to Telnet to a certain port range that 
connects them to tty (asynchronous) !ines, Telnet provides no security because ali Telnet traffic goes over 
the network in the clear. The SSH Terminal-Line Access feature replaces reverse Telnet with secure shell 
(SSH), thereby, allowing users to configure their Cisco lOS routers securely . 
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• Connect to a router that has multiple terminal !ines connected to consoles o f other routers . 

• Simplify connectivity to a router from anywhere by securely connecting to the terminal server on a 
specific line. 

• Allow modems attached to routers to be used for dial-out securely. 

Refer to the following document for additional information: 
-

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ ios 1227T22ne\Vft/ 122t/ 122t2/ ftrevssh. htm . 

Sheii-Based Authentication of VPDN Users 

The Sheii-Based Authentication of VPDN Users feature provides terminal services for VPDN users to 
support rollout o f wholesale dia! networks. Terminal services (shelllogin o r exec login) on the network 
access server (NAS) provide the following capabilities: 

• Enabling a dial-in user session to be terminated at the access server. 

• Authenticating the user with a character-mode login dialog such as usemame/password or 
usemame/challenge/password, Secure ID, Safeword, and so on. 

• Initiating PPP and tunneling it to a home gateway (HGW). 

With the terminal services, user authentication methods other than PAP and CHAP can be applied to PPP 
users. With the Shell-Based Authentication of VPDN Users feature, PPP authentication data is 
preconfigured or entered before PPP starts. Authentication is completed without any further input from 
the user. 

Refer to the following document for additional information: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftex vpnt. htm. 

SIP Diversion Header lmplementation for Redirecting Number 

SIP is a new protocol developed by the Internet Engineering Task Force (IETF) Multiparty Multimedia 
Session Contrai (MMUSIC) Working Group as an altemative to the ITU-T H.323 specification. SIP is 
defined by RFC 2543 and is used for multimedia call session setup and control over IP networks. Refer 
to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1211121 newft/121 t/121 t3 /sipcf2.htm. 

SIP Gateway Support for Third-Party Call Control 
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SIP is a new protocol developed by the Internet Engineering Task Force (IETF) Multiparty Multimedia 
Session Control (MMUSIC) Working Group as an alternative to the ITU-T H.323 specification. SIP is 
defined by RFC 2543 and is used for multimedia call session setup and control over IP networks . Refer 
to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 121 I 121 newft/ 121 t/121 t3 /sipcf2.htm. 
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• New and Changed lnfonnation 
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\St ~~g;fJ: ne~ho Ci•co SLT Duo! Ethomot fcotu<O odd• Ci.oo SLT duo! Ethcmot •uppo" to thc virtuol •witoh 
,~,)lQ...- ·"r cont~oller (VSC). This enhanced Cisco SLT supp~rt provides two I~ networ~s and two additional 

,.~ L - Sesswn Manager sesswns (for a total offour Sesswn Manager sesswns) for tmproved backhaul 
· communication. These additions increase the resilience ofCisco SLTIVSC communications by 

supporting two RUDP sessions from each Ethemet interface to each VSC. These VSC enhancements 
contribute to determining when to switch Ethernets and when to switch VSC activity. 

The Cisco SLT, which is based on the Cisco 2611 Multi-Service Acces_s Router, is shipped with two 
Ethernet interfaces. Until this feature was released, the Cisco SLT/VS-C" solutíon supported only one of 
the two Ethemet interfaces. Both Session Manager sessions needed to travei over th is single Ethernet 
interface: This Ethernet was a single-point failure. The Cisco SLT Dual Ethemet feature supports the 
second Ethernet, which improves the resilience o f the backhaul IP communications. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftsltdes.htm. 

SLT G.732 Support 

The Cisco SLT enables service providers to reliably transport Signaling System 7 (SS7) protocols across 
an IP network. The Cisco SLT uses the Cisco lOS SS7 SLT feature set, providing reliable 
interoperability with the Cisco SC2200 or the Cisco VSC3000 device. The Cisco SLT is responsible for 
terminating the Message Transfer Part (MTP) I and MTP 2 layers ofthe SS7 protocol stack. Using the 
Cisco Reliable User Datagram Protocol (RUDP), the Cisco SLT backhauls, or transports, upper-layer 
SS7 protocols across an IP network to the Cisco SC2200 or VSC3000 device. The Cisco SLT is 
supported only on the Cisco 2611 router. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/1 22t2/ft_g732 .htm. 

SNMP Support over VPN 

• *"'* \_j 

The SNMP Support over VPN feature allows the sending and receiving o f SNMP notifications using 
VPN Routing Forwarding table (VRF). 

SNMP is an application-layer protocol that provides a message format for communication between 
SNMP managers and agents. 

A VPN is a network that provides high connectivity transfers on a shared system with the same usage­
guidelines as a private network. A VPN can be built on the Internet or on the service provider IP, Fram 
Relay, or ATM system. 

A VRF stores per-VPN routing data . It defines the VPN membership o f a customer si te attached to the 
network access server (NAS). A VRF consists o f an IP routing table, a derived Cisco Express Forwarding 
(CEF) table, guidelines, and routing protocol parameters that control the information that is included in 
the routing table . 

The SNMP Support over VPN feature provides configuration commands that allow users to associate 
SNMP agents and managers with specific VRFs. The specified VRF is used for the sending o f SNMP 
notifications (traps and informs) and responses between agents and managers. I f a VRF is not specified, 
the default routing table for the VPN is used. 

Refer to the following document for additional information : 

http :/ /www.c i sco .com/un ive rcd/cc/td /doc/product/so ft wa rc /ios I 22/ 122 ncw ft / 1221/ I 2212/f1nm_ vpn . h 1m 
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SNMP Trap Support for the Virtual Switch Interface Master MIB 

The VSI Master MIB allows you to manage and monitor the activities ofthe VSI components, including 
controllers, sessions, logical interfaces, and cross-connects . The MIB provides notifications in the form 
oftraps when any ofthe VSI components change operational state, violate configured thresholds, orare 
added or removed. 

The MIB allows you to specify which VSI components can send traps. To enable the traps for certain 
VSI components, you can use the MIB objects or Cisco lOS commands. 

Refer to the following document for additional inforrnation: 
_; 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/mstrmib. htm . 

Supplementary T elephone Services for the Euro-ISDN Switch 

The Cisco 800 series routers now support the following plain old telephone service (POTS) features for 
the European Telecommunications Standards Institute (ETSI) Euro-ISDN switch type: 

• Caller ID presentation and restriction are available for Denmark, Finland, and Sweden. 

• Calling line identification restriction (CLIR) temporarily prevents your calling ID from being 
presented to the destination number for an outgoing cal!. Vou must configure CLIR prior to each call 
in which you want to restrict the calling party number from being presented at the destination. 

• Call forwarding is enabled using Cisco lOS and dual tone multifrequency (DTMF) keypad 
commands. 

• C ali transfer enables you to connect two call destinations . The request for this service must origina te 
from an active, outgoing cal!. 

~ .. 
Note The Euro-ISDN switch was previously called the NET3 switch. 

• The following types o f voice call forwarding services are supported on the Euro-ISDN switch: 

- Call forward unconditional (CFU) redirects your calls without restrictions and takes precedence 
over other call forwarding types . 

- C ali forward busy (CFB) redirects your call to another number i f your number is busy. 

- Cal! forward no reply (CFNR) forwards your call to another number i f your number does not 
answer within a specified period o f time. 

Refer to the following document for further inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft_ vs800.htm . 

TCLIVR disconnect cause-code Manipulation 
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The leg disconnect command disconnects one o r more c ali legs that are not part o f any connection. The 
cause_code argument, which h as been added in Cisco lOS Release 12.2( I )T, is an integer ISDN cause 
code for the disconnect. lt is of the forrn di-xxx or just xxx, where xxx is the ISDN cause code. Refer to 
the following document for further inforrnation: 

http :1 /www. c i sco.com/u n ivercd/cc/td/doc/prod uct/access/acs_serv/va pp_dev /te I ivrv2. h tm. 



The Traffic Policing feature perforrns the following functions: 

• Limits the input o r output transmission rate o f a class o f traffic based on user-defined cri teria. 

• Marks packets by setting the ATM Cell Loss Priority (CLP) bit, Frame Relay Discard Eligibility 
(DE) bit, IP precedence value, IP differentiated services code point (DSCP) value, MPLS 
experimental value, and Quality of Service (QoS) group. 

Traffic policing allows you to control the maximum rate oftraffic transmjtted or received on an interface. 
The Traffic Policing feature is applied when you attach a traffic policycontaih the Traffic Policing 
configuration to an interface. A traffic policy is configured using the Mo.dular Quality of Service 
Command-Line Interface (Modular QoS CLI) . 

Refer to the following document for further information: 

http: //www.c isco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/ftpoli.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.1 (5)T. This release adds the 
set-clp-transmit, set-frde-transmit, and set-mp1s-exp-transmit options for the action argument to the ) 
police command. 

Trimble Palisade NTP Synchronization Driver for the Cisco 7200 Series Routers 

The Trimble Palisade Smart Antenna can provide a signal that can by used for NTP time-synchronization 
o f a network. The Trimble Palisade NTP Synchronization Kit can be connected to the auxiliary port o f 
a Cisco 7200 router. The refclock (reference clock) driver provided by this feature provides the ability 
to receive an RTS time-stamp signal on the auxiliary port o f the router. 

Refer to the following document for further information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 12 1/ 121 newft/121 t/121 t 1/dtrimble.htm. 

Using 31-bit Prefixes on 1Pv4 Point-to-Point Links 

The Using 31-bit Prefixes on 1Pv4 Point-to-Point Links feature allows 31-bit prefixes to be used on IP 
version 4 point-to-point links. The number o f IP addresses is reduced by 50 percent and the number o f 
denia1 o f service (DoS) attacks is also reduced. Refer to the following document for further inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/122t2/ft3 1 addr.htm. 

V o ice over ATM with AAL2 T runking on Cisco 7200 Series Routers 
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Voice over ATM (VoATM) 

This feature enables Cisco 7200 series routers to carry voice traffic (for example, telephone calls and 
faxes) over ATM networks using AAL2. AAL2 is the most bandwidth-efficient standards-based trunking 
method for transporting compressed voice, voice-band data, circuit-mode data , and frame-mode data 
over ATM infrastructures. 

Transparent Common Channel Signaling (T-CCS) 

The Transparent Common Channel Signaling (T-CCS) feature provides a way to interconnect PBX, key 
systems (KTs), and central office (CO) switches when the private integrated se rvices network exchange 
(PINX) does not support Q (point ofthe ISDN model) Signaling (QSIG), or when the PTNX uses a 
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proprietary solution. T-CCS allows the connection o f two PBXs with PRI interfaces thaN~ise'-'Hre 
protocol without the need for interpretation o f CCS signaling for cal! processing. A PBX PRI group is 
transported transparently through the data network, and the feature preserves proprietary signaling. 
From the PBX standpoint, this signaling is accomplished through a point-to-point connection. Calls 
from the PINXs are not routed, but follow a preconfigured route to the destination. Frame forwarding, 
used with T-CCS, forwards High-Level Data Link Control (HDLC) frames over a preconfigured 
interface running HDLC, Frame Relay, or ATM encapsulation. 

Additional lnformation 

Refer to the following document for additional information : -' 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft_aal72 .htm . 

X.25 Annex G Session Status Change Reporting 

MIBs 

The X.25 Annex G Session Status Change Reporting feature introduces the Iogging event frame-relay 
x25 interface configuration command, which provides console or system log notification ofX.25 Annex 
G session status changes when an X.25 Annex G session carried o ver Frame Relay changes state. Before 
this feature was introduced, there was no notification. 

This feature detects changes in session status using an X.25 Link Access Procedure, Balanced (LAPB) 
N2 counter. The LAPB N2 counter is the number ofunsuccessful transmit attempts that are made before 
the link is declared down. After the N2 consecutive polled commands have not been answered, a 
notification is generated, indicating that the X.25 profile or context associated with the data-link 
connection identifier (DLCI) that is running across the failed radio link has gone down. A message is 
generated to the console or system log when the link goes down. A message is also generated to the 
console or system log when the link comes back up . The notification response time is contingent on the 
values assigned to the LAPB Nl counter and the LAPB T1 timer. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftanxg.htm . 

To obtain lists of supported MIBs by platform and Cisco lOS release, and to download MIB modules, 
go to the Cisco MIB website on Cisco.com at the following URL: 

http: //www.cisco.com/public/sw-center/netmgmt/cmtk/mibs .shtml . 

Deprecated and Replacement MIBs 
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Old Cisco MIBs will be replaced in a future release. Currently, OLD-CISCO-* MIBs are being converted 
into more scalable MIBs without affecting existing Cisco lOS products or network management system 
(NMS) applications. You can update from deprecated MIBs to the replacement MIBs as shown in 
Table 62. 
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ffy Tãble 62 Deprecated and Replacement M/Bs 

Deprecated MIB Replacement 

OLD-CISCO-APPLETALK-MIB RFC1243-MIB 

OLD-CISCO-CHASSIS-MIB ENTITY-MIB 

OLD-CISCO-CPUK-MIB To be determined 

OLD-CISCO-DECNET-MIB To be determined 

OLD-CISCO-ENV-MIB CISCO-ENVMON-MIB 
. •· 

d 

OLD-CISCO-FLASH-MIB CISCO-FLASH-MIB 

OLD-CISCO-INTERFACES-MIB IF-MIB CISCO-QUEUE-MIB 

OLD-CISCO-IP-MIB To be determined 

OLD-CISCO-MEMORY-MIB CISCO-MEMORY-POOL-MIB 

OLD-CISCO-NOVELL-MIB NOVELL-IPX-MIB 

OLD-CISCO-SYS-MIB (Compilation of other OLD* MIBs) 

OLD-CISCO-SYSTEM-MIB CISCO-CONFIG-COPY-MIB 

OLD-CISCO-TCP-MIB CISCO-TCP-MIB 

OLD-CISCO-TS-MIB To be determined 

OLD-CISCO-VINES-MIB CISCO-VINES-MIB 

OLD-CISCO-XNS-MIB To be determined 

lmportant Notes 
The following sections contain important notes about Cisco lOS Release 12.2 T. 

Field Notices and Bulletins 

• Field Notices-Cisco recommends that you view the field notices for this release to see i f your 
software or hardware platforms are affected. Ifyou have an account on Cisco.com, you can find field 
notices at http://www.cisco.com/warp/customer/770/index.shtml. Ifyou do not have a Cisco.com 
login account, you can find field notices at http://www.cisco.com/warp/public/770/index.shtml. 

• Product Bulletins-If you have an account on Cisco.com, you can find Product Bulletins at 
http: //www.cisco.com/warp/customer/cc/generallbulletin/index.shtml. I f you do not have a 
Cisco.com login account, you can find Product Bulletins at 
http:/ /www.ci sco .com/warp/pu bl ic/cc/genera 1/bulletin/iosw /index. sh tm I. 

• Deferral Advisories and Software Advisories for Cisco lOS Software-Deferral Advisories and 
Software Advisories for Cisco lOS Software provides information about caveats that are re lated to 
deferred software images for Cisco lOS releases . I f you have an account on Cisco.com, you can 
access Deferral Advisories and Software Advisoriesfor Cisco !OS Software at 
h ttp :/ /w ww.cisco .com/kobayash i/sw-cen ter/sw- i os-ad vi sori es. sh tml. 
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• What's New for lOS-What's New for /OS lists recently posted Cisco lO releases and 
software releases that have been removed from Cisco.com. Ifyou have an account on Cisco.com, 
you can access What 's New for !OS at http://www.cisco.com/kobayashi/sw-center/sw-ios.shtml. 

• Cisco lOS Software Roadmap-The Cisco lOS Software Roadmap illustrates the relationship ofthe 
various Cisco lOS releases. I f you have an account on Cisco.com, you can access the Cisco !OS 
Software Roadmap at http: //www.cisco.com/warp/customer/620/roadmap_b.shtml . 

lmportant Notes for Cisco lOS Release 12.2(15)T4 

The following information applies to Cisco lOS Release 12.2(15)T4. 

lmages Deferred Because of Caveats CSCea21186, CSCeb07534, CSCeb07595, and CSCeb10053 

~ .. 
Note 

Ol-2339-04 Rev. GO 

In Cisco lOS Release 12.2(15)T4, five images have been deferred because ofsevere defects. These 
defects have been assigned Cisco caveat ID CSCea21186, CSCeb07534, CSCeb07595, and 
CSCebl0053. The affected images are as follows : 

• rpm-boot-mz 

• rpm-jk9o3s-mz 

• rpm-js-mz 

• rpmxf-boot-mz 

• rpmxf-p 12-mz 

With caveat CSCea21186, TACACS server host command causes reload. With caveat CSCeb07534, 
reset of dual LSC in node-a results in tailend LVCs created on PE in node-b. With caveat CSCeb07595, 
provider edge (PE) box may reload after modifying MPLS partition VCii range on an ATM interface. 
With caveat CSCeb 10053, RPM runs out ofbuffers causing SAR no_buffer errors . The software solution 
for these deferred images is Cisco lOS Release 12.2(15)T5. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terrns and conditions that govemed your rights and obligations and those of Cisco with respect to 
the deferred images will apply to the replacement images. 
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lmages Deferred Because of Caveats CSCdx08292, CSCea57593, CSCea63209, CSCea67430, 
CSCea72272, CSCea73441, CSCea74222, CSCea75235, CSCea78687, CSCea84387, CSCea91135, 
CSCeb02097, and CSCeb02520 

• cnw 

~~ 

In Cisco lOS Release 12.2( 15)T3, four images have been deferred beca use o~f severe defects . These 
defects have been ·assigned Cisco caveat ID CSCdx08292, CSCea57593, CSCea63209, CSCea67430, 
CSCea72272, CSCea73441, CSCea74222, CSCea75235, CSCea78687, CSCea84387, CSCea91135 , 
CSCeb02097, and CSCeb02520 . The affected images are as follows: 

• rpm-boot-mz 

• rpm-Js-mz 

• rpmxf-boot-mz 

• rpmxf-p 12-mz 

With caveat CSCdx08292, auto-summary and sync not tumed on by default under addr-fam VRF. With 
caveat CSCea57593, a Cisco RPM-PR router may reload with a bus error at Ox600ED 128. With caveat 
CSCea63209, with dual LSCs and l:N redundancy configured, one might experience a 10+ sec data 
disruption when a resetcd is issued for the active/primary LSC. With caveat CSCea67430, SNMP MIB 
variables are accessible to VRF interfaces on the RPM. With caveat CSCea72272, configuration file goes 
corrupt with multiple simultaneous VTY write memory. With caveat CSCea73441, RPM Path-Check 
causes router reset. With caveat CSCea74222, IGP label rewrite information for remote PE is lost from 
CEF table on a local PE. With caveat CSCea75235, during LSC switchover, a second outage found . With 
caveat CSCea78687, LSNT: LDP goes up/down under congestion situation. With caveat CSVea84387, 
two simultaneous policy map displays cause problems. With caveat CSCea91135, RPM may stay in error 
state (auto recovery disabled/heartbeat going). With caveat CSCeb 02097, LSNT: saving configuration 
took long time. With caveat CSCeb02520, RPM-PR router configured as eLSR might reset upon 
execution ofthe show queue command where interface is ofMPLS type. The software solution for these 
deferred images is Cisco lOS Release 12.2(15)T5. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those of Cisco with respect to 
the deferred images will apply to the replacement images . 
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lmportant Notes for Cisco lOS Release 12.2(15)T1 

The following information applies to Cisco lOS Release 12.2(15)Tl. 

lmages Deferred Because of Caveat CSCin40652 

In Cisco lOS Release 12.2(15)Tl, 352 images h ave been deferred beca use o f a severe defect. This defect 
has been assigned Cisco caveat ID CSCin40652 . The affected imag~s are as follows : 

. c820-k9osv6y6-mz . c2691-io3-mz . c3725-ix-mz . c7200-jk9o3s-mz . c820-k9osy6-mz . c2691-is-mz . c3725-jk9o3s-mz . c7200-jk9s-mz 

• c820-õv6y6-mz . c2691-ix-mz . c3725-jk9s-mz . c7200-jo3s-mz . c820-oy6-mz . c2691-jk8o3s-mz . c3 725-jk9s2-mz . c7200-js-mz 
. c820-sv6y6-mz . c2691-jk8s-mz . c3725-js-mz . c7200-jx2-mz 
. c820-sy6-mz . c2691-jk9o3s-mz . c3725-js2-mz . c7200-kboot-mz 
. c820-v6y6-mz . c2691-jk9s-mz . c3 725-jsx-mz . c7200-p-mz 
. c820-y6-mz . c2691-js-mz . c3725-p-mz . c7400-a3jk8s-mz 
. c1700-bk8no3r2sv3y . c2691-jsx-mz . c3 7 4 5 -a3 j k9s-mz . c7400-a3jk9s-mz 

7-mz 

. cl700-bk8no3r2sv8y . c2691-p-mz . c3745-s3js-mz . c7400-a3js-mz 
7-mz 

. c1700-bk8no3r2sy7- . c3620-i-mz . c3745-bin-mz . c7400-dk8o3s-mz 
mz 

. cl700-bk9no3r2sv3y . c3620-ik9o3s6-mz . c3745-bino3s-mz . c77400-dk8s-mz 
7-mz 

. cl7~k9no3r2sv8y7- . c3620-ik9o3s7-mz . c3 745-bins-mz . c7400-dk9o3s-mz 
mz 

. c 1700-bk9no3r2sy7- . c3620-in-mz . c3745-i-mz . c7400-do3s-mz 
mz 

. c1700-bnr2sy7-mz . c3620-ino3s3-mz . c3745-ik9o3s-mz . c7400-ds-mz 

. c 1700-bnr2y-mz . c3620-io3-mz . c3745-ik9s-mz . c7400-g4js-mz 

. c1700-k8o3sv3y7-mz . c3620-is-mz . c3745-io3-mz . c7400-ik8o3s-mz 

. cl700-k8o3sv8y7-mz . c3620-is3x-mz . c3745-is-mz . c7400-ik8s-mz 

. c 1700-k8o3sy7 -mz . c3620-ix-mz . c3745-ix-mz . c7400-ik9o3s-mz 

. c1700-k8sv3y7-mz . c3620-j ls3-mz . c3745-jk9o3s-mz . c7400-ik9s-mz 

. c 1700-k8sv8y7 -mz . c3631-telco-mz . c3 745-jk9s-mz . c7400-io3s-mz 

. c 1700-k8sy7-mz . c3631-telcoent-mz . c3745-jk9s2-mz . c7400-is-mz 

. cl700-k9o3sv3y7-mz . c3640-a3jk8s-mz . c3 745-js-mz . c7400-jk8o3s-mz 

. cl700-k9o3sv8y7-mz . c3640-a3jk9s-mz . c3745-js2-mz · . c7400-jk8s-mz 

. c 1700-k9o3sy7-mz . c3640-a3js-mz . c3745-jsx-mz . c7400-jk9o3s-mz 

. c I 700-k9sv3y7-mz . c3640-bin-mz . c3745-p-mz . c7400-jk9s-mz 
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. c 1700-k9sv8y7-mz . c3640-bino3s-mz . c4224-a3ik9no3rsx3- . c7400-jo3s-mz 
mz 

. c1700-k9sy7-mz . c3640-bins-mz . c4224-io3sx3-mz . c7400-js-mz 

. c 1700-no3sv3y7-mz . c3640-i-mz . c4gwy-a3 bik9no3 rsx . c7400-jx2-mz 

3-mz 

. cl700-no3sv8y7-mz . c3640-ik8o3s-mz . c4gwy-binrsx3-mz . c7400-kboot-mz 

. c 1700-no3sy7 -mz . c3640-ik8s-mz . c4gwy-cboot-mz . c7400-p-mz 

. c 1700-ny-mz . c3640-ik8sw6-mz . c4gwy-isx3-Jfiz . . cva 120-k8boot-mz 

. c 1700-o3sv3y7-mz . c3640-ik9o3s-mz . c5300-ik8s-mz . cva 120-k8o3v9y5-mz 

. cl700-o3sv8y7-mz . c3640-ik9o3sw6-mz . c5300-ik9s-mz . ics7700-bk8no3r2sv3 
y-mz 

. c 1700-o3y-mz . c3640-ik9s-mz . c5300-jk8s-mz . ics7700-bk9no3r2sv3 
y-mz 

. cl700-sv3y-mz . c3640-ik9sw6-mz . c5300-jk9s-mz . ics7700-bnr2sv3y-mz 

. c 1700-sv3y7-mz . c3640-io3-mz . c5300-boot-mz . ics7700-k8o3sv3y-r. 
z 

. c 1 700-sv8y-mz . c3640-is-mz . c5300-d-mz . ics7700-k9o3sv3y-m 
z 

. c 1700-sv8y7-mz . c3640-ix-mz . c5300-ds-mz . ics7700-sv3y-mz 

. c1700-sy-mz . c3640-jk8o3s-mz . c5300-i-mz . mc3 81 O-a2i5k8s-mz 

. c1700-sy7-mz . c3640-jk8s-mz . c5300-ik8s-mz . mc3 81 0-a2i5k9s-mz 

. c1700-y-mz . c3640-jk9o3s-mz . c5300-is-mz . mx381 O-a2i5s-mz 

. c1700-y7-mz . c3640-jk9s-mz . c5300-j-mz . mc381 O-a2ik8sv5-mz 

. c2420-a2i8k8sv5-mz . c3640-js-mz . c5300-j s-mz . mc381 0-a2ik9s-mz 

. c2420-a2i8sv5-mz . c3640-jsx-mz . c5350-ik8s-mz . mc381 O-a2ik9sv5-mz 

. c2600-a3jk8s-mz . c3640-k9p-mz . c5350-is-mz . mc3810-a2isv5-mz 

. c2600-a3jk9s-mz . c3640-p7-mz . c5350-jk8s-mz . mc381 O-a2jk8sv5-mz 

. c2600-a3js-mz . c3640-telco-mz . c5350-js-mz . mc3810-a2jk9s-mz 

. c2600-bin-mz . c3660-a3jk8s-mz . c5400-boot-mz . mc381 O-a2jk9sv5-mz 

. c2600-bino3 s-mz . c3660-a3jk9s-mz . c5400-ik8s-mz . mc381 0-a2jsv5-mz 

. c2600-bino3s3-mz . c3660-a3js-mz . c5400-is-mz . mc381 O-a2jsv5x-mz 

. c2600-bins-mz . c3660-bin-mz . c5400-jk8s-mz . mc3810-i-mz 

. c2600-c-mz . c3660-bino3s-mz . c5400-js-mz . mc381 O-i5k8s-mz 

. c2600-g4js-mz . c3660-bins-mz . c5800-k8p4-mz . mc3 81 O-i5k9s-mz 

. c2600-i-mz . c3660-i-mz . c5800-p4-mz . mc3810-i5s-mz 

. c2600-ik8o3s-mz . c3660-ik8o3s-mz . c5850-boot-mz . mc381 O-ik8s-mz 

. c2600-ik8s-mz . c3660-ik8s-mz . c5850-k8p9-mz . mc38 1 O-ik9s-mz 

. c2600-ik9o3s-mz . c3660-ik8sw6-mz . c5850-k9p9-mz . mc381 0-is-mz 

. c2600-ik9o3s3-mz . c3660-ik9o3s-mz . c5850-p9-mz . mc3 8 1 0-jk8s-mz 

. c2600-ik9s-mz . c3660-ik9o3 sw6-mz . c71 OO-ik8o3 s-mz . mc3 8 1 0-j k9s-mz 
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\ (">. ~ I J . c2600-io3-mz . c3660-ik9s-mz . c71 OO-ik8s-mz \( [nc~·819,]~z . c2600-ipss7-mz . c3660-ik9sw6-mz c71 OO-ik9o3s-mz 

....... ....,; . • rsp=ll3)1<8sv-mz . c2600-is-mz . c3660-io3-mz . c71 OO-ik9s-mz . rsp-a3jk9sv-mz 
. c2600-is3x-mz . c3660-is-mz . c71 OO-io3s-mz . rsp-a3jsv-mz 
. c2600-is4-mz . c3660-ix-mz . c71 00-is-mz . rsp-boot-mz 
. c2600-is5-mz . c3660-jk8o3s-mz . c71 OO-jk8o3s-mz . rsp-dk8o3sv-mz 
. c2600-ix-mz . c3660-jk8s-mz . c71 OO-jk8s=mz . rsp-dk8sv-mz ~· 

. c2600-j ls3-mz . c3660-jk9o3s-mz . c71 OO-jk9o3s-mz . rsp-dk9o3sv-mz 

. c2600-jk8o3s-mz . c3660-jk9s-mz . c71 OO-jk9s-mz . rsp-do3sv-mz 

. c2600-jk8s-mz . c3660-jk9s2-mz . c71 OO-jo3s-mz . rsp-dsv-mz 

. c2600-jk9o3s-mz . c3660-js-mz . c7100-js-mz . rsp-ik8o3sv-mz 

. c2600-j k9s-mz . c3660-js2-mz . c7100-p-mz . rsp-ik8sv-mz 

. c2600-jk9s2-mz . c3660-jsx-mz . c7200-a3jk8s-mz . rsp-ik9o3sv-mz 

. c2600-js-mz . c3660-k9p-mz . c7200-a3jk9s-mz . rsp-ik9sv-mz 

. c2600-js2-mz . c3660-p-mz . c7200-a3js-mz . rsp-io3sv-mz 

. c2600-j sx -mz . c3660-telco-mz . c7200-dk8o3s-mz . rsp-isv-mz 

. c2600-telco-mz . c3660-telcoent-mz . c7200-dk8s-mz . rsp-jk8o3sv-mz 

. c2691-a3 j k8s-mz . c3660-telcoentk9-mz . c7200-dk9o3s-mz . rsp-jk8sv-mz 

. c2691-a3jk9s-mz . c3725-a3jk9s-mz . c7200-do3s-mz . rsp-jk9o3sv-mz 

. c2691-a3js-mz . c3725-a3js-mz . c7200-ds-mz . rsp-jk9sv-mz 

. c2691-bin-mz . c3725-bin-mz . c7200-g4js-mz . rsp-jo3sv-mz 

. c2691-bino3s-mz . c3725-bino3s-mz . c7200-ik8o3s-mz . rsp-jsv-mz 

. c2691-bins-mz . c3 725-bins-mz . c7200-ik8s . rsp-p-mz 

. c2691-i-mz . c3725-i-mz . c7200-ik9o3s-mz . rsp-pv-mz 

. c2691-ik8o3s-mz . c3725-ik9o3s-mz . c7200-ik9s-mz . ubr925-k9o3sv9y5-m 
z 

. c2691-ik8s-mz . c3 725-ik9s-mz . c7200-io3s-mz . urm-is-mz 

. c2691-ik9o3s-mz . c3725-io3-mz . c7200-is-mz . urm-jk9s-mz 

. c2691-ik9s-mz . c3725-is-mz . c7200-jk8o3s-mz . urm-js-mz 

. c7200-jk8s-mz . vg200-i6s-mz 

With caveat CSCin40652, Media Gateway Control Protocol (MGCP) channel-associated signaling 
(CAS) does not recieve path confirmation from terminating gateway. The software solution for these 
deferred images is Cisco lOS Release 12.2( 15)T2. 

To increase network availability, Cisco recommends that you upgrade affected Cisco IOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 
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• lmportant Notes 

Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. 

lmportant Notes for Cisco lOS Release 12.2(15)T 

The following information applies to Cisco lOS Release 12.2( 15)T. ~ 

Cisco lmages Deferred Because of Caveats CSCdv82735, CSCea08727, CSCea11340, CSCea17465, 
CSCea35454, and CSCin38050 

~ .. 

Six images in Cisco lOS Release 12.2( 15)T were deferred beca use o f severe defects. These defects have 
been assigned Cisco caveat ID CSCdv82735, CSCea08727, CSCea 11340, CSCea 17465, CSCea35454, 
and CSCin38050 . These caveats affect the following images: 

• c4224-a3ik9no3rsx3-mz 

• c4224-io3sx3-mz 

• c2500-is-l 

• c2600-g4js-mz 

• ubr925-k9o3sv9y5-mz 

• ubr925-k9o3sy5mz 

With caveat CSCdv82735, speed/duplex cannot be hard set on FE ports connected to IP phone. With 
caveat CSCea08727, local-address broken in Cisco Easy VPN configuration. With caveat CSCeall340, 
Cisco Easy VPN web interface is broken on Cisco uBR925. With caveat CSCea17465, input queue size 
may go negative leading to the Cisco Easy VPN connections getting stuck on the Cisco uBR925 . With 
caveat CSCea35454, the c2500-is-l image size is too large for maximum memory. With CSCin38050, 
there is wrong accounting for PPPoX SSG users. The software solution for these deferred images is 
Cisco lOS Release 12.2(15)Tl. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. 
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• 
lmportant Notes for Cisco lOS Release 12.2(13)T1 

The following infonnation applies to Cisco lOS Release 12.2(13)Tl. 

Cisco 1600 Series Router lmages Deferred Because of Caveat CSCdz38371 

Two images in Cisco lOS Release 12.2{13)Tl were deferred because ofsevere defects. These defects 
have been assigned Cisco caveat ID CSCdz38371. This caveat affe~ts the following images: 

• c 1600-bk8nor2sy-l ~ ~· 

• c 1600-bk8nor2sy-mz 

With caveat CSCdz38371, the c 1600-bk8nor2sy-l and c 1600-bk8nor2sy-mz images are to o large for 
maximum router flash. The software solution for these deferred images is Cisco lOS 
Release 12.2{ll)T3. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The tenns and conditions that govemed your rights and obligations and those ofCisco with respect to 
the deferred images will apply to the replacement images. 

lmportant Notes for Cisco lOS Release 12.2(13)T 

The following infonnation applies to Cisco lOS Release 12.2{13)T. 

Cisco 1600 Series Router lmages Deferred Because of Caveat CSCdz38371 

~ .. 

Two images in Cisco lOS Release 12.2(13)T were deferred because ofsevere defects . These defects have 
been assigned Cisco caveat lD CSCdz383 71. This caveat affects the following images: 

• c 1600-bk8nor2sy-1 

• c 1600-bk8nor2sy-mz 

With caveat CSCdz38371, the c1600-bk8nor2sy-1 and c1600-bk8nor2sy-mz images are too large for 
maximum router flash . The software solution for these deferred images is Cisco lOS 
Release 12.2( 11 )T3. 

To increase network avai1ability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment of affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 
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The tenns and conditions that governed your rights and obligations and those o f Cisco with respect to 
the deferred images will app1y to the replacement images. 
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• lmportant Notes 

3620 Series Router lmages Deferred Because of Caveat CSCdz45923 

~ .. 

Two images in Cisco lOS Release 12.2( 13)T were deferred beca use o f severe defects. These defects h ave 
been assigned Cisco caveat ID CSCdz45923. This caveat affects the following images: 

• c3620-bin-mz 

• c3620-bino3s3-mz 

With caveat CSCdz45923, Appletalk is missing from Cisco 3620 images. The software solution for this 
deferred image is Cisco lOS Re1ease 12.2( 15)T. _ 

To increase network availability, Cisco recommends that you upgrad~ affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may resu1t in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. · 

Cisco AS5800 lmages Deferred Because of Caveats CSCdz04856, CSCdz09639, CSCdz26779, and 
CSCdy87529 

~ .. 

Three images in Cisco lOS Release 12.2(13)T were deferred because ofsevere defects. These defects 
have been assigned Cisco caveat ID CSCdz04856, CSCdz09639, CSCdz26779, and CSCdy87529. These 
caveats affect the following images: 

• c5800-k8p4-mz 

• dsc-c5800-mz 

• c5800-p4-mz 

With caveat CSCdz04856, a Cisco UPC324 dia! feature card may stop accepting analog calls after 
running for about two hours. With caveat CSCdz09639, RS reloads at rs_set_debounce_timer after sh 
run.With caveat CSCdz26779, CRM shows resource active even after calls are disconnected. With caveat 
CSCdy87529, the Simple Network Management Protocol (SNMP) counters o f a Cisco AS5800 may 
begin to devia te and may no longer reflect the actual number of calls when random analog and digital 
calls are received. The software solution for these deferred images is Cisco lOS Release 12.2(13)Tl. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affecte( 
Cisco lOS images. Any pending arder will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. 
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Cisco Catalyst 4000 Access Gateway Module lmages Deferred Because of Cave ~~~Cd~275~ 

Cisco Catalyst 4000 Access Gateway Module images were deferred in Cisco lOS "R~ase-12?2 )T 
because o f a severe defect. This defect has been assigned Cisco caveat ID CSCdz2752h 1s caveat 
affects the following images: 

~ .. 

• c4gwy-a3ik9no3rsx3-mz 

• c4gwy-a3ino3rsx3-mz 

• c4gwy-io3sx3-mz 
,; 

With caveat CSCdz27525, a Cisco Catalyst 4000 Gateway Module may experience a reload from 
overtemperature. The software solution for these deferred images is Cisco lOS Release 12.2(13 )T2. 

To increase network avai1ability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco IOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. 

lmportant Notes for Cisco lOS Release 12.2(11)T3 

The following information applies to Cisco lOS Re1ease 12.2(ll)T3. 

Cisco IAD2420 lmages Deferred Because of Caveat CSCdz62759 

~ .. 

Two images in Cisco IOS Release 12.2( 11 )T3 were deferred beca use o f severe defects. These defects 
have been assigned Cisco caveat ID CSCdz62759. This caveat affects the following images: 

• c2420-a2i8sv5-mz 

• c2420-a2i8k8sv5-mz 

With caveat CSCdz62759, no ring-back tone when making hairpin calls between ports. The software 
solution for these deferred images is Cisco lOS Release 12.2{ll)T4. 

To increase network avai1ability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment of affected 
Cisco IOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

Ol-2339-04 Rev. GO 

The terms and conditions that govemed your rights and obligations and those o f Cisco wi th respect to 
the deferred images will apply to the replacement images. 
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The following inforrnation applies to Cisco lOS Release 12.2( li )T2. 

Update to the mgcp fax t38 Command 

Some Media Gateway Contrai Protocol (MGCP) cal! agents do not properly pass those portions of 
Session Description Protocol (SDP) messages that advertise T.38 and named service event (NSE) 
capabilities. As a result, gateways that are controlled by these cal! agprts ar~·unable to use NSEs to 
signal T.38 fax relay to other gateways that use NSEs. The new syntax for the mgcp fax t38 command 
provides a way to enable gateway-controlled T.38 fax relay between an MGCP gateway and another 
gateway even ifthe capability to use T.38 and NSEs cannot be negotiated by the MGCP call agent at call 
setup time. The other gateway can be H.323 , Session lnitiation Protocol (SIP), or MGCP. 

lmportant Notes for Cisco lOS Release 12.2(11)T 

lhe following information applies to Cisco lOS Release 12.2(11)T. 

Cisco Catalyst 4000 Access Gateway Module lmages Deferred Because of Caveat CSCdy17203 

~ ... 

Cisco Catalyst 4000 Access Gateway Module images were deferred in Cisco lOS Release 12.2(11 )T 
because o f a severe defect. This defect has been assigned Cisco caveat ID CSCdyl7203 . This caveat 
affects the following images: 

• c4gwy-io3s-mz 

• c4gwy-ik8o3s-mz 

• c4gwy-ik9o3s-mz 

• c4gwy-io3sx3-mz 

• c4gwy-ik8o3sx3-mz 

• c4gwy-ik9o3sx3-mz 

With caveat CSCdyl7203, a Cisco Catalyst 4000 Gateway Module may experience fai lure to reboot. The 
software solution for these deferred images is Cisco lOS Release 12.2( li )TI. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affecteo 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terrns and conditions that govemed your rights and obligations and those o f Ci sco with respect to 
the deferred images will apply to the replacement images. 
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Cisco H.235 Accounting and Security Enhancements for Cisco Gateways 

~ .. 

With the Cisco H.235 Accounting and Security Enhancements for Cisco Gateways feature, Cisco H.323 
gateways support three leveis o f authentication: 

• Endpoint-The Registration, Admission, and Status (RAS) channel used for gateway-to-gatekeeper 
signaling is nota secure channel. To ensure secure communication, H.235 allows gateways to 
include an authentication key in their RAS messages. This key is used by the gatekeeper to 
authenticate the source o f the messages. At the endpoint levei, validation is performed on ali 
messages from the gateway. The cryptoTokens are validated u~~g the password configured for the 
gateway. _. ~ · 

• Per-Cali-When the gateway receives a call over the telephony leg, it prompts the user for an 
account number and personal identification number (PIN). A separate authentication, authorization, 
and accounting (AAA) RADIUS server is needed for the accounting and authentication process. See 
Prepaid Distributed Calling Card Via Packet Telephony for more information. These two numbers 
are included in certain RAS messages sent from the endpoint and are used to authenticate the 
originator o f the cal!. 

• Ali-This option is a combination ofthe other two. With this option, the validation o f cryptoTokens 
in automatic repeat request (ARQ) messages is based on an the account number and PINo f the user 
making a call and the validation of cryptoTokens sent in ali the other RAS messages is based on the 
password configured for the gateway. 

Refer to the following document for additional information: 

h ttp :/ /www. cisco. com/u n ivercd/ cc/td/ doc/prod uct/ access/ acs_serv I as5 8 00/ s w _ con f/ i os_l 22/pu I O 2 4 2 x. 
htm. 

Note This feature was originally introduced in Cisco IOS Release 12.0(7)T on the Cisco 2600 series, the 
Cisco 3600 series, and the Cisco 7200 series routers, and the Cisco MC381 O, Cisco AS5300, and 
Cisco AS5800 platforms. This release is porting the feature into the Cisco AS5350 and Cisco AS5400 
platforms. 

Detecting Carrier Sense Errors on the Cisco uBR905 and Cisco uBR925 Cable Access Routers 

The Cisco uBR905 and Cisco uBR925 cable access routers cannot detect carrier sense errors on the four 
Ethemet ports that connect the router to the subscriber's local area network. This is because the four 
Ethernet ports are provided by an internai hub that always provides a carrier sense signal to the 
Cisco lOS software, even i f no Ethernet devices are connected to the externai ports . 

In particular, this means that the dot3StatsCarrierSenseErrors attribute in ETHERLIKE-MIB 
(RFC 2665) will never indicate any drops in carrier o f the Ethemet interface. 

Dialing Number Enhancement 

Ol-2339-04 Rev. GO 

The Dialing Number Enhancement feature removes previous restrictions on the number of dialed digits 
accepted as a valid telephone number in the Called Party number information element (IE) by an 
interface configured for the National or International numbering types. 

Refer to the following document for additional information: 

http ://www.ci sco .com/uni vc rcd/cc/ td /doc/product / so ftw arc/ ios 12 2/ 122ncwft/12 2t/ 12 2t I I / ftdi lnm e .htm 
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rm Settings on the Cisco AS5800 

The show vrm vdevices command displays detailed information fo r digital signal processors (DSPs) or 
a brief summary for ali voice feature cards (VFCs). The display provides information such as the 
following : the number of channels, channels per DSP, bitmap of digital signal processor modules 
(DSPMs), DSP alarm statistics, and version numbers. This information is useful in monitoring the 
current state ofthe VFCs on a Cisco AS5800 Universal Access Server. In Cisco lOS Release 12.2(li)T, 
the alarms keyword and vfc-slot-number-for-alarms argument have been added for the show vrm 
vdevices command. 

Refer to the following document for additional information : ~ 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/122t li /ft_svv.htm. 

Fine-Grain Address Segmentation in Dial Peers 

The Fine-Grain Address Segmentation in Dia! Peers feature appli es to dial plans in universal gateways 
that use universal ports to handle simultaneous voice and modem calls . lt enables you to indicate any 
numbers within the range that the peer normally handles that should be rejected because they go to 
modems. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t li /fx_dpsgw.ht 
m. 

Gatekeeper Alias Registration and Address Resolution Enhancements 

The Gatekeeper Alias Registration and Address Resolution Enhancements feature allows you to 
configure multi pie prefixes for a local zone and register an endpoint belonging to multi pie zone prefixes. 
With this feature, gatekeepers can accept a registration request (RRQ) message that has multiple E.164 
aliases that use different prefixes . 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t li /ftgkar.htm . 

MICA and NextPort Modem T ech-Support Commands for the AS5xxx Platforms 

New show tech-support modem and show tech-support spe commands are useful to the Cisco 
customer and Cisco customer support personnel alike. For example, when quality assurance technician~ 
gather troubleshooting information, rather than typing in a series of commands, the technicians can 
simply add the output ofthe show tech-support modem and show tech-support spe_commands to their 
report. Development engineers can then have a consistent output to look at when troubleshooting 
problems. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newftll22t/ l22t I l /ftm odsho .ht 
m. 
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OSP Client Performance lmprovement 

The url command change for the OSP Client Performance Improvement feature is a minor modification 
in the way that the settlement providers are configured. As a result o f minimum command-line interface 
(CLI) change in the architecture, the Open Settlement Protocol (OSP) process must be shut down before 
any URL change is performed. 

RADIUS Debug Enhancements 

The RADIUS Debug Enhancements feature provides enhanced RADIUS ~utput. RADIUS is a 
distributed client/server system that secures networks against unauthorized access. In the Cisco 
implementation, RADIUS clients run on Cisco routers and send authentication requests to a central 
RADIUS server that contains ali user authentication and network service access information. 

The new feature provides enhanced RADIUS output display including the following : 

• Packet dump in a more readable, user-friendly ASCII format than before 

• Nontruncated display of attribute values 

• Ability to select an abbreviated RADIUS debug output display 

There is one modified command: debug radius-displays information associated with RADIUS in 
enhanced formats. 

Refer to the following document for additional information: 

http :l /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /ftdebug .htm . 

SIP Media lnactivity Timer 

~ .. 

The SIP Media Inactivity Timer feature enables Cisco gateways to monitor and disconnect Voice over 
IP (VoiP) calls i f no Real-Time Control Protocol (RTCP) packets are received within a configurable time 
period. 

When RTCP reports are not received by a Cisco gateway, the SIP Media Inactivity Timer feature releases 
the hung session and its network resources in an orderly manner. These network resources include the 
gateway digital signal processo r (DSP) and time-division multiplexing (TDM) channel resources that are 
utilized by the hung sessions. Because call signaling is sent to tear down the call, any stateful Session 
Initiation Protocol (SIP) proxies involved in the call are also notified to clear the state that they have 
associated with the hung session. The call is also cleared back through the TDM port so that any attached 
TDM switching equipment also clears its resources. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/122limit/ 122x/ 122xb/ 122 
xb_2/ftsiprtp.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 
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T1 CAS for VoiP 

The Lucent I AESS local exchange telephone switching system was widely deployed in the 1970s across 
what was then the Bell System. During the past two decades, most IAESS switches have been replaced 
by the next-generation digital switches, such as the Lucent 5ESS and Norte( DMS- 100. While few 
I AESSs remain, those still in service are generally heavily built out-about 2 to 5 percent o f I ines are 
on I AESS switches. 

Service providers that offer wholesale dia!, Internet/intranet, and access Virtual Private Networks 
(VPNs) require remote access and expect to provide widely available s~rvice at the lowest cost. To do 
so, they must have Signaling System 7 (SS7) trunks to each local exch,ãnge in "a service area. And for the 
Internet servi c e provider (ISP) o r competi tive local exchange carrier (CLEC) that wants I 00 percent dia I 
coverage, interfacing to the remaining 1 AESSs is mandatory. 

Using SS7 signaling avoids investment in central office circuit switches, which must be used as 
concentration points for dial-in traffic to the access servers when ISDN PRI or in-band trunk signaling 
is used. 

This feature provides I AESS support for the Cisco AS5400. The configuration is on a TI basis: one o r 
severa! TI !ines are designated to support I AESS, but no fractional TIs (FT I s) can be configured. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/ 122limit/ 122x/122xa/122 
xa_2/ft I aessv.htm. 

The TI CAS for VoiP feature adds support for TI channel-associated signaling (CAS) and limited 
support for E! R2 signaling to the Cisco AS5800 and Cisco AS5850 with the Voice Feature Card (VFC). 

CAS is the transmission o f signaling information within the v o ice channel. Various types o f CAS 
signaling are available in the TI world. The most common forms o f CAS signaling are loop-start, 
ground-start, and recEive and transMit (E&M). The biggest disadvantage o f CAS signaling is its use o f 
user bandwidth to perform signaling functions . CAS signaling is often referred to as 
robbed-bit-signaling because user bandwidth is being "robbed" by the network for other purposes. In 
addition to receiving and placing calls, CAS signaling also processes the receipt o f Dialed Number 
Identification System (DNIS) and automatic number identification (ANI) information, which is used to 
support authentication and other functions . 

TI CAS capabilities have been implemented on the Cisco AS5800 and Cisco AS5850 VFC to enhance 
and integrate TI CAS capabilities on common central office (CO) and PBX configurations for voice 
calls. The service provider application for TI CAS includes connectivity to the public network using T' ) 
CAS from the Cisco AS5800 or Cisco AS5850 to the end office switch . In this confi guration, the 
Cisco AS5800 or Cisco AS5850 captures the dialed-number or called-party-number information and 
passes it along to the upper-level applications for interactive voice response (IVR) script selection, 
modem pooling, and other applications . Service providers also require access to calling party number, 
ANI, for user identification, for the billing account number, and in the future, for more complicated call 
routing. 

Service providers who implement Voice over IP (VoiP) include traditional voice carriers, new voice and 
data carriers, and existing Internet service providers. Some o f these service providers might use 
subscriber side !ines for their VoiP connectivity to the Public Switched Telephone Network (PSTN); 
others will use tandem-type service provider connections. 
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lmportant Notes for Cisco lOS Release 12.2(8)T2 

The following information applies to Cisco lOS Release 12 .2(8)T2. 

Use 12.2(8)T1 Version of c7200-kboot-mz lmage 

For Cisco lOS Release 12 .2(8)T2, please use the c7200-kboot-mz image from Cisco lOS 
Release 12.2(8)T I. This image is available on Cisco.com. 

lmportant Notes for Cisco lOS Release 12.2(8)T1 

The following information applies to Cisco lOS Release 12.2(8)T I. 

ATM OC-3 Network Modules 

The ATM OC-3 Network Modules are not currently supported on the Cisco 2691 , Cisco 3725, and 
Cisco 3745 platforms. 

Cisco IGX 8400 Series URM lmages Deferred Because of Caveat CSCdx41149 

~ .. 

Three images in Cisco lOS Release 12.2(8)TI were deferred because ofa severe defect. This defect has 
been assigned Cisco caveat ID CSCdx41149. This caveat affects the following images: 

• urm-is-mz 

• urm-jk9s-mz 

• urm-js-mz 

With caveat CSCdx41149, a Cisco1GX84 series URM may experience an IPC failure. The software 
solution for these deferred images is Cisco lOS Release 12.2(8)T4. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. 

Cisco 7200 Series Router limitation 

OL-2339-04 Rev. GO 

The maximum number ofModular QoS CLI (MQC) Quality ofService (QoS) policy maps on a 
Cisco 7200 series router is limited to 256. 
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The following information applies to Cisco lOS Release 12.2(8)T. 

Changes to Feature Support with Cisco lOS Release 12.2(8)1 

Starting with Cisco lOS Release 12.2(8)T, the following features are removed from ali features and 
feature sets for the Cisco 2600 series, Cisco 3640, and Cisco 3660 platforms: 

• LAN Extension 

• Combinet Packet Protocol (CPP) 

• HP Probe Protocol 

• Exterior Gateway Protocol (EGP) 

• IPX Netware Link State Protocol (NLSP) 

• IPX Next Hop Routing Protocol (NHRP) 

• XREMOTE 

• Decnet Phase IV 

• Banyan Virtual Integrated Network Service (VINES) 

• Apollo Domain 

• Xerox Network System (XNS) 

• Wireless Point-to-Multipoint 

Starting with Cisco lOS Release 12.2(8)T, the following features are removedor support is not included 
on ali feature sets for the Cisco 3620: 

• LAN Extension 

• Combinet Packet Protocol (CPP) 

• HP Probe Protocol 

• Exterior Gateway Protocol (EGP) 

• IPX Netware Link State Protocol (NLSP) 

• IPX Next Hop Routing Protocol (NHRP) 

• XREMOTE 

• ATM LAN Emulation (LANE) 

• Multiprotocol over ATM (MPOA) 

• Decnet Phase IV 

• Banyan Virtual Integrated Network Service (VINES) 

• Apollo Domain 

• Xerox Network System (XNS) 

• Wireless Point-to-Multipoint 

• Support for High Density Analog and Fax Network Modules (NM-HDA) 
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Starting with Cisco lOS Release 12.2(8)T, the following features were remo} 
images and incorporated into the "Enterprise Plus" images on the Cisco 2600 o 

• ATM LAN Emulation (LANE) 

• Multiprotocol over ATM (MPOA) 

Cisco IGX 8400 Series URM lmages Deferred Because of Caveat CSCdx41149 

~ .. 

Three images in Cisco lOS Release 12.2(8)T were deferred because o f a severe defect. This defect has 
been assigned Cisco caveat ID CSCdx41149. This caveat affects tt{~follÓwing images: 

• urm-1s-mz 

• urm-jk9s-mz 

• urm-js-mz 

With caveat CSCdx41149, a CiscoiGX84 series URM may experience an IPC failure. The software 
solution for these deferred images is Cisco lOS Release 12.2(8)T4. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those of Cisco with respect to 
the deferred images will apply to the replacement images. 

Enhanced Gigabit Ethernet Interface Processar Support on Cisco 7500/RSP Series 

The Enhanced Gigabit Ethemet Interface Processor (GEIP+) is a single-port interface processor that, 
when combined with the appropriate optical fiber cable anda Gigabit Interface Converter (GBIC), 
provides one Gigabit Ethemet (GE) interface that is compliant with the IEEE 802.3z specification. The 
GE interface on aGEIP+ operates in full-duplex mode. 

Refer to the following document for further information: 

http :/ /www.ci sco.com/un ivercd/ cc/td/doc/product/core/cis7 505/vi p I /vi p4/ I 0699dwg/index. htm . 

( HSRP Restructure 
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The output ofthe show standby command has been revised, making the output clearer and easier to use. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/fthsrp.htm. 
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• lmportant Notes 

6~':~ .. ,.. ~~[l 'ee ects m C1sco lOS Release 12.2(8)T 

,--, ~'0- --/ "?" on Cisco lOS Release I2,2(8)T There are no workarounds _ You can use the current version ofthe 
c i--'L. ' / software release or wait until the next renumber build , 

• CSCdw47263 (MPLS) 

• CSCdw54940 (MPLS) 

• CSCdw59938 (MPLS) 

• CSCdw64740 (MPLS) 

• CSCdw67208 (MPLS) 

• CSCdw67882 (MPLS) 

• CSCdw66983 (RPM) 

• CSCdw69707 (RPM) 

Feature module documentation for new MPLS features that appear in Cisco lOS Release IL2(8)T are 
not supported due to the above-listed caveats, 

Refer to the Field Notice at the following location for additional information: 

http :l/www_cisco ,com/warp/customer/770/fn 18286,shtmL 

SIP Media lnactivity Timer 

The SIP Media lnactivity Timer feature enables Cisco gateways to monitor and disconnect Voice over 
IP (VoiP) calls ifno Real-Time Control Protocol (RTCP) packets are received within a configurable time 
period, 

When RTCP reports are not received by a Cisco gateway, the SIP Media lnactivity Timer feature releases 
the hung session and its network resources in an orderly manner, These network resources include the 
gateway digital signal processor (DSP) and time-division multiplexing (TDM) channel resources that are 
utilized by the hung sessions_ Because call signaling is sent to tear down the call, any stateful Session 
lnitiation Protocol (SIP) proxies involved in the call are also notified to clear the state that they have 
associated with the hung session. The call is also cleared back through the TDM port so that any attached 
TDM switching equipment also clears its resources , 

Refer to the following document for additional information: 

http://www,cisco,com/univercd/cc/td/doc/product/software/ios 1221122newft/1221imit/ 122x/122xb/122 
xb_2/ftsiprtp.htm, 

lmportant Notes for Cisco lOS Release 12.2(4)T 

The following information applies to Cisco lOS Release 12_2(4)T 

Cisco 7500 Series lmages Deferred Because of Caveat CSCdu01272 

~-~ 
___ ) 

Twenty images in Cisco IOS Release 12_2(4)T were deferred because ofa severe defect This defect has 
been assigned Cisco caveat ID CSCduO 1272. This caveat affects the following images : 

• rsp-a3jk8sv-mz 

• rsp-a3jk9sv-mz 
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• rsp-a3jsv-mz 

• rsp-dk8o3sv-mz 

• rsp-dk8sv-mz 

• rsp-dk9o3sv-mz 

• rsp-do3sv-mz 

• rsp-dsv-mz 

• rsp-ik8o3sv-mz 

• rsp-ik8sv-mz 

• rsp-ik9o3sv-mz 

• rsp-ik9sv-mz 

• rsp-io3sv-mz 

• rsp-isv-mz 

• rsp-jk8o3sv-mz 

• rsp-jk8sv-mz 

• rsp-jk9o3sv-mz 

• rsp-jk9sv-mz 

• rsp-jo3sv-mz 

• rsp-jsv-mz 

With caveat CSCdu01272, a Cisco 7500 series with a PA-MC-T3 port adapter may experience a Versatile 
Interface Processor (VIP) reload. The software solution for these deferred images is Cisco lOS 
Release 12.2(2)Tl, which is available on Cisco.com. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images. 

Cisco 15104 Optical Networking System lmage Deferred 

The regen-i6-mz image for the Cisco 15104 Optical Networking System has been deferred in Cisco lOS 
Release 12.2( 4 )T. 

MPLS VPN with TE and MPLS lnterAS Advisory on Cisco lOS Software 

Ol-2339-04 Rev. GO 

Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN) functionality is compromised 
for the following platforms in Cisco lOS Release 12.2( 4 )T: 

• Cisco 3660 series and 3640 series 

Cisco 7200 series and 7500 series 



• Cisco UBR7000 series 

• Cisco RPM series 

Refer to the advisory notice at the following location: 

http: //www-tac.cisco .com/Support_Library/field_alerts /fn 159 l l .html. 

lmportant Notes for Cisco lOS Release 12.2(2)T 
-

The following information applies to Cisco lOS Release 12.2(2)T. .; 

Addition of the squeeze Command for Cisco 2600 and Cisco 3600 Series Routers 

The squeeze command, which is used to erase ali files marked for deletion on a Flash file system, is now 
available on Cisco 2600 and Cisco 3600 series routers. 

Changes to the output attenuation Command 

In Cisco lOS Release 12.2(2), the range ofthe output attenuation command for voice ports has changed 
from 0-14 to - 6- 14. 

Cisco 820 and SOHO 70 Router lmages Deferred Because of Caveat CSCds69577 

• MftM 

~ 

Six images in Cisco lOS Release 12.2(2)T and 12.2(2)Tl were deferred because of a severe defect. This 
defect has been assigned Cisco caveat ID CSCds69577. This caveat affects the following images: 

• c820-k8osv6y6-mz 

• c820-k8osy6-mz 

• c820-nsv6y6-mz 

• c820-v6y6-mz 

• c820-y6-mz 

• soho70-yl-mz 

With caveat CSCds69577, connectivity to some web sites is lost when the router terminates PPP over 
Ethernet. The software solution for these deferred images is Cisco lOS Release 12.2( 1 )XD 1, which is 
available on Cisco.com. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images witl. ) 
the suggested replacement software images. Cisco will discontinue manufacturing shipment o f affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

The terms and conditions that govemed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the replacement images . 

OL-2339-04 Rev. GO 
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Three images in Cisco lOS Release 12.2(2)T and 12.2(2)T1 were deferred because ofsevere defects. 
These defects have been assigned Cisco caveat ID CSCdu59093 and CSCdu63022. These caveats affect 
the following images: 

• c4gwy-cboot-mz 

• c4gwy-io3s-mz . 

• c4gwy-io3sx3-mz 

With caveat CSCdu59093, a Catalyst 4000 Gateway may re1oad when a c"~nference call is made. With 
caveat CSCdu63022, a Cisco Catalyst 4000 Gateway may not be able to be used as a conference bridge. 
The software solution for these deferred images is Cisco lOS Release 12.1 (5)T9, which is available on 
Cisco.com. 

To increase network availability, Cisco recommends that you upgrade affected Cisco lOS images with 
the suggested replacement software images. Cisco will discontinue manufacturing shipment of affected 
Cisco lOS images. Any pending order will be substituted by the replacement software images. 

Note Failure to upgrade the affected Cisco lOS images may result in network downtime. 

OL-2339-04 Rev. GO 

The terms and conditions that governed your rights and obligations and those o f Cisco with respect to 
the deferred images will apply to the rep1acement images. 



~ .. 
Note I f you have an account with Cisco.com, you can use the Bug Toolkit to find caveats o f any severity for 

any release. To reach the Bug Toolkit, log in to Cisco.com and click Service & Support: Software 
Center: Cisco lOS Software: BUG TOOLKIT. Another option is to go to 
http://www.cisco.com/cgi-bin/Support/Bugtool/launch_bugtool .pl . 
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Here is a list of MIBs that is supported by c1700-k9sv3y7-mz.12.Z..15.T • . 
Related Tools 
TAC Case Open 

T AC Case Query 

MIB Locator 

BRIDGE-MIB 
CISCO-ATM-EXT -MIB 
CISCO-MEMORY-POOL-MIB 
CISCO-BULK-FI LE-MIB 
CISCO-PING-MIB 
CISCO-CALL-HISTORY -MIB 
CISCO-PROCESS-MIB 
CISCO-CAR-MIB 
OLD-CISCO-CPU-MIB 
CISCO-QUEUE-MIB 
CISCO-CDP-MIB 
OLD-CISCO-INTERFACES-MIB 
CISCO-RTIMON-MIB 
SNMP-TARGET-MIB 
CISCO-CONF IG-COPY -MIB 
OLD-CISCO-IP-MIB 
CISCO-SNAPSHOT-MIB 
SNMP-USM-MIB 
CISCO-CONFIG-MAN-MIB 
OLD-CISCO-MEMORY -MIB 
CISCO-SYSLOG-MIB 
SNMP-VACM-MIB 
CISCO-DIAL-CONTROL-MIB 
OLD-CISCO-SYSTEM-MIB 
XGCP-MIB 
CISCO-TCP-MIB 
SNMPv2-MIB 
CISCO-FLASH-MIB 
O LO-CISCO-TCP-MIB 
CISCO-IPSEC-FLOW-MONITOR-MIB 
CISCO-VOICE-ANALOG-IF-MIB 
TCP-MIB 
OLD-CISCO-TS-MIB 
CISCO-IPSEC-MIB 
CISCO-VOICE-DIAL-CONTROL-MIB 
UDP-MIB 
PIM-MIB 
CISCO-IPSEC-POLICY-MAP-MIB 
OLD-CISCO-FLASH-MIB 
RFC1213-MIB 
CISCO-PIM-MIB 
CISCO-VLAN-IFT ABLE-RELA TIONSHIP-MIB 
RFC 1253-MIB 
CISCO-PRODUCTS-MIB 
CISCO-CLASS-BASED-QOS-MIB 
CISCO-IETF-NAT-MIB 
CISCO-ICSUDSU-MIB 
CISCO-ATM-PVCTRAP-EXTN-MIB 
IPMROUTE-STD-MIB 
CISCO-IETF-IP-FORWARD-MIB 
CISCO-IETF-IP-MIB 
CISCO-FRAME-RELA Y -MIB 
CISCO-FTP-CLI ENT -MIB 
CISCO-VOICE-IF-MIB 
CI;3CO-H~23-TC-MIB 
C ISCO-VPDN-M~MT -MIB 

o' 
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DIAL-CONTROL-MIB 
RFC1315-MIB 
CISCO-HSRP-MIB 
ENTITY-MIB 
RFC1381-MIB 
CISCO-IETF-ATM2-PVCTRAP-MIB 
HC-RMON-MIB 
CISCO-ISDNU-IF-MIB 
RFC1382-MIB 
CISCO-IMAGE-MIB 
IF-MIB 
CISCO-STACKMAKER-MIB 
RFC1406-MIB 
CISCO-IP-STAT-MIB 
INT -SERV-GUARANTEED-MIB 
CISCO-CALL-APPLICATION-MIB 
RMON-MIB 
CISCO-IPMROUTE-MIB 
INT-SERV-MIB 
CISCO-CAS-IF-MIB 
RMON2-MIB 
CISCO-ISDN-MIB 
ISDN-MIB 
CISCO-CIRCUIT-INTERFACE-MIB 
RS-232-MIB 
OLD-CISCO-CHASSIS-MIB 
CISCO-NTP-MIB 
RSVP-MIB 
CISCO-VOICE-COMMON-DIAL-CONTROL-MIB 
SMON-MIB 
CISCO-VPDN-MGMT -EXT -MIB 
SNMP-FRAMEWORK-MIB 
ETHERLIKE-MIB 
IGMP-STD-MIB 
MSDP-MIB 
CISCO-ENTITY-VENDORTYPE-010-MIB 
SNMP-NOTI FICATION-MIB 
IP-FORWARD-MIB 
CISCO-ENTITY -ASSET -MIB 
CISCO-SIP-UA-MIB 
CISCO-BGP4-MIB 
CISCO-PPPOE-MIB 
ATM-MIB 
BGP4-MIB 
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Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ft_xtrk . htm . 

IKE-Initiate Aggressive Mode 

The IKE-Initiate Aggressive Mode feature allows you to specifyR.A,.DIÚS Tunnel attributes 
(Tunnel-Client-Endpoint [66] and Tunnel-Password [69]) for an IPSec peer and to initiate an IKE 
aggressive mode negotiation with the tunnel attributes. This feature is best implemented in a crypto 
hub-and-spoke scenario, in which the spokes initiate IKE aggressive mode negotiation with the hub by 
using the preshared keys that are specified as tunnel attributes and stored on the AAA server. This 
scenario is scalable because the preshared keys are kept ata central repository (the AAA server) and 
more than one hub router and one application can use the information. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ft_ikeag.htm . 

lntegrated IS-IS Point-to-Point Adjacency Over Broadcast Media 

When a network consists o f only two networking devices that are connected to broadcast media and 
using the integrated IS-IS protocol, it is better for the system not to have to handle the link as a broadcast 
link but rather as a point-to-point link. The Integrated IS-IS Point-to-Point Adjacency Over Broadcast 
Media feature introduces a new command to make IS-IS behave as a point-to-point link between the 
networking devices. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftissp2p .htm . 

lntegrated IS-IS Support for 1Pv6 

OL-2339-04 Rev. GO 

1Pv6 supports Interior Gateway Protocols (IGPs) and Exterior Gateway Protocols (EGPs). Routing 
Information Protocol (RIP) and Integrated Intermediate System-to-Intermediate System {IS-IS) 
protocols are the supported IGPs for 1Pv6. Multiprotocol Border Gateway Protocol (BGP) is the 
supported EGP for 1Pv6. 

IS-IS in 1Pv6 functions the same as and offers many o f the same benefits as IS-IS in 1Pv4. 1Pv6 
enhancements to IS-IS allow IS-IS to advertise 1Pv6 prefixes in addition to 1Pv4 and Open System 
Interconnection (OSI) routes . Extensions to the IS-IS CLI allow configuration of IPv6-specific 
parameters. IS-IS in 1Pv6 extends the address families supported by IS-IS to include 1Pv6, in addition to 
OSI and 1Pv4. 

Refer to the following document for additional information: 

http: //www.ci sco.com/univercd/cc/td /doc/product/softw arelios 122/ 122newft/ 122t/ 122t2/ipv6/ftip v6s .ht 
m. 

i ;::is: _ _ ~~--- ~ 
j ~ 
~ 76G,...., ~ 
l ~ 7 I J 
i á 
' '~ ;Doe: 

~-·------



• New and Changed lnfonnation 

lnteracti~ sponse Version 2.0 on VoiP Gateways 

~0· --- "' · , ~ '% in te ctive V o ice Response (IVR) consists o f simple voice prompting and digit collection to gather caller 
\ WCu mfo ation for authenticating the use r and identifying the destination. IVR applications can be assigned 

\ \Y .· t~ cific ports or invoked on the basis o f dialed number identification service (DNIS). An IP Public 
C :: ·· .S tched Telephone Network (PSTN) gateway can have severa! IVR applications to accommodate many 

f \... tfferent gateway services, and you can customize the IVR applications to present different interfaces to 
the various callers. 

IVR systems provi de information in the form o f recorded messages ove.r telephone !ines in response to 
use r input in the formo f spoken words, o r more commonly, dual tone múTtifrequency (DTMF) signaling. 
IVR uses Tool Command Language (TCL) scripts to gather information and to process accounting and 
billing. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ft_ivr72 .htm. 

IP-FORWARDING-TABLE-MIB 

This release introduces support for the new IP-FORWARD-MIB (IP Forwarding Table MIB). The 
current version ofthe IP Forwarding Table MIB is defined in RFC 2096. (RFC 2096 replaces RFC 1354.) 
The Cisco implementation ofthis MIB does not support the ipCiderRouteNextHopAS object. 
Additionally, ali entries for the ipCidrRouteTos object (the IP Type-of-Service field) remain set to zero, 
which indicates a default TOS policy. 

For details, refer to the IP-FORWARD-MIB.my file, available through the Cisco MIB FTP site at the 
following URL: 

ftp: //ftp.cisco.com/pub/mibs/v2/. 

IP Multicast MIB Enhancements 

The IP Multicast MIB Enhancements feature enhances the IP multicast routing protocol in Cisco lOS 
software by adding MIB variables to query the number o f (S, G) and (*, G) entries. lt also adds support 
for high-speed interface counters . 

IPSec VPN High Availability Enhancements 

• •n• 
~ ,~ 

\ -

The IPSec VPN High Availability feature consists oftwo new features-Reverse Route lnjection and 
Hot Standby Router Protocol and IPSec-that work together to provi de users with a simplified netwot 
design for VPNs and reduced configuration complexity on remate peers with respect to defining gateway 
lists. 

Reverse Route lnjection 

Reverse Route Injection (RRI) is a feature designed to simplify network design for Virtual Private 
Network (VPNs) in which there is a requirement for redundancy or load balancing. RRI works with both 
dynamic and static crypto maps. 

In the dynamic case, as remate peers establish IPSec security associations (SAs) with an RRI-enabled 
router, a static route is created for each subnet or host protected by that remate peer. For static crypto 
maps, a static route is created for each dest ination of an extended access-list rui e . 

OL-2339-04 Rev. GO 



QuickSpecs HP ProLiant ML35 

Options 

HP Factory Express Factory lnstallation, Racking, and Customization Services 

Factory Express Server Configuration Levei 1 

NOTE: Free lnstollotion oi HP Options- lnstollotion oi HP Options memory, NICs, hard drives, 

controllers, processors, 1/0 cords, pre-instoll stondord OEM OS imoge, ond tope drives. lnstollotion 

fees will opply to oi I non-HP certilied hardware ond assei togs. 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Factory Express Server Configuration Levei 2 

NOTE: lncludes Levei 1 Customer lntent oi o ProLiont server ond options confi~ratioA, OS 

instollotion, custam imoge downlood, IP oddressing, nelwork setting, ond cuttom- pockoging. 

Customer uni que requirements (quick restare creotion, cd duplicotion, test reports, real-time reporting 

oi server MAC oddress, possword, ond RILOE). Customer occess, volidotion ond contrai through VPN 

(price/server) . 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Foctory Express Rock lntegrotion Levei 3 with 1 - 3 servers ar storoge enclosures 

Foctory Express Rack lntegrotion Levei 3 with 4 - 9 servers ar storoge enclosures 

Foctory Express Rock lntegration Levei 3 with 1 O or more servers ar storoge enclosures 

NOTE: lncludes Levei 1 Customer lntent for stondord mounted servers ond storoge units plus 

stondord coble mgmt, RAIO conligurotion, servers & storoge, power distribution, networking gear ond 

occessories (price/ro520ck) . 

NOTE: Avoiloble on ProLiont ML370 G3 Rock Models Only. 

Foctory Express Rack lntegrotion Levei 4 with 1 - 3 servers ar storoge enclosures 

Foctory Express Rack lntegration Levei 4 with 4 - 9 servers ar storoge enclosures 

Factory Express Rack lntegration Levei 4 with 1 O or more servers ar storoge enclosures 

NOTE: lncludes Levei 2 Customer lntent plus cuslomer defined coble monogement ond noming 

convention, customer furnished imoge downlood, IP oddressing, cluster configurotions (SQL, Externai 

storoge RAIO). Quick restare creation, cd duplicotion, test reports, real-time reporting oi server MAC 

oddress, possword, RILOE). Customer occess and volidotion through VPN (price/rock). 

NOTE : Avoilable on Proliont ML370 G3 Rock Models Only. 

Factory Express Rock lntegrotion Levei 5 with 1 - 3 servers or storoge enclosures 

Factory Express Rock lntegrotion Levei 5 with 4 - 9 servers or storoge enclosures 

Foctory Express Rock lntegrotion Levei 5 with 1 O or more servers or storoge enclosures 

NOTE: lncludes Levei 4 Cuslomer lntent plus Custam SW loyering ond extended test, Customer 

occess, volidotion ond contrai through VPN, Clustered rocks with networking gear ond/or externai 

storoge orroy, Stort-up instollotion services custam quote. (price/rock). 

293355-888 

266326-888 

325736-888 

232539-888 

325735-888 

325734-888 

232540-888 

325733-888 

325732-888 

232541-888 

325731-888 

NOTE: Foctory Express Engineered Solution Levei 6 is o custam solutions ovoiloble through Foctory 

Express. Pleose contoct o your local reseller or Account Monoger. 

~~O-· ----------------------N-O __ T_E_:_A_v_o_i_lo-b-le __ o_n_P_r_o_Li_o_n_t_M_L_3_7_o_G __ 3_R_o_c_k_M __ o_d_e_ls_o __ n_ly-·---------------------------------------------

Service and Support 

Offerings (HP Core Pock 

Services) 

i n v e n t 

Hardware Services On-site Service 

4-Hour On-site Service, 5-Day x ) 3-Hour Coveroge, 3 Yeors (Canodion Port Number) 

4-Hour On-site Service, 5-0oy x 13-Hour, 3 Yeors (U.S. Pari Number) 

4-Hour On-site Service, 7-Day x 24-Hour Coverage, 3 Years (Canadian Pari Number) 

4-Hour On-site Service, 7 -Doy x 24-Hour Coveroge, 3 Yeors (U.S. Por! Number) 

6-Hour Coll to Repoir, On-site Service, 7-Doy x 24-Hour Coverage, 3 Years (Canadian Por! Number) 

6-Hour Coll to Repoir, On-site Service 7-Doy x 24-Hour Coveroge, 3 Yeors (U.S. Por! Number) 

FP-EL3EC-36 

331045-002 

FP-EL7EC-36 

162675-002 

FP-ELCEC-36 

331046-002 
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QuickSpecs HP ProLiant ML35 0 Generation 3 

Options 

C\ 
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lnstallation & Start-Up of a Proliant server and Microsoft 0/S per the Custa mer Descriptian and/or 
Data Sheet. To be delivered on o scheduled bosis 8am-5pm, 
M-f, excl. HP holidays. (Canadian Part Number) 

lnstollotion & Start-Up of o Proliant server ond Linux 0/S per the Customer De;cription and/or Doto 
Sheet. To be delivered on o scheduled bosis 8om-5pm, 
M-F, excl. HP holidoys. (U.S. Part Number) 

lnstallation & Stort-Up of o Proliant server ond Linux 0/S per the Customer Description and/or Dota 
Sheet. To be delivered on o scheduled bosis 8om-5pm, 
M-f, excl. HP holidays. (Conadion Port Number) 

Support Plus 

Onsife HW support, 8om-9pm, M-F, 4hr response ond Microsoft OIS SW Tech support offsife, onsite 
at HP's discretion, 8om-9pm, M-F 2hr response time excl . HP holidoys. (U .S. Part Number) 

Onsite HW support, 8am-9pm, M-F, 4hr response and Microsoft 0/S SW Tech support offsite, onsite 
at HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidays. (Canadian Part Number) 

Onsite HW support, 8am-9pm, M-F, 4hr response and Linux 0/S SW Tech support offsite, onsite ot 

HP's discretion, 8am-9pm, M-F 2hr respanse time excl. HP holidoys. (U .S. Port Number) 

Onsite HW support, 8am-9pm, M-F, 4hr response and Linux 0/S SW Tech support offsite, onsite a t 
HP's discretion, 8am-9pm, M-F 2hr respanse time excl . HP holidays. (Cana dian Port Number) 

Support Plus 24 

Onsife HW support 24x7, 4hr respanse and Microsoft OIS SW Tech support offsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP holidays. (U.S. Part Number) 

Onsite HW support 24x7, 4hr response and Microsoft 0/S SW T ech support offsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP holidays. (Canadian Part Number 

Onsite HW support 24x7, 4hr response ond Linux 0/S SW Tech support offs ite, onsite ot HP's 
discretion, 24x7 2hr response time incl. HP holidays. (U.S. Part Number 

Onsite HW support 24x7, 4hr response and Linux 0/S SW Tech support offsite, onsite at HP's 
discretion, 24x7 2hr response time incl. HP holidays. (Canadian Part Number 

DA- 11430 North Americo - Version 23 - July 17, 2003 

FP-ELINS-EC 

401791-002 

240013-002 

FM-MSTEC-01 

331051-002 

FM-LSTEC-01 

239928-"J 

FM-M01 E1-36 

331049-002 

FM-L01E1-36 

239930-002 

FM-M02E 1-36 

331050-002 

FM-L02E1-36 
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QuickSpecs HP ProLiant ML3 3 

Options 

o 

i n v e n t 

CarePaq Priarity Services for ProLiant Servers - Priority Si/ver 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Si/ver Software Suppart, 1-hr respanse, 
Monday- Friday, 8AM- 5PM local time, 2-hr response after hours for Windows NT, Windows 2000, 
Professionol, Server or Advanced Server Operoting System, Technical Account Manoger, Technical 
Newsletter, SW activity review, proactive patch notification, 1 System Healthcheck per year (2-5-2 Part 
Number for Canada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Suppart for 
Windows NT, Windows 2000, Professional, Server ar Advanced Server Operoting System {2-5-2 Part 
Number for Canada) 

.; 

24 x 7 HW, 4-hr respanse, Named HW engineer; 24 x 7 Silver Software Suppart, 1-hr response, 
Manday- Friday, 8AM- 5PM local time, 2-hr response after hours for Novell NetWare Operating 
System, Technical Account Manager, Technical Newsletter, SW adivity review (2-5-2 Part Number for 
Canada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for Novell 
NetWare Operating System {2-5-2 Part Number for Canada) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Monday- Friday, 8AM- 5PM local time, 2-hr response after hours for Windows NT, Windows 2000, 
Professional, Server ar Advanced Server Operating System, T echnical Account Manager, T echnical 
Newsletter, SW adivity review, proactive patch notification, 1 System Healthcheck per year (6-3 Part 
Number for U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for 
Windows NT, Windows 2000, Professional, Server or Advanced Server Operoting System (6-3 Part 
Number for U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Monday- Friday, 8AM- 5PM local time, 2-hr response after hours for Novel I NetWare Operoting 
System, T echnical Account Manager, T echnical Newsletter, SW activity review (6-3 Part Number for 
U.S.) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Subsequent System Support for Novell 
NetWare Operoting System (6-3 Part Number for U.S.) 

NOTE: For more information, customer/resellers can contact http://www.hp.com/services/carepack 

FM-M24E1-36 

FM-N04E 1-36 

FM-N24E 1-36 

239932-002 

239934-002 

239972-002 

239974-002 
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QuickSpecs HP ProLiant ML350 Generation 3 

odels HP Prolia 
The ML350 ved ond non-interleoved memory configurotions. Arroy models ship stondord with one 512MB DIMM, non-interleoved. 

invoke interleoving by populoting memory in identicol poirs. lnterleaving memory ond instolling in poirs is no! required . 
~Ql.l~:ao-ry DIMMs to operote in non-interleoved mede. 

Standard Memory 
512MB (expondoble to 8GB) of 2-woy interleoving copoble PC21 00 DOR SDRAM running ot 200MHz on 400MHz models or 266MHz on 533MHz models, 
with Advonced ECC copobilities (1 x 512MB) 

NOTE: Advanced ECC Memory - ECC protection provides the ability to detect and correct single bit memory eiror~ whil~· Advanced ECC exlends this 
coverage to include protection against multiple simultaneous errors on a DIMM . Advonced ECC detects and corrects 4bit memory errars that occur within a 
single ORAM chip on o DIMM. Advonced ECC algorithms work in combination with industry standard ECC DIMMS. 

Standard Memory Plus Optional Memory 
Up to 6 .7 GB of total memory con be implemented with lhe instollotion of three oplional PC21 00-MHz Registered ECC DOR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
Up to 8.2 GB of total memory con be implemented with the removo I of lhe stondord 512-MB DIMM ond lhe optionol instollotion of PC21 00-MHz 
Registered ECC DOR SDRAM DIMMs. 

NOTE: Charts do not represent ali possible memory configurotions. 

Slot 1 Slot 2 

Standard 512MB 512MB Empty 

Optional 6656MB 512MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

2x1 lnterleaved Memory 
Pair 1 

(Recommended) 

Total Memory Slot 1 Slot 2 

Recommended 1GB 512MB 512MB 

Configurations fo 1.5GB 512MB 512MB 
Array Models 2GB 512MB 512MB 

Following ore memory options ovoiloble from HP: 

• 128MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 1 28 MB) 

e 256MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 256 MB) 

• 512MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 512 MB) 

NOTE: To invoke interleoving in your orroy model, order this kit for o total of 1-GB of interleoved memory. 

• 1024MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 1024MB) 

• 2048MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit (1 x 2048MB) 

C\ ... 
• ·1""' 

Slot 3 
Empty 

2048MB 

2048MB 

Slot 3 
Empty 

256MB 

512MB 

(hP.l v DA- 11430 North America - Versi0n 23- July 17, 2003 
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Pai r 2 

Slot 4 

Empty 

2048MB 

2048MB 

Slot 4 

Empty 

256MB 

512MB 

287494-821 

287495-B21 

2874J0 

28749~~ 
301044-821 
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QuickSpecs HP ProLiant 

Memory 

HP Proliant ML350 G3 Non-Array Models 
The ML350 G3 supports both interleaved and non-interleaved memory configurations. Base models ship standard with ane 256MB DIMM, non-interleaved. 
For best performance automatically invoke interleaving by populating memory in identicol poirs. lnterleoving memory ond instolling in pairs is not required . 
Add ony combinotion of memory DIMMs to operate in non-interleaved mode. 

Standard Memory 

256MB (expondoble to 8GB) of 2-way interleoving copoble PC21 00 DOR SDRAM running oi 200MHz on 400MHz models ar 266MHz on 533MHz models 
with Advonced ECC copabilities (1x 256MB) 

NOTE: Advanced ECC Memory- ECC protection provides the ability to detect and correct single bit memory errors while Advanced ECC extends this 
coverage to include protection ogoinst multiple simultoneous errors on o DIMM. Advonced ECC detects ond corrects 4bit memory errors thot occur within o 
single ORAM chip on o DIMM. Advonced ECC olgorithms work in combination with industry stondard ECC DIMMS. 

Standard Memory Plus Optional Memory 
Up to 6.4 GB optional memory is available with the installation of PC21 00-MHz Registered ECC DOR SDRAM DIMMs. 

Standard Memory Replaced with Optional Memory 
Up to 8.2 GB of memory is ovailable with lhe removei of the standard 256-MB of memory and lhe optionol installation of PC21 00-MHz Registered ECC 
')DR SDRAM DIMM installed . 

NOTE: Cha rts do no! represent ali possible memory configurations 

Memory 

Slot 1 Slot 2 

Standard 256MB 256MB Empty 

Optional 6400MB 256MB 2048MB 

Maximum 8192MB 2048MB 2048MB 

Total Memory 
1 2 

Recommended Desired 

Configurations fo 512MB 256MB 256MB 
Base Models 1GB 256MB 256MB 

1.5GB 256MB 256MB 

Total Memory 
1 2 

Recommended Desired 

Configurations fo 1GB 512MB 512MB 
Array models 1.5GB 512MB 512MB 

' " d ' 2GB 512MB 512MB u 
Following are memory options avoilable from HP: 

• 128MB of Advonced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 128 MB) 

• 256MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 256 MB) 

NOTE: To invoke interleaving in your base model, arder this kit for o total of 512MB of interleoved memory. 

• 512MB of Advanced ECC PC21 00 DOR SDRAM DIMM Memory Kit ( 1 x 512 MB) 

• 1024MB ofAdvanced ECC PC2100 DOR SDRAM DIMM Memory Kit (1 x 1024MB) 

e 2048MB of Advonced ECC PC21 00 DOR SDRAM DIMM Mernory Kit (1 x 2048MB) 

Slot 3 

Empty 

2048MB 

2048MB 

3 

Empty 

256MB 

512MB 

3 

Empty 

256MB 

512MB 

DA- 11430 North America - Version 23- July 17, 2003 
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Slot 4 

Empty 

2048MB 

2048MB 

4 

Empty 

256MB 

512MB 

4 

Empty 

256MB 

512MB 

287494-821 

287495-821 

287496-B21 

287497-B21 

301044-B21 



QuickSpecs 
Storage 

• 

• 

Drive Support 

Removoble Media 

Quantity 
Supported 

1 .44-MB Diskette Drive Up to 1 

IDE (ATAPI) CD-ROM Drive Up to 2 

DVD-ROM Drive Option Kit Up to 2 

ML3xx Two Bay Hot Plug SCSI Up to 1 
Drive Cage 

cY 

Position 
Supported 

A 

B, C, D 

B, C, D 

C, D 

HP ProLiant ML350 Generation 3 

O - 5 6 x 1 in SCSI Hard Drive Bays 

A 3.5 in Diskette Drive 

B 48x CD-ROM 

C, D Availoble holf height boy 

Controller 

lntegrated 

lntegrated IDE (ATAPI) 

lntegrated IDE 

lntegrated SCSI 

o 

~~· J(_\ __ ~~-------------------D-A---1-l-43-0----N-a_rl_h _A_m-er-ic_a ____ V_e-rs-io_n_2_3 ____ Ju_l_y _l-7,-2-0_0_3 ________________________ Pa_g_e_3 __ 4 
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QuickSpecs 
Storage 

Hard Drives 

U/tra320 Hot Pluggoble Drives 

Quantity 
Supported 

1-inch 
146.8-GB 1 0,000 rpm 
72.8-GB 10,000 rpm 
36.4-GB 10,000 rpm 
72.8-GB 15,000 rpm 
36.4-GB 15,000 rpm 
18.2-GB 15,000 rpm 

Upto 6 

Position 
Supported 

0-5 

HP ProLiant ML3~0 

Controller 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 532 Controller 
Compaq RAIO LC2 Controller 
Smart Array 5302/128 Contrai ler 

Smart Array 5304/256 Controller ~ 
Smart Array 5312 Controller 
Smart Arroy 641 Controller 
(NOTE: lhe Smart Array 641 Contrai ler ships standard with 2.8 GHz Arroy 
models.) 
Smart Array 642 Contrai ler 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

NOTE: Ali U320 Universal Hard Drives are backward compatible to U2 ar U3 speeds. U320 drives require an optional U320 Smart Array Controller ar 
U320 SCSI HBA to support U320 transfer rales. 

Wide Ultra320 SCSI - Non-Hot Plug 

Quantity 
Supported 

1-inch 
36-GB 10,000 rpm 

Externai Storoge 

Upto 2 

Quantity 
Supported 

Up to 24 

Position 
Supported 

C,D 

Position 
Supported 

Externai 

Controller 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Array 532 Controller 
Compaq RAIO LC2 Controller 
Smart Array 5302/128 Controller 
Smart Array 5304/256 Controller 
Smart Array 5312 Controller 
Smart Arroy 64 1 Controller 
(NOTE: lhe Smart Array 641 Controller ships standard with 2.8 GHz Array 
models.) 
Smart Array 642 Controller 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

Controller 

o 
StorageWorks Enclosure 4300 
Family (supparts 
Ultra3/ Uitra320 1" drives) 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
Smart Arroy 532 Controller 
Smart Array 5302/128 Contrai ler 
Smart Array 5304/256 Contrai ler 
Smart Array 5312 Controller 
Smart Array 642 Controller 

3U Rackmount Kit 
5U Rackmount Kit 

MSA 1000 

Up to 3 Externai 

Please see the MSA Externai 
1 000 OuickSpecs 
below to determine 
conligurotion 
requirements 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

Please see the MSA 1 000 QuickSpecs (URL below) for the latest li st of supported 
HBAs 

MSA 1000: http ://www5.compaq.com/products/quickspecs/1 1 033_.no/ 11 033 ·na.HTML 

-----......_ ~ ----.,..__., .. ,. . 
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QuickSpecs 
. . . ~ 

Storoge 

(,. 

HP ProLiant ML35 0 Generation 3 

nte ai ~ ()., 3 . ' \ 1. 1 7 4 TB (6 x 146.8-GB 1" Ultra320 hot plug hard drives with standard internai drive cage + 2 x 

M f . torage,Capacity - (StorageWorks Enclosure) 

\ 
(o· _ J 72.8-GB 12"Uitra320 Hot plug hard drive using the optional ML3xx Two Bay Hot Plug SCSI Drive 

(À Cage) v ernt-p-·c 49.324 TB (14 X 146.8 GB) X 24 

Teta 50.498 TB 

~~D~s -

NOTE: For an up-ta-date listing of the lates! 0/S Support details for eoch of the Tape Drives listed below, pleoie see the fo llowing: 
http:/ /wwwS.compoq.com/products/quickspecs/North _Ame rica/ l 0233.html 

NOTE: For on up-to-date listing of the lotes! 0/S Support detoils for eoch of the Tope Storage Systems listed below, please see lhe following: 

http:/ /wwwS .compoq .com/products/qu ickspecs/ North _Americo/ l 0809. html 

Quantity 
Supported 

Internai AIT 100-GB, Hot Plug Up to 3 
Internai AIT 50-GB, Hot Plug 
Internai AIT 35-GB, LVD Hot 

Plug 
lnternoi20/40-GB DAT Drive, 
Hot Plug 
Internai DAT 72, Hot Plug 
•Jnstollation of AIT/DAT hot 
plug drives in D+ C requires 
the optionol T wo Boy Hot Plug 
SCSI Drive Cage (PN 244059-
B21) 

20/40-GB DAT DDS-4 Tape Up to 2 
Drive 
Internai 12/24-GB DAT Drive 
Internai DAT 72 

AIT 35GB, Autoloader 

Internai 40/80-GB DLT 
Enhonced 

Internai 40/80-GB DLT VS 

AIT 100-GB Internai 
AIT 50-GB Internai 
AIT 35-GB, LVD Internai 

LTO Ultrium 230, Interno! 
LTO Ultrium 460, Internai 

SDLT 11 0/220-GB, Interno! 
SDLT 160/320-GB, Internai 

Externo! DAT 72 

AIT 100-GB Externai 
AIT 50-GB Externai 
AIT 35-GB, LVD Externai 

Externai 40/80-GB DLT 
Enhanced 
Externai 40/80-GB DLT VS 
Externai 20/40-GB DLT 

í"v{ TO Ultrium 215, Externo! 
\.; ~TO Ultrium 230, Externai 

LTO Ultrium 460, Externo! 

i n ,.. • n t 

Upto 4 

Up to 1 

Up to 2 

Up to 2 

Up to 1 

Up to 1 

2 

2 

Up to 3 

Up to 2 

Position 
Supported 

0+ 1' 2+ 3, 
D+ c· 

C,D 

Externo! 

C+D 

C,D 

C,D 

C + D 

C+D 

Externai 

Externai 

Externo! 

Externai 

Controller 

Smart Array 532 Controller 
Smart Array 5302/128 Controller 
Smort Array 5304/256 Controller 
Smart Array 5312 Contrai ler 
Smart Array 641 Controller 
(N O TE: lhe Smo rt Array 641 ships standard wi th 2.8 GHz Array models.) 
Smart Array 642 Controller 
64-Bit/133Mhz Dual Channel Ultro320 SCSI Adopter 

) 

•NOTE: lhe Smort Array 532 Controller does no! support lhe AIT l 00-GB Hot 
Plug Tope Drive. 

lntegrated Dual Chonnel Wide Ultra3 SCSI Adopter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

lntegrated Dual Chonnel Wide Ultra3 SCSI Adopter (requires lnternol-to-Externol 
SCSI coble option) 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 

lntegrated Dual Channel Wide Ultro3 SCSI Adapter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adopter 

lntegroted Dual Chonnel Wide Ultra3 SCSI Adopter 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adopter 

64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 

64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adapter 

64-Bit/133-MHz Dual Chonnel Ultra320 SCSI Adopter 

o 

lntegrated Dual Chonnel Wide Ultra3 SCSI Adapter (requires Internai-to-Externai 
SCSI coble option) 
64-Bit/133Mhz Dual Chonnel Ultra320 SCSI Adopter 

lntegrated Dual Chonnel Wide Ultra3 SCSI Adopter {requires lnternol-to-Externol 
SCSI coble option) 
64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 

64-Bit/133Mhz Dual Chonnel Ultro320 SCSI Adopter 
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QuickSpecs 
Storage 

SDLT 110/220-GB, Externai Up to 2 

SDLT 160/320-GB, Externai 

20/40-GB DAT 8 Cassette Up ta 1 

Autoloader Externai 

SSL2020 AIT Library 

MSL5026DL.X (40/BOGB DLT­
based) 
MSL5026SL (SDLT-based) 
Library 
MSL5052SL (SDLT-based) 

Library 
MSL5030L (LTO-based) Library 
MSL5060S (LTO-based) Library 

2 drives per SCSI 
channel 

2 drives per SCSI 
channel 

o 

Externai 

Externai 

Externai 

Externai 

lntegrated Dual Channel Wide Ultra3 SCSI Adapter 

SCSI cable option) 
64-Bit/133Mhz Dual Channel Ultra320 SCSI Adapter 

64-Bit/l33Mhz Dual Channel Ultra320 SCSI Adapter 

SAN Access Module for Smart Array 5302 Controller 

64-Bit/66-MHz Dual Channel Wide Ultra3 SCSI Adapter, Altemate OS 

3 
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Quic;kSpecs 

Part Numb 

Spare Kit -

Frequency Range (Nominal) 
(Hz) 

Nominal lnput Voltage (Vrms) 

Max Rated Output Wattage Rating 

Nominal lnput Current (A rms) 

47 to 63 (50/60) 

Max Rated lnput Wattage Rating (Watts) 

Max. Rated VA (Volt-Amp) 

Efficiency (%) 

Power Factor 

Leakage Current (mA) 

Maximum lnrush Current (A peak) 

Maximum lnrush Current duration (miliseconds) 

System Specifications 
ML350 Generation 3 (G3) Fully Configured 

100 115 

500 500 

7.8 6.7 

769 758 

785 773 

65 66 

0.98 0.98 

0.31 0.36 

21 24 

20 20 

HP ProLiant ML350 Generation 3 

208 220 230 240 

500 . §Do •· 500 500 

3.7 3:4 3.2 3.0 

746 735 725 714 

761 750 739 729 

67 68 68 70 

0.98 0.98 0.98 0.98 

0.65 0.69 0.72 0.75 

43 46 48 50 

20 20 20 20 "' _,1 

Up to 2 Processors, 4 Memory Slots, 8 Hard Drives, 5 PCI Slots, and 2 Hot Plug Power Supplies 

Nominal lnput Voltage (Vrrns) 100 115 

Fully Loaded System lnput Wattage (W) 557 549 

Fully Loaded System lnput Current (A rms) 5.7 4.9 

Fully Loaded System Thermal (BTU-Hr) 1900 1872 

Fully Loaded System VA (Volt-Amp) 569 560 

System Leokage with ali power supplies loaded (mA) 0.63 0.72 

System lnrush Current with ali power supplies loaded (A) 42 48 

Power cord requirements Nema 5-15P to IEC320-C13 

IEC320-C13 to IEC320-C14 

NOTES: 
ActiveAnswers Power Calculation 
Power colcu lotor is LIVE on ActiveAnswers Web site. This is an externollink. 
Follow this link: http:/ / h30099 .www3 .hp.corn/ configurator/ powercalcs.osp 
NOTE: This Web site is available in English only. 

To drill down to calculators: 
- Click on: "Proliant Servers" 
- Click on the Server of interest. Example: ML350 G3 
- Click on: "Power Calculator" link. (You may need to scroll down to see it) 

208 220 230 240 

541 534 526 519 

2.7 2.5 2.3 2.2 

1846 1820 1794 1770 

552 545 537 530 

1.30 1.38 1.44 1.50 

86 92 96 100 

Option no./Spare no : See Power Cord chart 

Option no./Spore no: 142257-001/142258-821 

o 

(h/)" r\ ;: 
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QuickSpecs 
TechSpecs 

System Unit- Tower 

~ • 

o 

Dimensions (HxWxD) 
(with feet/bezel) 

Dimensions (HxWxD) 

(without feet/bezel) 

Weight(approximate) 

lnput Requirements 
(per pawer supply) 

Line Frequency 

BTU Rating 

SCSI Connectors 

Power Supply Output 
Power 
(per power supply) 

T emperature Range 

Maximum Wet Bulb 
T emperature 

Relative Humidity 
(non-eondensing) 

Acoustic Noise 

HP ProLiant ML3 

18.5 X 1 0.25 X 26 in (46. 99 X 26.04 X 66.04 em) 

17.5 X 8.5 X 24 in (44 .50 X 21 .59 X 60.96 em) 

60 lb (27.24 kg) (without hard drives) 

Range Line Voltage 1 00 to 120 VAC/200 to 240 VAC 

Rated lnput Frequency 

lnput Power 

Rated lnput Current 

50 to 60Hz 

1 , 839 BTU/hr 

Two internai HD68 eonnedors 

50Hz to 60Hz 

538W @ 1 1 Oj/.AC • · 
J 

7 .4N3.7A 

(Support for either two internai, two externai , ar a mix of internai/externai is available. This 
is achieved usmg an 1nternal to externai SCSI cable option kit (PN 15954 7 -822) and either 
of the two SCSI knockouts.) 

Rated Steady-State Power 500W 

Operating 50° to 95o F (1 oo to 35o C) 
(No dired sustoining sunlight) 

Storage (up to one year) -40o to 158° F (-400 to 70° C) 

82.4° F (28° C) 

Operating 10%to 90% 

Non-operating 5% to 90% 

ldle 
(Fixed Disk Drives Spinning) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operating 
(Rondem Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

DA- 11430 North America - Version 23 - July 17, 2003 
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QuickSpecs HP ProLiant ML350 Generation 3 

TechSpecs 

1.44-MB Oiskette Drive 

~~ I v 
i n v • n t \ 

\ 

Oimensions (HxWxD) 

·Weight(approximate) 

lnput Requirements 
(per p,ower supply) 

I 

me Frequency 

BTU Rating 

SCSI Connectors 

Power Supply Output 
Power 
(per power supply) 

Temperature Range 

Maximum Wet Bulb 
T emperature 

Relative Humidity 
(non-condensing) 

Acoustic Noise 

LED lndicators 
(frant panel) 

8.61 x 19 x 24 in (21.87 x48.26 x 60.96 em) 

60 lb (27.24 kg) (withaut hard drives) 

Range Line Voltage l 00 to 120 VAC/200 to 240 VAC 

Rated lnput Frequency 50 Hz to 60 Hz 

lnput Power 

Rated lnput Current 

50 to 60Hz 

l , 839 BTU/ hr 

Two internai HD68 connectors 

538W@ 110 VAC 

7.4N3. 7A 

(Support for either two internai , two externai, ar o mix of interna i/externai is avai loble. This 
15 achieved us1ng an 1nternal to externai SCSI cable option kit (PN 15954 7 -822) and either 
of the two SCSI knockouts. ) 

Rated Steady-State Power 

Operating 

Storage (up to one year) 

82.4° F (28° C) 

Operating 

Non-operating 

ldle 
(Fixed Disk Drives Spinning) 

500W 

50° to 95o F (l oo to 35° C) 
(No direct sustaining sunlight) 

-40° to 158° F (-40° to 70° C) 

10% to 90% 

5%to 90% 

L WAd (BELS) 6.0 

L pAm (dBA) 46.3 

Operating 
(Rondam Seeks to Fixed Disks) 

L WAd (BELS) 6.0 

L pAm (dBA) 46.5 

Green 

) 

Read/Write Capacity per 1.44 MB/ 720 KB 
Oiskette (high/low density) 

Orive Supported One 

Orive Height 

Orive Rotation 

T ransfer Rate 
(high/ law) 

Bytes/Sector 

Sectors/T rack (high/ low) 

T racks/ Side (high/ low) 

Access Times 

Cylinders (high/ low) 

One-third 

300 rpm 

500 K/250 K bits/ s 

512 

18/ 9 

80/ 80 

T rack-to-T rack (high/ low) 

Average (high/low) 

Settling Time 

Latency Average 

80/ 80 

Read/Write Heads Two 

3/ 6 ms 

169/94 ms 

15 ms 

100 ms 

DA- 11 430 North America - Version 23 - July 17, 2003 
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QuickSpecs 
TechSpecs 

48X Max IDE (ATAPI) 
CD-ROM Drive 

Disk 

Block Size 

Interface 

Access Times (typical) 

Data Transfer Rate 

Coche Buffer 

Start-up Time (typical) 

Stop Time 

Laser Parameters 

Operating Conditions 

Dimensions 

NC7760 PCI Gigabit Network Interface 

Server Adopter (embedded) Compotibility 

Doto Transfer Method 

Network T ronsfer Rote 

Connector 

Coble Support 

Applicable Disk 

Capacity 

Mede 1 

Mede 2 

CO-DA 

CO-XA 

IDE (ATAPI) 

Rondam 

Fuii-Stroke 

Sustained 

Burst 

Bus Rale 

128 KB 

< 7seeonds 

< 4seeonds 

Type 

Wave Length 

T emperature 

Humidity 

(HxWxD, maximum) 

Weight 

Mixed Mede (Audio and Data combined) 

CO-R 

540 MB (Mede 1, 12 em) 

650 MB (Mede 2, 12 em) 

2,048 bytes . .::.. 

2,340 bytes: 2,336 bytes 

2,352 bytes 

2,328 bytes 

< 100 ms 

< 150 ms 

3000 to 7200 KB/s (20X to 48X) 

1 50 KBps to 7,200 KBps 

16.7 MBps 

Semiconductor Laser GaA 1 As 

780:!: 25 nm 

4 1 o to 113o F (5° to 45° C) 

10%to 80% 

1. 7 X 5.85 X 8.11 in (4.29 X 14.86 X 20.60 em) 

2.09 lb (0.95 kg) 

1 O Base-T /1 OOBase-TX/1 OOOBase-TX 

IEEE 802.3 1 OBase-T 

IEEE 802 .3ab 1 OOOBase-T 

IEEE 80.3u 1 OOBase-TX 

32 -bit bus-master PCI 

1 O Base-T(Half-Duplex) 

1 OBase-T(Fuii-Duplex) 

1 OOBase-TX(Half-Duplex) 

1 OOBase-TX(Fuii-Duplex) 

1 OOOBase-TX 

RJ-45 

10Base-T 

1 0/1 00/1 OOOBose-TX 

10 Mb/s 

20 Mb/s 

100 Mb/s 

200 Mb/s 

1000Mb/ s 

Categories 3, 4 ar 5 UTP; up to 328ft (100m) 

Category 5 UTP; up to 328ft (100m) 

!';'~ ... ....._ . .. . .... . 
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QuickSpecs HP ProLiant ML350 Generation 3 

TechSpecs 

lntegrated Dual Channel Drives Supported 

Wide Ultra3 SCSI A ~~ansfer Method 

Up to 28 SCSI devices (14 per chonnel) 

64-bit PCI bus-moster 

Smart Array 64 1 
Controller 

-~-~;~~SI ~'annel Transfer 
~ CRate \ 

\ (O· r{Jaxi~vm !rransfer Rate 
fper per-a s (peak) 

6'pt_cSJ ~ 
..... 

Electrical Protocol 

SCSI Termination 

80 MB/s per chonnel 

133 MB/s per chonnel 

Wide Ultra2 SCSI 

Wide-Uitra SCSI-3 

Fost SCSI-2 

Low Voltoge Differentiol (LVD) 

Aclive Terminotion 

Externai SCSI Connectors Two 80-Pin VHDCI connectors 

Internai SCSI Connectors Two 68-Pin Wide-Uitra SCSI-3 connectors 

Protocol Ultro320 SCSI 

(NOTE: The Smort Arroy 641 
Controller ships stondord with 
the 2 .8 GHz Arroy Models only) 

SCSI Electrical Interface 

Drives Supported 

SCSI Port Connectors SA-
641 

Low Voltoge Differentiol (LVD) 

Up to 6 Ultra 320, Ultra3 ond Ultra2 SCSI hord drives 

one internai SCSI port 

) 

" 

i n v e n I . ) 

Data T ransfer Method 

PCI Bus Speed 

PCI 

Simultaneous Drive 
Transfer Channels 

Channel Transfer Rate 

Software upgradeable 
Firmware 

64-Bit PCI bus-moster 

64-bit, 133-MHz PCI-X ( 1 GB/s moximum bondwidth) 

3 .3 volt PCI slot compotibility only 

Two 

320-MB/s total; 320-MB/s per chonnel 

Yes 

Coche Memory 64-MB ORAM used for code, tronsfer buffers, ond non-bottery bocked reod coche 

Logical Drives Supported 32 

Maximum Capacity 880.8 GB (6 X 146.8 GB) 

Memory Addressing 

RAIO Support 

64-bit, supporting servers memory greoter thon 4 GB 

RAIO 5 (Distributed Doto Guording) 
RAIO 1 + O (Striping & Mirroring) 
RAIO 1 (Mirroring) 
RAIO O (Striping) 

Upgradeable Firmware 2-MB Floshoble ROM 

Disk Drive and Enclosure Ultra 320, Ultro2 ond Ultro3 
Protocol Support 

o 
Warranty Moximum: The remoining worranty of lhe HP server product in which it is instolled (to o 

moximum three-yeor limited worranty) 

DA - 11 430 

Minimum: One-yeor, on-site limited wo rranty 
Pre-Foilure Worranty: Drives ottoched to lhe Smort Array Contro ller ond mo nitored under 
lnsight Monoger ore supported by o Pre-Foilure (replocement) Worronty. For complete 
detoils, consult lhe HP Support Center or refer to your HP Server Documentotion. 
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QuickSpecs 
TechSpecs 

Vídeo Controller Controller Chíp ATI RAGE XL 

Vídeo ORAM 8 MB Vídeo SDRAM 

Data Transfer Method 32-bit PCI 

Support Resolution Supported Color Depths : 

640 X 480 16.7M, 64K, 256, 16 

800 X 600 16.7M, 64K, 256, 16 

1024 x 768 16.7M, 64K, 256, 16 

1152 X 864 16.7M, 64K, 256, 16 

1280 x 1024 16.7M, 64K, 256, 16 

1600 X 1200 64K, 256, 16 

Connector VGA 

© Copyright 2003 Hewlett-Pockord Development Compony, L.P. 

The ínformotíon contoíned hereín ís subject lo chonge wíthout notice. 

Microsoft ond Windows NT ore US registered trodemorks of Microsoft Corporotion. Intel is o US registered trodemork of Intel Corporotion. 

The only worronties for HP products ond services ore sei forth in the express worronty stotemenls occomponying such products ond services. Nothing herein 
should be construed os constituting on odditionol worronty. HP sholl not be lioble for technicol or editorial errors or omissions contoined herein. 
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Cisco PIX 535 Security Appliance 

Figure 1 

Cisco PIX 535 Security 
Appliance 

-
The Cisco PIX® 535 Security Appliance delivers ent;"rprise-class security for enterprise 

and service provider networ1<s in a high performance, purpose-built appliance. lts 

highly modular three-rack unit (3RU) design supports up to ten 10/100 Fast Ethemet 

interfaces or nine Gigabit Ethemet interfaces as well as redundant power supplies, 

making it an ideal choice for businesses requiring the highest leveis of performance, 

port density, reliability, and investrnent protection. Part of the worid-leading Cisco PIX 
Security Appliance Series, the Cisco PIX 535 Security Appliance provides a wide range 
of rich integrated security services, hardware VPN acceleration capabilities, and 
powerful remote management capabilities in a highly scalable, high-performance 
solution. 

Enterprise•Ciass Security for 

Larga Enterprise and Service 

Provider Networks 

The Cisco PIX 535 Security Appliance 

delivers a multilayered defense for enterprise 

and service provider networks through rich, 

integrated security services including stateful 

inspection firewalling, protocol and 

application inspection, virtual private 

networking (VPN) in-line intrusion 

protection, and rich multimedia and voice 

security in a single device. The 

state-of-the-art Cisco Adaptive Security 

Algorithm (ASA) provides rich stateful 

inspection firewall services, tracking the state 

of ali authorized network communications 

and preventlng unauthorized network 

access. 

Enterprise networks benefit from an 

additionallayer of security via intelligent, 

"application-aware " security services that 

examine packet streams at Layers 4-7, using 

inspection engines specialized for many of 

today's popular applications. 

Administrators can also easily create custom 

security policies for firewall traffic by using 

the flexible access control methods and the 

more than 100 predefined applications, 

services, and protocols that Cisco PIX 

Security Appliances provide. 

Market·Leading Voice·over·IP 

Security Services Protect 

Next·Generation Converged 

Networks 

Cisco PIX Security Appliances provide 

market-leading protection for a wide range 

of voice-over-lP (VolP) and multimedia 

standards, allowing businesses to securely 

take advantage o f the many benefits that 

converged data, voice, and video networks 

deliver. By combining VPN with the rich 

Cisco Systems. Inc. · ~·:::--~ ~~~-
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stateful inspection firewall services that Cisco PIX Security Appliances provide for these converged networking 

standards, businesses can securely extend voice and multimedia services to home office and remote office 

environments for additional cost savings, improved productivity, and competitive advantage. 

Flexible VPN Services Extend Networks Economically to Remote Netw orks and 

Mobile Users 

Businesses can securely extend their networks across low-cost Internet connections to mobile users, business 

partners, and remote offices worldwide using the full-featured VPN capabilities provided by the Cisco PIX 535 

Security Appliance. Solutions range from standards-based site-to-site VPN leveraging the Internet Key Exchange 

(IKE) and IP security (IPsec) VPN standards, to the innovative Cisco Easy VPN capabilities found in Cisco PIX 

Security Appliances and other Cisco security solutions-such as Cisco lOS® routers and Cisco VPN 3000 Series 

Concentrators. Easy VPN delivers a uniquely scalable, cost-effective, and easy-to-manage remote-access VPN 

architecture that eliminates the operational costs associated with maintaining remote-device configurations typic<' 

required by traditional VPN solutions. Cisco PIX Security Appliances encrypt data using 56-bit Data Encryption 

Standard (DES), 168-bit Triple DES (3DES), or up to 256-bit Advanced Encryption Standard (AES) encryption. 

Certain Cisco PIX 535 Security Appliance models have integrated hardware VPN acceleration capabilities, delivering 

highly scalable, high performance VPN services. 

lntegrated lntrusion Protection Guards Against Popular Internet Thre ats 

The integrated in-line intrusion-protection capabilities ofthe Cisco PIX 535 Security Appliance can protect enterprise 

networks from many popular forms of attacks, including Denial-of-Service (DoS) attacks and malformed packet 

attacks. Using a wealth of advanced intrusion-protection features, including DNSGuard, FloodGuard, FragGuard, 

Mai!Guard, IPVerify and TCP intercept, in addition to looking for more than 55 different attack "signatures," Cisco 

PIX Security Appliances keep a vigilant watch for attacks, can optionally block them, and can notify administrators 

about them in real time. 

Award-Winning Resiliency Provides Maximum Business Uptime 

Select models o f Cisco PIX 535 Security Appliances provi de stateful failover capabilities that ensure resilient network 

protection for enterprise network e.nvironments. Employing a cost-effective, active-standby, high-availability 

architecture, Cisco PIX Security Appliances that are configured as a failover pair continuously synchronize thei 

connection state and device configuration data. Synchronization can take place over a high-speed LAN connecti • , 

providing another layer of protection through the ability to geographically separate the failover pair. In the event of 

a system or network failure, network sessions are automatically transitioned between appliances, with complete 

transparency to users. 

Robust Remote-Management Solutions Lower Total Cost of Ownership 

The Cisco PIX 535 Security Appliance is a reliable, easy-to-maintain platform that provides a wide variety of 

methods for configuring, monitoring, and troubleshooting. Management solutions range from centralized, 

policy-based management tools to integrated, Web-based management to support for remote monitoring protocols 

such as Simple Network Management Protocol (SNMP) and syslog. 

Cisco Systems. Inc. 
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Administrators can easily manage large numbers of remote Cisco PIX Security Appliances using CiscoWorks VPN/ 

Security Management Solution (VMS) . This suite consists of numerous modules lncluding Management Center for 

Firewalls, Auto Update Server Software and Security Monitor. This powerful combination provides a highly scalabl~. 

next-generation, three-tier management solution that lncludes the following features: 

• Comprehenslve configuration and software lmage management 
d 

Device hierarchy with "Smart Rules" -based configuration inheritance 

• Customizable administrative roles and access privileges 

• Comprehensive enterprise change management and auditing 

• "Touchless" software image management for remote Cisco PIX Security Appliances 

• Support for dynamically addressed appliances 

Additional integrated event management and inventory solutions are also available as part of the CiscoWorks VMS 

network management suite. 

The integrated Cisco PIX Device Manager provides an intuitive, Web-based management interface for remotely 

configuring, monitoring, and troubleshooting a Cisco PIX 535 Security Appliance-without requiring any software 

(other than a standard Web browser) to be installed on an administrator's computer. A setup wizard is provided for 

easy installation into any network environment. 

Alternatively, through methods including Telnet and Secure Shell (SSH) , or out of band through a console port, 

administrators can remotely configure, monitor, and troubleshoot Cisco PIX Security Appliances using a 

command-line interface (CLI). 

Table 1 Key Product Features and Benefits 

Key Features Benefit 

Enterprise-Ciass Security 

True security appliance . Uses a proprietary, hardened operating system that eliminates security risks associated 
with general purpose operating systems . Cisco quality and no moving parts provide a highly reliable security platform 

Stateful inspection . Provides perimeter netwo~k security to prevent unauthorized network access 
firewall . Uses state-of-the-art Cisco ASA for robust stateful inspection firewall services . Provides flexible access-control capabilities for over 100 predefined applications, 

services and protocols, with the ability to define custem applications and services 

lncludes numerous application-aware inspection engines that secure advanced 
networking protocols such as H.323 Version 4, Session lnitiation Protocol (SIP), Cisco 
Skinny Client Control Protocol (SCCP), Real-Time Streaming Protocol (RTSP), Internet 
Locator Service (ILS), and more 

. lncludes content filtering for Java and ActiveX applets 

Easy VPN Server . Provides remete access VPN concentrator services for a wide variety of Cisco software 
or hardware-based VPN clients 

Pushes VPN policy dynamically to Cisco Easy VPN Remote-enabled solutions upon 
connection, ensuring the latest corporate security policies are enforced . Extends VPN reach into environments using Network Address Translation (NAT) or Port 
Address Translation (PAT), via support of Internet Engineering Task Force (IETF) 
UDP-based draft standard for NAT traversal 

---.r · ·, ~ · . --~. -· ~ · . .. ~~~-~:-.::; n;J UJr ~~ ·*' · "'I ~ 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Site-to-site VPN . Supports IKE and IPsec VPN standards . Ensures data privacy/integrity and strong authentication to remote networks and 
remote users over the Internet -
Supports 56-bit DES, 168-bit 3DES and up to 256-bitAES.data encryption to ensure data 
privacy 

lntrusion protection Provides protection from over 55 different types of popular network-based attacks 
ranging from malformed packet attacks to DoS attacks 

. lntegrates with Cisco Network lntrusion Detection System (lOS) sensors for the ability to 
dynamically blocklshun hostile network nodes via the firewall 

AAA support lntegrates with popular authentication, authorization, and accounting services via 
TACACS+ and RADIUS support -. Provides tight integration with Cisco Secure Access Control Server (ACS) 

X.509 certificate and . Supports SCEP-based enrollment with leading X.509 solutions from Baltimore, Entrusi, ( 
CRL support Microsoft, and VeriSign 

lntegration with leading . Supports the broad range of Cisco AVVID (A rchitecture for Voice, Video and lntegrated 
third-party solutions Data) partner solutions that provide URL filt ering, content filtering, virus protection, 

scalable remote management, and more 

Robust Network Services/lntegration 

Virtual LAN . Provides increased flexibility when defining security policies and eases overall 
(VLAN)-based virtual integration into switched network environments by supporting the creation of logical 
interfaces interfaces based on IEEE 802.1q VLAN tags, and the creation of security policies based 

on these virtual interfaces . Supports multi pie virtual interfaces on a single physical interface through VLAN 
trunking 

. Supports multi pie VLAN trunks per Cisco PIX Security Appliances . Supports up to 24 VLANs on Cisco PIX 535 Security Appliances 

Open Shortest Path . Provides comprehensive OSPF dynamic routing services using technology based on 
First (OSPF) dynamic world-renowned Cisco lOS Software 
routing . Offers improved network reliability through fast route convergence and secure, efficient 

route distribution 
. Delivers a secure routing solution in environments using NAT through tight integra~c 

with Cisco PIX Security Appliance NAT services . Supports MD5-based OSPF authentication, in addition to plaintext OSPF authentication, 
to prevent route spoofing and various routin g-based DoS attacks 

Provides route redistribution between OSPF processes, including OSPF. static, and 
connected routes 

Supports load balancing across equal-cost m ultipath routes 

DHCP server Provides DHCP Server services one or more interfaces for devices to obtain IP addresses 
dynamically 

lncludes extensions for support of Cisco IP Phones and Cisco SoftPhone IP 
telephony solutions 

DHCP relay Forwards DHCP requests from internai devices to an administrator-specified DHCP 
server, enabling centralized distribution, tracking, and maintenance of IP addresses 

NAT/PAT support Provides rich dynamic/static NAT and PAT capabilities 

Cisco Systems. Inc. 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Rich Management Capabilities 

CiscoWorks VPN/ . Comprehensive management suite for large scala:deplczyments 
Security Management lntegrates policy management, software mainte'nance, and security monitoring 
Solution (CiscoWorks 

·vMS) 

PIX Device Manager . lntuitive, Web-based GUI enables simple, secure remate management of Cisco PIX 
(PDM) Security Appliances . Provides wide range of informative, real-time, and historical reports which give criticai 

insight into usage trends, performance baselines, and security events 

Auto Update . Provides "touchless " secure remate management of Cisco PIX Security Appliance 
configuration and software images via a unique push/pull management model 

Next-generation secure XMUHTIPS management interface can be leveraged by Cisco 
and third-party management applications for remate Cisco PIX Security Appliance 
configuration management, inventory, software image management/deployment and 
monitoring . lntegrates seamlessly with Management Center for Firewalls and Auto Update Server 
for robust, scalable remate management of up to 1000 Cisco PIX Security Appliances 
(per management server) 

Cisco PIX CU . Allows customers to use existing PIX CU knowledge for easy installation and 
management without additional training . Accessible through variety of methods including console port, Telnet and SSH 

Command-level Enables businesses to create up to 16 customizable administrative roles/profiles for 
authorization accessing Cisco PIX Security Appliances (for example, monitoring only, read-only 

access to configuration, VPN administrator, firewaii/NAT administrator, and so on) 
. Leverages either the internai administrator database or outside sources via TACACS+, 

such as Cisco Secure ACS 

SNMP and syslog . Provide remate monitoring and logging capabilities, with integration into Cisco and 
support third-party management applications 

Highly Flexible Expansion Capabilities 

Fast Ethernet and . Supports easy installation of additional network interfaces via four 66-Mhz/64-bit and 5 
Gigabit Ethernet 33-MHz/32-bit PCI expansion slots 

n ... expansion options . Supports expansion cards including single-port Fast Ethernet card, 4-port Fast Ethernet 
card, and single-port Gigabit Ethernet card 

Hardware VPN . Delivers high speed VPN services via support of VPN Accelerator Card (VAC) and VPN 
acceleration options Accelerator Card+ (VAC+) 

Cisco Systems, Inc. ; ::.:t~ S n" u~~~;us:·:N\ 
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License Options 

The Cisco PIX 535 Security Appliance is available in three primary models that provide different leveis of interface 

density, fallover capabilities, and VPN throughput. 

Restricted Software License 

The Cisco PIX 535 "Restricted" (PIX 535-R) model provides an excellent va!oifor organizations looking for robust 

Cisco PIX Security Appliance services with gigabit firewall throughput, high interface density, maximum investment 

protection, and modera te VPN throughput requirements. lt includes 512 MB of RAM and support for up to eight 

10/100 Fast Ethernet or eight Gigabit Ethernet interfaces. 

Unrestricted Software License 

The PIX 535 "Unrestricted" (PIX 535-UR) model extends the capabilities of the family with support for stateful 

failover, additlonal LAN interfaces, and increased VPN throughput via integrated hardware-based VPN acceleratir­

lt includes an integrated VAC or VAC+ hardware VPN accelerator, 1 GB of RAM, and support for up to ten 10/1 

Fast Ethernet or nine Gigabit Ethernet interfaces. The Cisco PIX 535-UR also adds the ability to share state 

information with a hot-standby Cisco PIX Security Appliance for resilient network protection. 

Failover Software License 

The Cisco PIX 535 "Failover" O~IX 535-FO) modelis designed for use in conjunction with a PIX 535-UR, providing 

a cost-effective, high-availability solution. lt operates in hot-standby mode acting as a complete redundant system 

that maintains current session state information. With the same hardware configuration as the Cisco PIX 535-UR, it 

delivers the ultima te in high availability for a fraction of the price. 

Performance Summary 

Cleartext throughput: 1. 7 Gbps 

Concurrent connections: 500,000 

168-bit 3DES IPsec VPN throughput: Up to 440 Mbps with VAC+ or 100 Mbps with VAC 

128-bit AES IPsec VPN throughput: Up to 535 Mbps with VAC+ 

256-bit AES IPsec VPN throughput: Up to 440 Mbps with VAC+ 

Simultaneous VPN tunnels: 2000 

Technical Specifications 

Processar: 1-GHz Intel Pentium IIl Processar 

Random access memory: 512MB ór 1GB ofSDRAM 

Flash memory: 16 MB 

Cache: 256 KB levei 2 at 1-GHz 

System buses: Two 64-bit, 66 MHz PCI, one 32-bit, 33-MHz PCI 

Cisco Systems. Inc. 
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Environmental Operating Ranges 

Operating 

Temperature: -25° to 131°F (-5° to 55°C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 9843 ft (3000 m) 

Shock: 1.14 m/sec (45 in./sec) 112 sine input 

Vibration: 0.41 Grms2 (3-500Hz) random input 

Acoustic Noise: 65 dBa maximum 

Nonoperating 

Temperature: -13° to 158°F (-25° to 70°C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 15,000 ft (4570 m) 

Shock: 30 G 

Vibration: 0.41 Grms2 (3-500Hz) random input 

Power 

lnput (per power supply) 

Range Line Voltage: 100V to 240V AC or 48V DC 

Nominal Line Voltage: lOOV to 240V AC or 48V DC 

Current: 4-2 Amps 

Frequency: 50 to 60 Hz. single phase 

Power: 220W (dual hot swap power supply capable) 

Output 

Steady State: 135W 

Maximum Peak: 220W 

Maximum Heat Dissipation: 750 BTU/hr, full power usage (220W) 

Physical Specifications 

Dimensions and Weight Specifications 

Form factor: 3 RU, standard 19-in. rack mountable 

Dimensions (H x W x D): 5.25 x 17.5 x 18.25 in. (13.33 x 44 .45 x 46.36 em) 

Weight (one power supply) : 32 lb (14 .5 kg) 
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Four 64-bit/66-MHz PCI slots 

Five 32-bit/33-MHz PCI slots 

Six 168-pin DIMM RAM slots, supporting up to 1GB PC133 ORAM 

Interfaces 

Console Port: RS-232 (Rj-45) 9600 baud 

Failover Port: RS-232 (DB-15) 115 Kbps (Cisco specified cable required) 

·' 

Two integrated 10/100 Fast Ethernet ports, auto-negotiate (half/full duplex) , RJ-45 

Regulatory and Standards Compliance 

Safety 

UL 1950, CSA C22.2 No. 950, EN 60950, IEC 60950, AS/NZS3260, TS001, IEC60825, EN 60825, 21CFR1040 

Electra Magnetic Compatibility (EMC) 

FCC Part 15 (CFR 47) Class A, ICES 003 Class A with UTP, EN55022 Class A with UTP, CISPR 22 Class A with 

UTP, AS/NZ 3548 Class A with UTP, VCCI Class A with UTP, EN55024, EN50082-1 (1997) , CE marking, 

EN55022 Class B wlth FTP, Cispr 22 Class B with FTP, AS/NZ 3548 Class B with FTP, VCCI Class B with FTP 

Product Ordering lnformation 

PIX-535 PIX 535 chassis only 

PIX-535-R-BUN PIX 535 restricted bundle (chassis, restricted software, 2 10/100 ports, 512MB RAM) 

PIX-535-UR-BUN PIX 535 unrestricted bundle (chassis, unrestricted software, 2 10/100 ports, 1 GB RAM, 
VAC orVAC+) 

PIX-535-FO-BUN PIX 535 failover bundle (chassis, failover software, 2 10/100 ports, 1 GB RAM, VAC 
or VAC+) 

PIX-535-HW= PIX 535 rack mount kit, console cable, failover serial cable ~ ~ 

PIX-FO= PIX failover serial cable \_. 

PIX-4FE 4-port 10/100 Fast Ethernet PCI expansion card 
-- -

PIX-1FE Single-port 10/100 Fast Ethernet PCI expansion card 

PIX-lGE-66 Single-port Gigabit Ethernet 64-bit/66-MHz PCI expansion card, Multimode (SX) 
se connector 

PIX-VPN-ACCEL 3DES IPsec hardware VAC 

PIX-VAC-PLUS 3DES/AES IPsec hardware VAC+ 

PIX-VPN-3DES 168-bit 3DES and up to 256-bit AES encrypt ion software license 

Ci sco Systems, Inc. 
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PIX-VPN-3DES= 168-bit 3DES and up to 256-bit AES encryption software license 

PIX-VPN-DES 56-bit DES encryption software license 

PIX-VPN-DES= 56-bit DES encryption software license 

Support Services 

Support services are available from Cisco and Cisco partners. Cisco SMARTnet service augments customer support 

resources, and provides anywhere, anytime access to technical resources (both online and by telephone), the ability 

to download updated system software, and hardware advance replacement. 

Support Ordering lnformation 

CON-SNT-PIX535 SMARTnet 8x5xNBD service for PIX 535 chassis only 

CON-SNT-PIX535R SMARTnet 8x5xNBD service for PIX 535-R bundle 

CON-SNT-PIX535UR SMARTnet 8x5xNBD service for PIX 535-UR bundle 

CON-SNT-PIX535FO SMARTnet 8x5xNBD service for PIX 535-FO bundle 

CON-SNTE-PIX535 SMARTnet 8x5x4 service for PIX 535 chassis only 

CON-SNTE-PIX535R SMARTnet 8x5x4 service for PIX 535-R bundle 

CON-SNTE-PIX535UR SMARTnet 8x5x4 service for PIX 535-UR bundle 

CON-SNTE-PIX535FO SMARTnet 8x5x4 service for PIX 535-FO bundle 

CON-SNTP-PIX535 SMARTnet 24x7x4 service for PIX 535 chassis only 

CON-SNTP-PIX535R SMARTnet 24x7x4 service for PIX 535-R bundle 

CON-SNTP-PIX535UR SMARTnet 24x7x4 service for PIX 535-UR bundle 

CON-SNTP-PIX535FO SMARTnet 24x7x4 service for PIX 535-FO bundle 

CON-S2P-PIX535 SMARTnet 24x7x2 service for PIX 535-R chassis only 

CON-S2P-PIX535R SMARTnet 24x7x2 service for PIX 535-R bundle 

CON-S2P-PIX535UR SMARTnet 24x7x2 service for PIX 535-UR bundle 

CON-S2P-PIX535FO SMARTnet 24x7x2 service for PIX 535-FO bundle 

CON-OS-PIX535 SMARTnet On-Site 8x5xNBD service for PIX 535 chassis only 

CON-OS-PIX535R SMARTnet On-Site 8x5xNBD service for PIX 535-R bundle 

CON-OS-PIX535UR SMARTnet On-Site 8x5xNBD service for PIX 535-UR bundle 

CON-OS-PIX535FO SMARTnet On-Site 8x5xNBD service for PIX 535-FO bundle 

CON-OSE-PIX535 SMARTnet On-Site 8x5x4 service for PIX 535 chassis only 

CON-OSE-PIX535R SMARTnet On-Site 8x5x4 service for PIX 535-R bundle 

CON-OSE-PIX535UR SMARTnet On-Site 8x5x4 service for PIX 535-UR bundle 

--~ E/ • l ..,_,., ... -::-./~. 
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SMARTnet On-Site 8x5x4 service for PIX 535-FO bundle 

SMARTnet On-Site 24x7x4 service for PIX 535 chassis only 

SMARTnet On-Site 24x7x4 service for PIX 535-R bundle 

SMARTnet On-Site 24x7x4 service for PIX 535-UR bundle 

SMARTnet On-Site 24x7x4 service for PIX 535-FO bundle 

Additional lnformation 

For more information, please visit the following links: 

Cisco PIX Security Appliance Series: 

1111 p:i/www.cisco.conl!gu/pix 

Cisco PIX Device Manager: 

li li p://www.c ÍSCO.CUIII!W<J r p/ pu i.JI ic/cc/pd/l"w/sq rw 500/prud I i t/pixd:l _ds. pd r 

Cisco Secure ACS: 

llll p://www.ciscu.cuLII!gu/acs 

CiscoWorks VMS, Management Center for Firewalls, Auto Update Server Software and Security Monitor: 

l1Lt p://www.ciscu.cullt/gu/vnls 

SAFE Blueprint from Cisco: 

llltp://www.ciscu.cunl/gu/sa l"e 

Corporate Headquarters 
Cisco Systems, Inc. 
1 70 West Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 
Tei: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4 100 

CISCO SYSTEMS - ® 
European Headquarters 
Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
!!OI CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tei: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 
Tei: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-0 1 
Singapore 068912 
www.cisco.com 
Tei: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices In the foliowing countries and regions. Addresses, phone numbers, and fax numbers are listed on the 
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New Cisco 

Secure PIX 535 

and VPN accelerator 

_.- .=.and..performance to 

Cisco Secure PIX 

Firewall family 

ER PEOPLE WHO LIKE THEIR FIREWALLS BIG AND POWERFUL, 

like to introduce you to the Cisco Secure PIX~ 535 Firewall. Delivering carrier-class 

performance that meets the needs o f large enterprise networks as well as service providers, 

the PIX 535 is definitely the pick of the litter. 
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The newest member of the market­

leading Cisco Secure PIX Firewall family 

has the ability to support more than 
500,000 concurrent connections and 1 

Gigabit per second of throughput. With 

this levei of performance in a single system, 

the PIX 535 eliminates the need to load 

balance multiple standalone firewalls . This 

capability significantly reduces network 

complexity without compromising security. 

"The Cisco Secure PIX 535 Firewall 
enables an enterprise to connect to a single, 

fat pipe in the network that previously was 

a choke point for security processing," says 

Dennis Vogel, product manager for the 

Cisco Secure PIX Firewall family. "The 

processing power offered in a single PIX 

C -35 will help enterprises keep pace with 

~ver-growing traffic volumes while assuring 
reliable, consistent security protection across 

the network." 

Playing lt SAFE 

The PIX 535 provides important safeguards 

for large corporate networks against vulner­

abilities associated with doing business over 

the Internet. More importantly, it can be 

implemented as part of the recently 

announced Cisco SAFE blueprint for secure 

e-business. 

Developed for real-world network 

Which PIX ls Right 
( for Vou? 

From the home office to the central 
office, there's a Cisco Secure PIX Firewall 
to meet any environment's security 
and virtual private network (VPN) 
requirements. 

deployment, Cisco SAFE helps companies 

compete in the Internet economy by inte­

grating scalable, high performance security 
services throughout the e-business infras­

tructure. lt takes a modular approach to 

security in which design, solution imple­

mentation and management processes are ali 

from severa) individual modules, or "b;~..~--­

ing blocks," each designed, tested and 
proven to address specific e-business appli­

cations, such as electronic commerce or 

supply chain management. (See "Play lt 

SAFE, Sam," page 67.) 

Firewall Tip: Add an IDS 
Deploying an intrusion detection system (IDS) to complement your firewall 
can significantly enhance your security posture. A firewall's primary function is 
to control access to services and hosts based on your site security policy. lf a 
connection to a specific host is permitted, the firewall may not be configured 
to inspect the content of the permitted traffic. For example, ali connection 
requests to a Web server in a demilitarized zone (DMZ) may be permitted by a 
misconfigured firewall, including malicious traffic designed to exploit a buffer 
overflow vulnerability in an HTIP server. While some firewalls may not protect 
against data- or content-driven attacks, an IDS will . An IDS analyzes packet 
datastreams within a network, searching for unauthorized activity. 
Furthermore, firewalls typically will not protect you against attacks originating 
from inside your network or entering your environment from a nonfirewalled 
ingress point, such as a remate access server. IDS appliances can be strategi­
cally deployed to monitor activity from internai sources and other network 
ingress points without impacting your network performance. Today, network 
administrators have the choice of deploying dedicated IDS appliances such as 
the Cisco Secure 4210 IDS appliance and the Catalyst• 6ooo IDS module, or 
turning on IDS capabilities inherent in Cisco los• routers and PIX firewalls (see 
"Security Blanket: Weaving Security into the Network Fabric," page 61). 

Cisco Secure PIX 506 
Remate office or branch office 
Throughput: 9 Mbps 
Sessions: 1000 
CPU: 2ooMHz 
Interfaces: 2 

Cisco Secure PIX 515 
Sma/1 and midsized business 
Throughput: 170 Mbps 
Sessions: 128,ooo 
CPU:2ooMHz 
Interfaces: up to 6 



Weii-Bred Family 

The new PIX 535 extends the line of the 

market-leading Cisco Secure PIX Firewall 

family. Ali PIX firewalls offer built-in IP 
security (IPsec) encryption, allowing secure 

site-to-site connectivity or deployment of 

secure, remote-access VPNs. Like other PIX 

models, the PIX 535 also supports redundant 

units with stateful failover capabilities to 

ensure continued secure processing should 

the primary unit experience a problem. 

Booster Shot-the VPN Accelerator Card 

The new VPN accelerator card for the 
Cisco Secure PIX Firewall family improves 
the performance of VPNs by offioading 

IPsec encryption functions from the central 

(
- 'Wall processar to dedicated hardware. 

, talled in a PCI slot inside the PIX chas­

sis, the card works transparently and does 
not require activation commands nor con­

figuration changes. lt is quite literally a "plug 
and play" process. 

The VPN accelerator card encrypts data 

using the Data Encryption Standard (DES) 

and Triple DES algorithms at speeds up to 

100 Mbps. By handling IPsec-related tasks 

such as hashing, key exchange, and storing 

security associations, the card frees the PIX 

main processar and memory for other 
perimeter security functions . .._... 

Cisco Secure PIX 520 
Enterprise 
Throughput: 370 Mbps 
Sessions: 25o,ooo 
CPU: 350 MHz 
Interfaces: up to 6 

Fools for Security 
The Motley Fool recently selected 
Cisco Secure PIX firewalls to secure 
its popular financiai Web site, 
Fool.com. The Fool'1.IT d~partment 
evaluated severa'i software-based 
solutions, but decided against them 
beca use they were based on general­

purpose operating systems. The evaluation team's preference was 
to go with a robust, hardened, VPN-enabled firewall appliance that 
wasn't as susceptible to the types of bugs, glitches and vulnerabil­
ities often associated with other firewalls. 

"Cisco's PIX is exactly what we wanted," explained Joel Salamone, 
MIS Director for The Motley Fool. "There is no extraneous software 
cluttering the operating system that can be exploited."The PIX fam­
ily's similar management interface and configuration also short­
ened training time, and guaranteed easier administration. In addi­
tion, the number of maximum possible connections running 
through PIX was more than enough to accommodate the Fool's 
global network needs. "One of the things we really like about the 
PIX," said Dwight Gibbs, Chief Technology Officer for The Motley 
Fool, "is that it enabled us to quickly and inexpensively roll out a 
VPN linking ou r offices in the US, UK, and Germany. We can now col­
laborate securely thanks to the PIX." 

Cisco Secure PIX 525 
Large enterprise 
Throughput: 370 Mbps 
Sessions: 28o,ooo 
CPU: 6oo MHz 
Interfaces: up to 8 

Cisco Secure PIX SJ5 
Large enterprise and service provider 
Throughput: 1.0 Gbps 
Sessions: 50o,ooo 
CPU:l GHz 
Interfaces: up to 8 
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CISCO SVSTEMS 

® 

Cisco PIX 525 Security Appliance 

Figure 1 

Cisco PI X 525 Security 
Appliance 

The Cisco PIX® 525 Security Appliance delivers enterprise..class !i,eCUrity for 

medium-to-large enterprise networks in a reliable, purpos'e-built appliance. lts modular 

two-rack unit (2RU) design supports up to eight 10/100 Fast Ethemet interfaces or three 

Gigabit Ethemet interfaces, making it an ideal choice for businesses requiring a resilient, 

high performance, Gigabit Ethemet-ready solution that provides solid investment 

protection. Part of the wor1d-leading Cisco PIX Security Appliance Series, the Cisco PIX 

525 Security Appliance provides a wide range of rich integrated security services, 

hardware VPN acceleration capabilities, and powerful remote management capabilities 

in a cost-effective, highly-resilient solution. 

Enterprise·Ciass Security for 

Medium•to•Large Enterprise 

Networks 

The Cisco PIX 525 Security Appliance 

delivers a multilayered defense for large 

enterprise networks through rich, integrated 

security services including stateful inspection 

firewalling, protocol and application 

inspection, virtual private networking (VPN) 

in-line intrusion protection and rich 

multimedia and voice security in a single 

device. The state-of-the-art Cisco Adaptive 

Security Algorithm (ASA) provides rich 

stateful inspection firewall services, tracking 

the state of ali authorized network 

communications and preventing 

unauthorized network access. 

Enterprise networks benefit from an 

additionallayer of security via intelligent, 

"application-aware" security services that 

examine packet streams at Layers 4-7, using 

inspection engines specialized for many of 

today's popular applications. Administrators 

can also easily create custam security policies 

for firewall traffic by using the flexible access 

contrai methods and the more than 100 

predefined applications, services, and 

protocols that Cisco PIX Security Appliances 

provide. 

Market•Leading Voice·over·IP 

Security Services Protect 

Next-Generation Converged 

Networks 

Cisco PIX Security Appliances provide 

market-leading protection for a wide range 

of voice-over-IP (VoiP) and multimedia 

standards, allowing businesses to securely 

take advantage o f the many benefits that 

converged data, voice, and video networks 

deliver. By combining VPN with the rich 

stateful inspection firewall services that Cisco 

PIX Security Appliances provide for these 

converged networking standards, businesses 

C1 sco Systems. In c o • • •• • -~ =~C\1. ~.,. 
Ali contents are Copynght © 1992-2003 C1 sco Systems, lnc Ali nghts reserved lmportant Not1ces and Pnvacy Statement; , .\.):;,:lu (J..J •i.: l !j~~', 

Page 1 of 10 ·r"' , 1 •··m· . . · ·~ ~·h!! • ~..- .. Rm:;o:o · 
I o , i 1 c; 
~ r·Is : ci 
1 ----- --- ~ 
~ i 
~ 3 6 9 7l 
i Dc.:rc:- 6 



can securely extend voice and multimedia services to home office and remote office environments for additional cost 

savings, improved productivity, and competitive advantage. 

Flexible VPN Services Extend Networks Economically to Remote Networks and 

Mobile Users 

Businesses can securely extend their networks across low-cost Internet connections' 1:;;-.mobÍie users, business 

partners, and remote offices worldwide using the full-featured VPN capabilities provided by the Cisco PIX 525 

Security Appliance. Solutions range from standards-based site-to-site VPN leveraging the Internet Key Exchange 

(IKE) and IP security (IPsec) VPN standards, to the innovative Cisco Easy VPN capabilities found in Cisco PIX 

Security Appliances and other Cisco security solutions-such as Cisco lOS® routers and Cisco VPN 3000 Series 

Concentrators. Easy VPN delivers a uniquely scalable, cost-effective, and easy-to-manage remote-access VPN 

architecture that eliminates the operational costs associated with maintaining remote-device configurations typically 

required by traditional VPN solutions. Cisco PIX Security Appliances encrypt data using 56-bit Data Encryption 

Standard (DES), 168-bit Triple DES (3DES). or up to 256-bit Advanced Encryption Standard (AES) encryption. 

Certain Cisco PIX 525 Security Appliance models have integrated hardware VPN acceleration capabilities, delivering 

highly scalable, high performance VPN services. 

lntegrated lntrusion Protection Guards Against Popular Internet Threats 

The integrated in-line intrusion-protection capabilities o f the Cisco PIX 525 Security Appliance can protect enterprise 

networks from many popular forms of attacks, including Denial-of-Service (DoS) attacks and malformed packet 

attacks. Using a wealth of advanced intrusion-protection features, including DNSGuard, FloodGuard, FragGuard, 

MaiiGuard, IPVerifY and TCP intercept, in addition to looking for more than 55 different attack "signatures," Cisco 

PIX Security Appliances keep a vigilant watch for attacks, can optionally block them, and can noti(y administrators 

about them in real time. 

Award·Winning Resiliency Provides Maximum Business Uptime 

Select models ofCisco PIX 525 Security Appliances provide stateful failover capabilities that ensure resilient network 

protection for enterprise network environments. Employing a cost-effective, active-standby, high-availability 

architecture, Cisco PIX Security Appliances that are configured as a failover pair continuously synchronize their 

connection state and device configuration data. Synchronization can take place over a high-speed LAN connection, 

providing another layer of protection through the ability to geographically separate the failover pair. In the event o f 

a syste'm or network failure, network sessions are automatically transitioned between appliances, with complete 

transparency to users. 

Robust Remote·Management Solutions Lower Total Cost of Ownership 

The Cisco PIX 525 Security Appliance is a reliable, easy-to-maintain platform that provides a wide variety of 

methods for configuring, monitoring, and troubleshooting. Management solutions range from centralized, 

policy-based management tools to integrated, Web-based management to support for remote monitoring protocols 

such as Simple Network Management Protocol (SNMP) and syslog. 

Cisco Systems. Inc . 
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Administrators can easily manage large numbers of remote Cisco PIX Security Appliances using CiscoWorks VPN/ 

Security Management Solution (VMS). This suite consists of numerous modules including Management Center for 

Firewalls, Auto Update Server Software and Security Monitor. This powerful combination provides a highly scalable, 

next-generation, three-tier management solution that includes the following features : 

• Comprehensive configuration and software image management 

• Device hierarchy with "Smart Rules" -based configuration inheritance d 

• Customizable administrative roles and access privileges 

• Comprehensive enterprise change management and auditing 

• "Touchless" software image management for remote Cisco PIX Security Appliances 

• Support for dynamically addressed appliances 

Additional integrated event management and inventory solutions are also available as part o f the Cisco Works VMS 

network management suite. 

The integrated Cisco PIX Device Manager provides an intuitive, Web-based management interface for remotely 

configuring, monitoring, and troubleshooting a Cisco PIX 525 Security Appliance-without requiring any software 

(other than a standard Web browser) to be installed on an administrator's computer. A setup wizard is provided for 

easy installation into any network environment. 

Alternatively, through methods including Telnet and Secure Shell (SSH), or out o f band through a console port, 

administrators can remotely configure, monitor, and troubleshoot Cisco PIX Security Appliances using a 

command-line interface (CLI) . 

Table 1 Key Product Features and Benefits 

Key Features Benefit 

Enterprise-Ciass Security 

True security appliance . Uses a proprietary, hardened operating system that eliminates security risks associated 
with general purpose operating systems 

Cisco quality and no moving parts provide a highly reliable security platform 

Stateful inspection . Provides perimeter network security to prevent unauthorized network access 
firewall Uses state-of-the-art Cisco ASA for robust stateful inspection firewall services 

Provides flexible access-control capabilities for over 100 predefined applications, 
services and protocols, with the ability to define custom applications and services 

• lncludes numerous application-aware inspection engines that secure advanced 
networking protocols such as H.323 Version 4, Session lnitiation Protocol (SIP), Cisco 
Skinny Client Control Protocol (SCCP), Real-Time Streaming Protocol (RTSP), Internet 
locator Service (ILS), and more 

lncludes content filtering for Java and ActiveX applets 

Easy VPN Server Provides remote access VPN concentrator services for a wide variety of Cisco software 
or hardware-based VPN clients 

Pushes VPN policy dynamically to Cisco Easy VPN Remote-enabled solutions upon 
connection, ensuring the latest corporate security policies are enforced 

Extends VPN reach into environments using Network Address Translation (NAT) or Port 
Address Translation (PAT), via support of Internet Engineering Task Force (IETF) 
UDP-based draft standard for NAT traversal 

Cisco Systems. Inc. 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Site-to-site VPN . Supports IKE and IPsec VPN standards 
. Ensures data privacy/integrity and strong authentication to remote networks and 

remote users over the Internet --- •· 
Supports 56-bit DES, 168-bit JDES and up to 256-bit AES data encryption to ensure data 
pr ivacy 

lntrusion protection Provides protection from over 55 different types of popular network-based attacks 
rang ing from malformed packet attacks to DoS attacks 

lntegrates with Cisco Network lntrusion Detection System (lOS) sensors for the ability to 
dynamically blocklshun hostile network nodes via the firewall 

AAA support lntegrates with popular authentication, authorization, and accounting services via 
TACACS+ and RADIUS support 

. Provides tight integration with Cisco Secure Access Control Server (ACS) 

X.509 certificate and Supports SCEP-based enrollment with leading X.509 solutions from Baltimore, Entrust, 
CRL support Microsoft, and VeriSign 

lntegration with leading . Supports the broad range of Cisco AVVID (Architecture for Voice, Vídeo and lntegrated 
third-party solutions Data) partner solutions that provi de URL filtering, content filtering, vírus protection, 

scalable remote management, and more 

Robust Network Services/lntegration 

Virtual LAN Provides increased flexibility when defining security policies and eases overall 
(VLAN)-based virtual integration into switched network environments by supporting the creation of logical 
interfaces interfaces based on IEEE 802.1 q VLAN tags, and the creation of security policies based 

on these virtual interfaces 
. Supports multiple virtual interfaces on a single physical interface through VLAN 

trunking 
. Supports multiple VLAN trunks per Cisco PIX Security Appliance 

Supports up to 10 VLANs on Cisco PIX 525 Security Appliances 

Open Shortest Path Provides comprehensive OSPF dynamic routing services using technology based on 
First (OSPF) dynamic world-renowned Cisco lOS Software 
routing . Offers improved network reliability through fast route convergence and secure, efficient 

route d istribution 

Delivers a secure routing solution in environments using NAT through tight integration 
with Cisco PIX Security Appliance NAT services . Supports MD5-based OSPF authentication, in addition to plaintext OSPF authentication, 
to prevent route spoofing and various routing-based DoS attacks 

Provides route redistribution between OSPF processes, including OSPF. static, and 
connected routes 

. Supports load balancing across equal -cost multipath routes 

DHCP server Provides DHCP Server services one or more interfaces for devices to obtain IP addresses 
dynamically 

lnc ludes extensions for support of Cisco IP Phones and Cisco SoftPhone IP telephony 
solutions 

DHCP re lay Forwards DHCP requests from internai devices to an administrator-specified DHCP 
server, enabling centralized distribution, tracking, and maintenance of IP addresses 

NAT/PAT support Provides rich dynamic/static NAT and PAT capabiliti es 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Rich Remate Management Options 

CiscoWorks VPN/ Comprehensive management suite for large scale deplo..Y!"ents 
Security Management •· 
Solution (CiscoWorks 

lntegrates policy management, software maintenance/ anq security monitoring 

VMS) 

PIX Device Manager lntuitive, Web-based GUI enables simple, secure remate management of Cisco PIX 
(PDM) Security Appliances 

Provides wide range of informative, real-time, and historical reports which give criticai 
insight into usage trends, performance baselines, and security events 

Auto Update Provides "touchless" secure remate management of Cisco PIX Security Appliance 
configuration and software images via a unique push/pull management model 

. Next-generation secure XMUHTTPS management interface can be leveraged by Cisco 
and third-party management applications for remete Cisco PIX Security Appliance 
configuration management, inventory, software image management/deployment and 
monitoring 

lntegrates seamlessly with CiscoWorks Management Center for Firewalls and Auto 
Update Server for robust, scalable remete management of up to 1000 Cisco PIX Security 
Appliances (per management server) 

Cisco PIX CU Allows customers to use existing PIX CU knowledge for easy installation and 
management without additional training 

Accessible through variety of methods including console port, Telnet, and SSH 

Command-level Enables businesses to create up to 16 customizable administrative roles/profiles for 
authorization accessing Cisco PIX Security Appliances (for example, monitoring only, read-only 

access to configuration, VPN administrator, firewaii/NAT administrator, and so on) 

Leverages either the internai administrator database or outside sources via TACACS+, 
such as Cisco Secure ACS 

SNMP and syslog . Provide remete monitoring and logging capabilities, with integration into Cisco and 
support third-party management applications 

Flexible Expansion Capabilities 

Fast Ethernet and Supports easy installation of additional network interfaces via 3 PCI expansion slots 
Gigabit Ethernet Supports expansion cards including single-port Fast Ethernet card, 4-port Fast Ethernet 
expansion options card, and single-port Gigabit Ethernet card 

Hardware VPN Delivers high speed VPN services via support of VPN Accelerator Card (VAC) and VPN 
acceleration options Accelerator Card+ (VAC+) 

Cisco Systems, Inc. • 
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License Options 

The Cisco PIX 525 Security Appliance is available in three primary models that provide different leveis of interface 

density, failover capabilities, and VPN throughput. 

Restricted Software License 

The Cisco PIX 525 "Restricted" (PIX 525-R) model provides an excellent value for-brg;mizitions looking for robust 

Cisco PIX Security Appliance services with Gigabit Ethernet support, medi um interface density, and moderate VPN 

throughput requirements. lt includes 128MB of RAM and support for up to six 10/100 Fast Ethernet or three 

Gigabit Ethernet interfaces. 

Unrestricted Software License 

The PIX 525 "Unrestricted" (PIX 525-UR) model extends the capabilities of the family with support for stateful 

failover, additional LAN interfaces, and increased VPN throughput via integrated hardware-based VPN acceleration. 

It includes an integrated VAC or VAC+ hardware VPN accelerator, 256MB of RAM. and support for up to eight 10/ 

100 Fast Ethernet or three Gigabit Ethernet interfaces. The Cisco PIX 525-UR also adds the ability to share state 

information with a hot-standby Cisco PIX Security Appliance for resilient network protection. 

Failover Software License 

The Cisco PIX 525 "Failover" (PIX 525-FO) model is designed for use in COJ1junction with a PIX 525-UR. providing 

a cost-effective, high-availability solution. 1t operates in hot-standby mode acting as a complete redundant system 

that maintains current session state information. With the same hardware configuration as the Cisco PIX 525-UR. it 

delivers the ultima te in high availability for a fraction of the price. 

Performance Summary 

Cleartext throughput: 330 Mbps 

Concurrent connections: 280,000 

168-bit 3DES IPsec VPN throughput: Up to 155 Mbps with VAC+ or 72 Mbps with VAC 

128-bit AES IPsec VPN throughput: Up to 165 Mbps with VAC+ 

256-bit AES IPsec VPN throughput: Up to 170 Mbps with VAC+ 

Simultaneous VPN tunnels: 2000 

Technical Specifications 

Processar: 600-MHz Intel Pentium III Processar 

Random access memory: 128MB or 256MB of SDRAM 

Flash memory: 16MB 

Cache: 256 KB levei 2 at 600 MHz 

System bus: Single 32-bit, 33-MHz PCI 

Cisco Systems. Inc. 
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Environmental Operating Ranges 

Operating 

Temperature: -25° to 104°F (-5° to 40°C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 6500 ft (2000 m) 

Shock: 1.14 m/sec (45 in./sec) 1/2 sine input 

Vibration: 0.41 Grms2 (3-500 Hz) random input 

Acoustic Noise: 45 dBa maximum 

Nonoperating 

Temperature: -13° to 158°F (- 25° to 70°C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 15,000 ft (4570 m) 

Shock: 30G 

Vibration: 0.41 Grms2 (3-500Hz) random input 

Power 

lnput (per power supply) 

Range Line Voltage: lOOV to 240V AC or 48V DC to 60V DC 

Nominal Line Voltage: 100V to 240V AC or 48V DC to 60V DC 

Current: 5-2.5 Amps AC or 12 Amps DC 

Frequency: 50 to 60 Hz, single phase 

Output 

Steady State: 50W 

Maximum Peak: 65W 

Maximum Heat Dissipation: 410 BTU!hr, full power usage (65W) 

Physical Specifications 

Dimensions and Weight Specifications 

Form factor: 2 RU, standard 19-in. rack mountable 

Dimensions (H x W x D): 3.5 x 17.5 x 18.25 in. (8.89 x 44.45 x 46.36 em) 

Weight (one power supply): 32 lb (14.5 kg) 
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Expansion 

Three 32-bit/33-MHz PCI slots 

Two 168-pin DIMM RAM slots, supporting up to 256MB memory maximum 

Interfaces 

Console Port: RS-232 (RJ-45) 9600 baud 

Failover Port: RS-232 (DB-15) 115 Kbps (Cisco specified cable required) 

Two integrated 10/100 Fast Ethernet ports, auto-negotiate (half/full duplex) , RJ-45 

Regulatory and Standards Compliance 

Safety 

UL 1950, CSA C22.2 No. 950, EN 60950 IEC 60950, AS/NZS3260, TS001 

Electro Magnetic Compatibility (EMC) 

CE mark.ing, FCC Part 15 Class A, AS/NZS 3548 Class A. VCCI Class A, EN55022 Class A. CISPR22 Class A. 
EN61000-3-2, EN61000-3-3 

Product Ordering lnformation 

PIX-525 PIX 525 chassis only 

PIX-525-DC PIX 525 DC chassis only 

PIX-525-R-BUN PIX 525 restricted bundle (chassis, restricted software, 2 10/100 ports, 128MB RAM) 

PIX-525-UR-BUN PIX 525 unrestricted bundle (chassis, unrestricted software, 2 10/100 ports, 256MB RAM, 
VAC orVAC+) 

PIX-525-UR-GE-BUN PIX 525 unrestricted 2 GE + 2 FE bundle (chassis, unrestricted software, 2 Gigabit 
Ethernet + 2 10/100 ports, 256MB RAM, VAC or VAC+) 

PIX-525-FO-BUN PIX 525 failover bundle (chassis, failover software, 2 10/100 ports, 256MB RAM, VAC 
or VAC+) 

PIX-525-FO-GE-BUN PIX 525 failover 2 GE + 2 FE bundle (chassis, failover software, 2 Gigabit Ethernet + 
2 10/100 ports, VAC or VAC+) 

PIX-525-HW= PIX 525 rack-mount kit, console cable and failover serial cable 

PIX-FO= PIX failover serial cable 

PIX-4FE 4-port 10/100 Fast Ethernet PCI expansion card 

PIX-1FE Single-port 10/100 Fast Ethernet PCI expansion card 

PIX-1GE-66 Single-port Gigabit Ethernet 64-bit/66-MHz PCI expansion card, Multimode (SX) 
se connector 

PIX-VPN-ACCEL 3DES IPsec hardware VAC 

PIX-VAC-PLUS 3DES/AES IPsec hardware VAC+ 

Cisco Systems. Inc. 
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PIX-VPN-3DES 168-bit JDES and up to 256-bit AES encryption software license 

PIX-VPN-3DES= 168-bit JDES and up to 256-bit AES encryption software license 

PIX-VPN-DES 56-bit DES encryption software license 

PIX-VPN-DES= 56-bit DES encryption software license -

Support Services 

Support services are available from Cisco and Cisco partners. Cisco SMARTnet service augments customer support 

resources, and provides anywhere, anytime access to technical resources (both online and by telephone), the ability 

to download updated system software, and hardware advance replacement. 

Support Ordering lnformation 

CON-SNT-PIX525 SMARTnet 8x5xNBD service for PIX 525 chassis only 

CON-SNT-PIX525R SMARTnet 8x5xNBD service for PIX 525-R bundle 

CON-SNT-PIX525UR SMARTnet 8x5xNBD service for PIX 525-UR bundle 

CON-SNT-PIX525FO SMARTnet 8x5xNBD service for PIX 525-FO bundle 

CON-SNTE-PIX525 SMARTnet 8x5x4 service for PIX 525 chassis only 

CON-SNTE-PIX525R SMARTnet 8x5x4 service for PIX 525-R bundle 

CON-SNTE-PIX525UR SMARTnet 8x5x4 service for PIX 525-UR bundle 

CON-SNTE-PIX525FO SMARTnet 8x5x4 service for PIX 525-FO bundle 

CON-SNTP-PIX525 SMARTnet 24x7x4 service for PIX 525 chassis only 

CON-SNTP-PIX525R SMARTnet 24x7x4 service for PIX 525-R bundle 

CON-SNTP-PIX525UR SMARTnet 24x7x4 service for PIX 525-UR bundle 

CON-SNTP-PIX525FO SMARTnet 24x7x4 service for PIX 525-FO bundle 

CON-S2P-PIX525R SMARTnet 24x7x2 service for PIX 525-R bundle 

CON-S2P-PIX525UR SMARTnet 24x7x2 service for PIX 525-UR bundle 

CON-S2P-PIX525FO SMARTnet 24x7x2 service for PIX 525-FO bundle 

CON-OS-PIX525 SMARTnet On-Site 8x5xNBD service for PIX 525 chassis only 

CON-OS-PIX525R SMARTnet On-Site 8x5xNBD service for PIX 525-R bundle 

CON-OS-PIX525UR SMARTnet On-Site 8x5xNBD service for PIX 525-UR bundle 

CON-OS-PIX525FO SMARTnet On-Site 8x5xNBD service for PIX 525-FO bundle 

CON-OSE-PIX525 SMARTnet On-Site 8x5x4 service for PIX 525 chassis only 

CON-OSE-PIX525R SMARTnet On-Site 8x5x4 service for PIX 525-R bundle 

CON-OSE-PIX525UR SMARTnet On-Site 8x5x4 service for PIX 525-UR bundle 
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CONoOSEoPIX525FO SMARTnet OnoSite 8x5x4 service for PIX 525oFQ bundle 

CONoOSPoPIX525 SMARTnet On-Site 24x7x4 service for PIX 525 chassis only 

CQNoOSPoPIX525R SMARTnet On-Site 24x7x4 service for PIX 525-R bundle 

CQNoQSPoPIX525UR SMARTnet On-Site 24x7x4 service for PIX 525-UR bundle 

CQNoOSPoPIX525FO SMARTnet On-Site 24x7x4 service for PIX 525-FO bundle 

Additional lnformation 

For more information, please visit the following links: 

Cisco PIX Security Appliance Series: 

http://www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfwSOO/prodlitlpixd3_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

C~coWorks VMS. Management Center for Firewalls, Auto Update Server Software and Security Monitor: 

/www.cisco.com/go/vms 

SAFE Blueprint from Cisco: 

http://www.cisco.com/go/safe 
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Cisco PIX Firewall Version 6.2 

The wortd-leading Cisco PIX® firewall Series of purpose-built security appliances 

provides robust. enterprise-class security serv~~. incÍuding stateful inspection 

firewalling, virtual private networking (VPN), intrusion protection, and much 

more-in cost-effective, easy-to-deploy solutions. Ranging from compact. 

plug-and-play desktop firewalls for small/home offices to carrier-class gigabit 

firewalls for the most demanding enterprise and service-provider environments, 

Cisco PIX Firewalls provide robust security, performance, and reliability for network 

environments of ali sizes. 

Advanced Firewall Technologies 

Provide Enterprise·Ciass 

Network Security 

Cisco PIX Firewalls deliver a broad range of 

advanced firewall services that protect 

enterprise networks from the threats 

lurking on the Internet and In today's 

network environments. The state-of-the-art 

Cisco Adaptlve Security Algorlthm (ASA) 

provldes rich statefullnspectl~n firewall 

services, tracking the state of ali authorized 

network communicatlons and preventing 

unauthorized network access. Cisco PIX 

Firewalls deliver an additionallayer of 

security through lntelligent, 

"appllcatlon-aware" security servlces that 

examine packet streams at Layers 4 through 

7, using inspectlon engines speclallzed for 

many of today's popular applications. 

Administrators can easily create custom 

security policies that will be enforced on 

network traffic traversing the firewall by 

leveraging more than 100 pre-defined 

applicatlons, services, and protocols within 

Cisco PIX Firewalls, and the flexible access 

control capabilities that Cisco PIX Firewalls 

provide. Access to network resources can 

also be strongly authenticated via the Cisco 

PIX Firewall 's seamless integration with 

TACACS+/RADIUS or indirectly via Cisco 

Secure Access Control Server (ACS). In 

addition to these servlces, Cisco PIX 

Flrewalls provide extenslve Iogglng, URL 

filtering, content filtering, and more In 

concert with Cisco AWID (Architecture for 

Voice, Vídeo and Integrated Data) partner 

solutions. 

Market·Leading Voice-over-IP 

Security Services Protect 

Next•Generation Converged 

Networks 

Cisco PIX Firewalls continue to provide 

market-Ieading protection for numerous 

voice-over-IP (VoiP) standards and other 

multlmedla standards, including H.323, 

Session Initlatlon Protocol (SIP), Skinny, 

Real-Time Transport Protocol (RTP) , 

Real-Time Streaming Protocol (RTSP), and 

Real-Time Transport Control Protocol 

(RTCP). This allows businesses to securely 

take advantage of the many benefits that 

converged data and voice networks 

. provide, such as significant total cost of 

ownership (TCO) savings and the 

competitive advantages and improved 

productivity gained through the power of 

fully integrated voice, vídeo, and data 

enterprise databases, either directly using networks. By combining VPN with the rich 
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statefullnspection firewall services that Cisco PIX Firewalls provide for these converged networking standards, 

businesses can easily extend voice and multimedia servlces to remote/satellite offices for additional bandwidth and 

cost savings. 

Site·to-Site VPNs Extend Networks Economically to Remote Sites and Business 

Partners 
_,: 

Using the standards-based site-to-site VPN capabilities within Cisco PIX Firewalls, businesses can securely extend 

their network across low-cost Internet connections to business partners and remote/satellite offices worldwide. Built 

upon the Internet Key Exchange (IKE) and IP Security (IPSec) VPN standards, Cisco PIX Firewalls encrypt data using 

56-bit Data Encryption Standard (DES) or advanced 168-bit Triple DES (3DES) encryption, ensuring that malicious 

individuais cannot see sensitive business data as it safely travels across the Internet. Cisco PIX Firewalls can also 

participate in X.509-based Public Key lnfrastructures (PKI) and provide easy, automated certificate enrollment by 

taking advantage o f the Simplified Certifica te Enrollment Protocol (SCEP)- another Internet standard Cisco hei· 

to pioneer. Certain Cisco PIX Firewall models also provide integrated hardware VPN acceleration, providing up .-a 

100 Mbps of 3DES throughput and support for up to 2000 lKE security associations. 

Easy VPN Enables Highly Scalable, Easy•to•Manage VPN Deployments 

The lnnovative Easy VPN capabilities found in Cisco PIX Firewalls and other Cisco solutions-such as Cisco lOS® 

Software-based routers and Cisco VPN 3000 Series Concentrators-deliver a uniquely scalable, cost-effectlve, and 

easy-to-manage remote-access VPN architecture. Built upon the foundation of dynamic policy distribution and 

effortless provisioning, Easy VPN eliminates the operational costs associated with maintaining remote-device 

configurations typically required by traditional VPN solutions. Easy VPN enables Cisco customers to enjoy the 

numerous benefits that VPNs provide-increased employee productivity by taking advantage of high-speed 

broadband connectivity, and significantly reduced operational costs by eliminating expenses associated with legacy 

dialup architectures-without the problems commonly found with other remote-access VPN solutions. 

Cisco PIX Firewalls provide robust, remote-access VPN concentrator services that enable enterprises to securely 

extend their network to traveling employees, teleworkers, and remate offices for "anytime, anywhere access" to vital 

corporate network resources. Acting as an Easy VPN Server, Cisco PIX Firewalls support the wide range of Cisco 

software- and hardware-based Easy VPN Remate products. By dynamically pushing VPN security policies to Easy 

VPN-enabled users as they connect, Cisco PIX Firewalls ensure that the latest VPN security policy is consistenf 

enforced for ali remote-access users. 

Certain models of Cisco PIX Firewalls can also act as "hardware VPN clients" using the new Easy VPN Remate 

features in Cisco PIX Firewall OS, transparently providing secure access to a corporate network for ali devices 

protected by a Cisco PIX Firewall in a remate network. This dramatically simplifies the initial deployment and 

ongoing management of VPNs deployed to remate offices and teleworker environments by eliminating the need to 

install and maintain VPN client software on the individual devices protected by a remate Cisco PIX Firewall. 

Advanced client-side resiliency features ensure maximum VPN uptime by providing automatic failover to backup 

Easy VPN Servers in the event o f a network or service failure. 

Cisco Systems. Inc. 
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lntegrated lntrusion Protection Guards from Popular Internet Threats 

The integrated intrusion-protection capabilities in Cisco PIX Firewalls protect today's networks from many popular 

forms of attacks, including Denial-of-Servlce (DoS) attacks and malformed packet attacks. Using a wealth of 

advanced intrusion-protection features, including DNSGuard, FloodGuard, FragGuard, MaiiGuard, and TCP 

intercept, in addition to looking for more than 55 different attack "signatureS;" Cisco PIX Firewalls keep a vigilant 

watch for attacks, can optionally block them, and can notlfy administrators about them in real time. Additionally, 

Cisco PIX Firewalls support virtual packet reassembly, searching for attacks that are hidden over a series of 

fragmented packets. Strong integration with Cisco Intrusion Detection Systems (IDS) sensors enables Cisco PIX 

Firewalls to automatically shun (block) network nodes identified as being hostile by Cisco IDS sensors. 

Enterprise·Ciass Resiliency Provides Maximum Business Uptime 

Cisco PIX Firewalls provlde award-winning stateful failover capabilities (on select models) that ensure resilient 

network protection for enterprise network envlronments. Employing a cost-effective, active-standby high-availability 

architecture, Cisco PIX Firewalls configured as a failover pair continuously synchronize connection state information 

and devlce configuration data between one another. Performing this synchronization over a high-speed LAN 

connection provldes the added benefit of being able to geographically separa te failover pair members, thus providing 

a further Iayer of protection. In the rare event of a system or network failure, network sessions are automatically 

transitioned between firewalls seamlessly, and with complete transparency to network users. 

Robust Remote•Management Solutions Lower Total Cost of Ownership 

Cisco PIX Firewalls deliver a wealth of remote-management methods for configuration, monitoring, and 

troubleshootlng. Management solutions range from an integrated, Web-based management application to highly 

scalable multi-firewall management tools to support for remote-monitoring protocols such as Simple Network 

Management Protocol (SNMP) and syslog. Cisco PIX Firewalls additionally provide up to 16 leveis of customizable 

administrative roles, so that enterprises can grant administrators and operations personnel the appropriate levei of 

permissions they need for each firewall they manage (for example, monitoring only, read-only access to the 

configuratlon, VPN configuration only, firewall configuration only, etc.). Cisco PIX Firewalls now also support Auto 

Update, a revolutionary secure remote-management capability that ensures firewalls configurations and software 

images are kept up-to-date. 

Cisco PIX Device Manager (PDM), integrated with Cisco PIX Flrewalls, provldes administrators an intuitive, 

Web-based management Interface for remotely configuring and monitoring a single Cisco PIX Firewall, without 

requiring any software (other than a standard Web browser) to be installed on an administrator's computer. 

Administrators can also remotely configure, monitor, and troubleshoot Cisco PIX Firewalls using a command-line 

interface (CLI) through various methods, including Telnet and Secure Shell (SSH) Protocol, or out-of-band via a 

console port. 

Administrators can easily manage a large number of remote Cisco PIX Firewalls using either the new combination 

of the CiscoWorks Manageme.nt Center for Cisco PIX Firewalls and Auto Update Server, or Cisco Secure Policy 

Manager (CSPM)-all available within the Cisco VPN Security Management Soh.ttion (VMS) network management 

suite. The CiscoWorks Management Center for Cisco PIX Firewalls is a highly scalable, next-generation, three-tier 

management solution for Cisco PIX Firewalls that includes features such as hierarchical grouping of managed 

firewalls, "Smart Rules" configuration inheritance, customizable administrative roles and access privileges, 
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workflow-based enterprise change management, comprehensive support for Cisco PIX Firewall's new Auto Update 

capabilities, and support for dynamically addressed firewalls. Cisco Secure Policy Manager Release 3.0 is a 

policy-based centralized management solution for Cisco PIX Flrewalls that lncludes a task-based Interface, an 

interactive network topology map, policy wizards, and policy lmport capabilities. Additional integrated event 

management and lnventory solutlons are also avallable as part of the Cisco VMS network management suíte. 

New Features Found in Cisco PIX Firewall Release 6.2 

Cisco PIX Firewall Release 6.2 provides a wealth of new innovative features, which are detailed below: 

Table 1 New Features and Benefits 

LAN-based failover 

Bidirectional Network Address 
Translation {1\JAT) 

Turbo access contrai lists (ACLs) 

N2H2 URL filtering 

Enhanced small-packet 
performance 

Management 

Auto Update 

Object grouping 

Extends failover functionali ty and enables geographic separation of Cisco 
PIX Firewalls in a failover pair by allowing failover information to be shared 
over a dedicated LAN connection (instead of a ser ial cable) between failover 
pairs 

Enhances rich NAT functionality in Cisco PIX Firew alls to support 
environments with overlapp ing private address ranges 

Provides significantly enhanced performance and deterministic search 
times for ACL processing; especially useful in env ironments where 
extensive ACLs are deployed 

lntegrates with N2H2 SentianTM products-leading Internet filtering 
solutions-to provi de robust employee Web access contrai and monitoring 

Delivers up to 48 percent m ore firewall performance for 64- to 512-byte 
packets than previous Cisco PIX Firewall OS releases, dueto further 

optimization of small-packet processing 

Provides highly scalable, secure remate managem ent of PIX Firewalls with 
a unique push/pull management model 

Next-generation secure XMUHTTPS interface can be leveraged by Cisco 
and third-party management applications for rem ate firewall configuratio 
management, inventory, software image managem ent/deployment 
and monitoring 

Supports dynamically addressed firewalls in addi t ion to firewalls with static 
IP addresses 

lntegrates seamlessly with CiscoWorks Management Center for Cisco PIX 
Firewalls and Auto Update Server for robust, scalable remate management 
of up to 1000 PIX Firewalls 

Enables administrators to group network objects (such as devices. 
networks, and services) into logical groups to greatly simplify access 
contrai rule definition and m aintenance 
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Table 1 New Features and Benefits 

New Features Benefits 

Command-level authorization • Enables businesses to create up to 16 customizable administrative roles and 
profiles for accessing Cisco PIX Firew.alls (for example, monitoring only, 
read-only access to configuration, VPlil adrrlfnistrator, firewall 
administrator, etc.) . Uses either the internai Cisco PIX Firewall administrator data base or outside 
sources via TACACS+, such as Cisco Secure ACS 

Dynamic ACLs via Cisco . Supports dynamic downloading and enforcement of ACLs on a per·user 
SecureACS basis, upon user authentication with the firewall 

Network Time Protocol (NTP) . Provides convenient method for synchronizing the clock on Cisco PIX 
v3 client Firewalls with other devices on a network 

CPU monitoring via SNMP v2 . Extends SNMP-based remote firewall health monitoring to include the 
ability to monitor CPU utilization 

Software and configuration Adds support for downloading Cisco PIX Firewall OS and Cisco PIX Device 
updates via HTTP and HTTPS Manager software, as well as configuration updates via HTTP or HTTPS . Provides ability to detiver configuration and software updates over 

authenticated, encrypted network connection 

HTTPS-based CU access • Delivers flexible, secure interface for interactive and easily scriptable access 
to Cisco PIX Firewall CU via standard HTTPS requests 

Packet capture . Gives administrators new, powerful troubleshooting capabilities by 
providing robust packet-capturing facilities on each interface of the firewall 

Supports severa! methods of accessing captured packets, including via the 
console, secure Web access ora file exported to a Trivial File Transfer 
Protocol (TFTP) server 

Small Office/Home Office 

Easy VPN Remote (hardware . Enables dramatically simplified VPN rollouts to small office, teleworker, and 
VPN client) remote/branch-office environments, allowing Cisco PIX 501 , 506, and 506E 

Firewalls to act as hardware VPN clients, and eliminating the provisioning 
complexities of traditional site-to-site VPN deployments . Downloads VPN policy dynamically from an Easy VPN Server upon 
connection, ensuring the latest corporate secur ity policies are enforced 

Provides robust client-side VPN resiliency with support for up to ten Easy 
VPN servers with automatic failover, in addition to Dead Peer Detection 
(DPD) support . Enables the network behind a Cisco PIX Firewall to appear as a single user 
to the VPN headend when using Easy VPN Remote Client Mode . Provides site-to-site VPN-Iike functionality without requiring any additional 
provisioning when using Easy VPN Remote Network Extension Mode 

. Supports both split and non-split tunneling environments 

Provides intelligent, transparent Domain Name System (DNS) proxy 
capabilities for access to both corporate and public DNS servers 

PPP over Ethernet (PPPoE) support . Ensures compatibility with networks that.require PPPoE support, such as 
xDSL and cable modem broadband environments 
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Table 1 New Features and Benefits 

New Features Benefits 
' 

Voice-over-IP (VoiP)/Multimedia 

Multicast support . Supports wide range of multicast applications by introducing support for 
Internet Group Management Protocol~lGMP).v2 and stub multicast routing, 
including NAT and Port Address Tran'slation (PAT) and the ability to build 
access control lists for multicast traffic 

PAT for H.323 and SIP Extends market-leading VoiP support and enables SIP and H.323 to work in 
PAT environments, typically found in home offices and remote offices 

DHCP server support for Cisco Simplifies remote Cisco IP Phone deployments by providing Cisco 
IP phones CaiiManager contact information via DHCP options 66 and 150 to Cisco IP 

phones for automated bootstrapping 

Internet Locator Service (ILS) Fixup . Adds support for ILS, a popular directory service used by applications sur 

-~ as Microsoft NetMeeting, SiteServer and Active Directory, for reg istration 
and location of network entities/endpoints 

Technical Specifications 

VPN Client Compatibility 

Cisco PIX Firewalls support a wide variety of software- and hardware-based VPN clients. including: 

Software IPSec VPN clients Cisco Secure VPN Client Release 1.1 

Cisco VPN 3000 Concentrator Client, Release 2.5 and higher 

Cisco VPN Client for Microsoft Windows, Release 3.0 and higher 

Cisco VPN Client for Linux, Release 3.5 and higher 

Cisco VPN Client for Solaris, Release 3.5 and higher 

Cisco VPN Client for Mac OS X. Release 3.5 and higher 

Hardware IPSec VPN clients Cisco VPN 3002 Hardware Client, Release 3.0 and h igher 

Cisco lOS Software Easy VPN Remote, Release 12.2(8)YJ 

Cisco PIX Firewall Easy VPN Remote, Release 6.2 an d higher 

Layer 2 Tunneling Protocol Microsoft Windows 2000 ' 
(L2TP)/IPSec VPN clients 

Point-to-Point Tunneling Protocol Microsoft Windows 95 
(PPTP) VPN clients Microsoft Windows 98 

Microsoft Windows NT 4.0 

Microsoft Windows 2000 
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Easy VPN Server Compatibility 

Cisco PIX Firewalls can now act as hardware-based VPN clients, taking advantage of the new Easy VPN Remote 

capabilities in Cisco PIX Firewall OS. The following Easy VPN Server platforms are supported for this 
deployment scenario: 

-
Cisco lOS Routers Release 12.2(8)T and higher 

.i 

Cisco PIX Firewalls Release 6.0(1) and higher 

Cisco VPN 3000 Concentrators Release 3.1 and higher 

Cisco Site-to-Site VPN Compatibility 

In addition to supporting interoperability with many third-party VPN products, Cisco PIX Firewalls interoperate 

with the following Cisco VPN products for site-to-site VPN connectivity: 

Cisco lOS Routers Release 12.1 (6)T and higher 

Cisco PIX Firewalls Release 5.1 (1) and higher 

Cisco VPN 3000 Concentrators Release 2.5.2 and higher 

Cryptographic Standards Supported 

Cisco PIX Firewalls support numerous cryptographic standards and related third-party products and services, 

including the following: 

Asymmetric (public key) encryption algorithms RSA (Rivest. Shamir, Adelman) publidprivate key pairs, 
51 2 bits to 2048 bits 

Symmetric encryption algorithms DES: 56 bits 

3DES: 168 bits 

RC4: 40, 56, 64, and 128 bits 

Perfect Forward Secrecy (Diffie-Hellman key Group 1: 768-bits 
negotiation) Group 2: 1024-bits 

Hash algorithms MD5: 128-bits 

SHA-1 : 160-bits 

X.509 certificate authorities Baltimore UniCERT 

Entrust Authority 

Microsoft Windows 2000 Certificate Services 

VeriSign OnSite 

X.509 certificate enrollment protocols SCEP 
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System Requirements 

Platforms supported Cisco PIX 501 Firewall 

Cisco PIX 506 Firewall 

Cisco PIX 506E Firewall 

Cisco PIX 515 Firewall 

Cisco PIX 515E Firewall --- •· .; 

Cisco PIX 520 Firewall 

Cisco PIX 525 Firewall 

Cisco PIX 535 Firewall 

RAM, minimum 32MB, except Cisco PIX 501 which requires 16MB 

Flash memory, minimum 16MB, except Cisco PIX 501/506/506E which require 8MB 

Expansion cards supported Single-port 10/100 Fast Ethernet card 

Four-port 10/100 Fast Ethernet card 

Single-port Gigabit Ethernet, mu ltimode (SX) SC, card 

VPN Acceleration Card (VAC) 

Product Ordering lnformation 

PIX-SW-UPGRADE= 

Support Services 

Cisco PIX software one-time upgrade for customers w ithout a 
current SMARTnetTM support contract 

) 

Support services are available from Cisco partners as well as from Cisco. The Cisco SMARTnet service augments 

customer support resources. It provides 24x7x 365 access to technical resources (both online and via telephone) , the 

ability to download updated system software, and hardware advance replacement. 

Cisco System s. Inc. 
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Additional lnformation 

For more information, please visit the following links: 

Cisco PIX Firewall: 

http://www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfw500/prodlit/pixdm_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

Cisco Secure Policy Manager: 

http://www.cisco.com/go/policymanager 

Cisco VPN Security Management Solution (VMS), CiscoWorks Management Center for Cisco PIX Firewalls and 

Auto Update Server: 

http://www.cisco.com/go/vms 

Cisco SAFE Blueprint: 

http://www.cisco.com/go/safe 

To download the latest Cisco PIX Firewall OS and Cisco PIX Device Manager software {with a valid Cisco.com 

login) , visit: 

http://www.cisco.com/cgi-bin/tablebuild.pllpix 

_....., ... ..._. .• -::r:.-.-...-..""' ' . ..,. _ .. 
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Corporate Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

CISCO SVSTEMS - ® 
European Headquarters 
Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 310203571100 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems. Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.cisco.com 
Tel: +65 317 7777 
Fax: +65 317 7799 

Cisco Systems has more than 200 ollices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web site at www .cisco . com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
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Switzerland • Taiwan • Thailand • Turkey • Ukr a ine • United Kingdom • United States • Venezuel a • Vietnam • Zimbabwe 

Ali cont ents are Copyrlght O 1992- 2002. Cisco Systems. Inc. Ali rlghts reserved. Cisco. Cisco lOS, Cisco SystenL'i, the Cisco Systems logo. PIX. and SMA R:Tnt>t are registered tradema rks of Cisco Systems. Inc. amtlor its affi liat es 
the U.S. and certaln other cou ntries. 

11 other trademar~s mentloned In thls document or Web si! e are lhe property of thelr respec: ll ve ow ners. The use of thr worct partner does not imply a partnership relallons hip be tween Cisco anel any o ther compa ny . 
0208R) 1~0/LW394 6 12/02 



( 

' 
'1 
~ 

~,,,,,j. 



CISCO SVSTEMS -® 
••••••••••••••••••••••••••••••-·;:;ynpe 

CiscoWorks Routed WAN Management Solution 1.3 

The CiscoWorks Routed WAN (RWAN) 

Management Solution extends the CiscoWorks 

product family by providing a collection o f 

powerful management applications to 

configure, administer, and maintain a Cisco 

routed wide-area network (WAN). 

The RWAN solution addresses the needs of 

managing WANs by improving the accuracy, 

efficiency, and effectiveness o f your network 

administrators and operations staffwhile 

increasing the overall availability o f your 

network through proactive planning, 

deployment, and troubleshooting tools. 

CiscoWorks solutions comply with 

Internet standards and have no network 

management system (NMS) prerequisites. 

These solutions take advantage ofWeb browser 

technologies for accessibility and integration 

with other third-party Web-based management 

tools and platforms. 

Complementary CiscoWorks solutions such as 

the LAN Management Solution (LMS) provide 

a solid foundation o f campus management 

tools. The IP Telephony Environment Monitor 

(ITEM) ensures the readiness and 

manageability of converged networks that are 

supporting voice over IP (Vo!P) and IP 

telephony traffic and applications. The Cisco 

VPN/Security Management Solution (VMS) 

provides an integrated set of Web-based 

applications with features that assist in the 

deployment and monitoring ofvirtual private 

network (VPN) and security devices. 

Additional solutions for managing quality of 

service (QoS), network and user 

Cisco Systems, Inc . 

authentication, ídentity and access control, 

content networking, and Remote Monitoring 

(RMON) are also available. 

CiscoWorks management solutions play an 

integral part in deploying and maintaining a 

Cisco AVVID (Architecture for Voice, Video 

and Integrated Data) network infrastructure 

comprising converged data, voice, and content 

networking. 

WAN Management Challenge 

Today's enterprise WANs continue to grow as 

more mission-critical applications and services 

depend on reliable, high-performance intranet 

and Internet connections to remote offices, 

suppliers, customers, and partners worldwide. 

WAN links are typically the most expensive 

part ofthe network, and monitoring their 

performance and uptime is criticai to 

maintaining a reliable and cost-effective 

network. 

The ability to effectively measure response 

time between devices, users, and services is 

key to maintaining the highest leveis o f service 

quality. Proper management ofWAN edge 

devices, links, and services becomes criticai, 

and for this reason, Cisco has assembled a 

comprehensive set ofWAN management tools 

designed to make the WAN manager's life 

much easier. 

A Comprehensive Solution 

The CiscoWorks Routed WAN Management 

Solution provides increased visibility into 

network behavior, assists in quickly 

A li content s are Copy ri ght <D 1992- 2002 Ci sco Syste ms, Inc . Ali rights rese rve d. lmportant Notices a nd Privacy St alem ent. 
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troubleshooting perfonnance bottlenecks, and provides comprehensive tools to easily administer new software and 

configuration changes for optimizing bandwidth and utilization across expensive and criticai links in the network (Figure I). 

Figure I 
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The following applications are included in the CiscoWorks RWAN Management Solution (refer also to Table 1): 

CiscoWorks Access Control List (ACL) Mana)?er-CiscoWorks ACL Manager significantly reduces the time typically 

required to manage and administer access controllists using the command-line interface (CLI) of Cisco lOS® Software. 

It provides a wizard and policy template-based approach to simplifying the setup, management, and optimization ofCisco 

lOS Software-based IP and Intemetwork Packet Exchange (IPX) traffic filtering and device access control. This tool 

includes an access list editor, policy template manager, network and service class managers for scalability, access list 

navigation tools for troubleshooting, and automated distribution o f access list updates. 

CiscoWorks lnternetwork Performance Monitor (lPM)-CiscoWorks IPM is a network response time and availability 

troubleshooting application that enables WAN managers to proactively troubleshoot network response times using Cisco 

lOS Software embedded technology. The path and hop perfonnance analysis provided by CiscoWorks IPM simplifies the 

identification o f devices that are contributing to latency and network delays. Cisco Works IPM is used to diagnose latency, 

identify network bottlenecks, and analyze response times. The application is also valuable for managing the effectiveness 

o f QoS features based on IP Precedence and for troubleshooting network jitter-related problems, both o f which will be 

needed to deploy VoiP. 

CiscoWorks Resource Manager Essentials (RME)- CiscoWorks RME provides the tools needed to manage Cisco 

devices. It includes inventory and device change management, network configuration and software image management, 

network availability, and syslog analysis. 
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CiscoV!ew----CiscoView provides real-time status ofCisco devices graphically. CiscoView can drill down to display 

monitoring information on interfaces and access configuration functions. 

CiscoWorks Management Server-CiscoWorks Management Server provides the common management desktop services 

and security across the CiscoWorks Family ofsolutions. 1t also provides the foundation for integrating w ith other Cisco 

and third-party applications. 

Table I RWAN Management Solution Key Application/Function 

Key ApphcatJoru Funct10n Product Manag.:mcnt B.:ndit 

ACL optirnizat ion CiscoWorks ACL Manager lmproves router performance by organizing access filters to 
sort by most frequent usage pattems 

ACL profi l~s CiscoWorks ACL Manager Allows administrators to quickly and uniformly apply and 
update template-based ACLs; can reduce WAN costs and 
enhance security management 

ACL distribution CiscoWorks ACL Manager Allows administrator to automate the process o f updating 
access list information in multiple devices 

Muniloring o f WAN rcspons<' CiscoWorks IPM Measures the responsiveness o f WAN connections to 
tim~ characteristics determine latency and jitter, and to determine where traffic 

bottlenecks exist 

Path and hop ana lysis CiscoWorks IPM Identifies which devices in the network are causing the 
greatest latency in network traffic 

Detailcd software and hardware CiscoWorks RME Provides accurate Cisco inventory baseline information, 
invcntory rc1)0rting including memory, slots, software versions, and boot ROMs 

needed to make decisions about the network 

Automatcd updatc cngines for CiscoWorks RME Allows software and configuration updates to be sent to 
devicr software and selected devices on a scheduled basis; reduces time and 
configunttion changrs errors involved in network updates 

Consolidatcd lrouhl<•shooling CiscoWorks RME Offers a wide collection of switch and router analysis tools 
lno ls d~vic~ c~ntrr accessible from a single location; device center can be linked 

to by third-party applications 

Ccntralizcd changc audit CiscoWorks RME Comprehensive change monitoring log records user and 
logging and upp lication ncccss application aclive on the network; CiscoWorks desktop 
srcurily controls user access to applications, ensuring that only 

appropriate classes o f users can access tools that change 
network parameters versus read-only tools 

Graphk rlcvirt• managcm.cnt CiscoYiew Displays a browser representation ofCisco router and switch 
devices, color-coded to indicate operations states, with 
access to configuration and monitoring tools 

Third-party inlcg ratinn lnu ls CiscoWorks Management Server Simplifies the Web integration ofthird-party and other Cisco 
(lnlcgration utility) management tools 
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Key Functions and Applications 

Deployment Options 

Consider the foliowing when instaliing the CiscoWorks RWAN Management Solution: 

• Ali applications do not have to be instalied initialiy; applications not instalied initialiy may be instalied !ater. 

• Most applications require the Cisco Works Management Serve r from the Common Servi~;s CD (l'ormerly CD One ), which 

must be instalied first. 

• The CiscoWorks ACL Manager application depends on CiscoWorks RME, which is included as part ofthe CiscoWorks 

RWAN Management Solution. 

Ali solutions can coexist on the same server ifthey support and operate with the services ofCommon Services 2.2. However, 

network managers may want to consider such factors as the number of applications hosted, system resources, and number of 

devices to be managed in determining i f ali o r a subset o f the solutions are instalied on the same server. 

CiscoWorks solutions offer deployment flexibility. System administrators should use the guidelines given previously when 

planning the deployment ofthe various solution bundles. Some components within a solution require the CiscoWorks 

Management Server and must be instalied on that machine. CiscoWorks IPM and CiscoView Software can be set up on an 

independent serve r. The placement o f components is a function o f performance requirements and the size o f the network. 

Server System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun UltraSPARCIII (Sun Blade I 000 Workstation o r Sun F ire 280R Workgroup Server) running Solaris 2.8 (dual 

processar system required for hosting multi pie management solutions) 

• Memory: 1-GB RAM for workstations, 2-GB RAM for servers, 8-MB e-cache 

• Available disk: 40-GB internai FC-AL disk drive for workstation and dual drives ofthis type for server configurations 

Windows 

• System: IBM PC compatible with 550-MHz or higher Pentium III processar running Microsoft Windows 2000 Advanced 

Server (with Terminal Services tumed off), Server or Professional Edition with Service Pack 3 (dual processar system 

required for hosting multiple management solutions) 

• Memory: 1-GB RAM 

• Available disk: 40GB with 2-GB swap recommended 

Note: These system requirements are based on managing 500 devices with CiscoWorks RWAN and LAN Management 

solutions loaded on a single server. Refer to the instaliation documentation for more information on required operating system 

patches. 

Cisco Systems, Inc . 
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Client Browser System Requirements 

Hardware/Operating System 

UNIX 

• System: Sun Ultra lO running Solaris Versions 2.7 or 2.8 

• System: HP9000 Series running HP-UX 11 .0 

• System: IBM RS/6000 workstation running AIX 4.3.3 

• Memory: 256 MB 

Windows 

• System: IBM PC-compatible computer with 300-MHz or higher Pentium processar running Windows XP Professional 

with Service Pack I, Windows 2000 Professional with Service Pack 2 or 3, or Windows Server with Server Pack 2 or 3. 

• Memory: 256 MB 

Note: Refer to the installation documentation for more information on required operating system patches. 

Web Browser 

UNIX 

Solaris: Netscape v4.76 

Windows 

• Windows 2000/XP: Netscape v4.78, 4.79 

• Windows 2000/XP: Internet Explorer v6.0 or v6.0 with Service Packl 

Note: Refer to the installation documentation for more information on required operating systems patches, browser plug-ins, 

or Java Virtual Machine (JVM) versions. 

Service and Support 

CiscoWorks products are covered by the Cisco Software Application Service (SAS) program. This service program offers 

customers contract-based 7 x 24 access to the Cisco Technical Assistance Center (TAC), full Cisco.com privileges, and 

software maintenance updates. A Cisco SAS contract ensures that customers have easy access to the information and services 

needed to stay up-to-date with newly supported device packages, patches, and minor updates. For further information on 

service arid support offerings, contact your local sales office. 

Ordering Information 

The CiscoWorks RWAN Management Solution includes ali the necessary components needed for an independent installation 

on a Microsoft Windows or Sun Solaris workstation or server. The products within this solution can be combined with other 

CiscoWorks products ifthey support the same CiscoWorks Management Server version, operating environment, and system 
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requirements. Contact your local Cisco representative for available white 

papers and documentation outlining best practices for implementing a 

CiscoWorks management solution architecture. 

To place an order, contact your Cisco sales representative. 

Refer to the CiscoWorks RWAN individual product data she 

inforrnation on operating environment and system requirem 

For More Information 

The following URL offers more inforrnation: 

http://www.c isco.com/en/US/partner/products/sw/cscowork!ps2426/index.html 
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Crsco SvsTEMS 

CiscoWorks VPN/Security Management Solution Version 
2.2 

CiscoWorks VPN/Security Management 

Solution (VMS) is the flagship integrated 

security management solution from Cisco, 

and is an integral parto f the SAFE Blueprint 

from Cisco for network security. 

CiscoWorks VMS protects the productivity 

and reduces operatlng costs for enterprises, 

by combining Web-based tools for 

configuring, monitoring, and 

troubleshooting enterprise VPNs, firewalls, 

and network and host -based intrusion 

detection systems (IDS) . CiscoWorks VMS 

delivers the industry's first robust and 

scalable foundation and feature set that 

addresses the needs of small and large-scale 

VPN and security deployments. 

Today's business challenges and resulting 

security deployments require more 

scalability than merely supporting a large 

number of devices. Many customers have 

limited staffing, yet are asked to manage a 

myriad of security devices. These customers 

must manage the security and network 

infrastructure; frequently update many 

remate devices; implement change contrai 

and auditing when multi pie organizations 

are involved in defining and deploying 

policies; enhance security without adding 

more headcount; or roll out remate access 

VPNs to ali employees and monitor the 

VPN service. 

CiscoWorks VMS enables customers to 

deploy security infrastructures from a small 

to large environment, using the following 

multifaceted scalability features : 

• Complete SAFE Blueprint Coverage 

To completely manage a SAFE 

environment, a network management 

solution must manage SAFE 

infrastructure components, support 

features based upon an appliance or 

Cisco lOS® Software, and support a 

range of management functions. 

CiscoWorks VMS is uniquely able to 

scale across SAFE Blueprint 

components, including firewalls, VPNs, 

and network- and host-based IDSs. 

CiscoWorks VMS also takes advantage 

of Cisco Secure Access Contrai Server 

(ACS) by using a common ACS logon. 

CiscoWorks VMS can manage a feature 

set through an appliance, for example, 

the Cisco PIX® Firewall, or through the 

Cisco lOS Software. Scalable 

management also involves more than 

configuring devices. CiscoWorks VMS 

provides the complete range of 

management wlth features to configure, 

monitor, and troubleshoot the network. 

• Scalable Foundation 

CiscoWorks VMS implements a 

foundation with a consistent user 

experience, which makes it easier to 

scale management to many devices. 

CiscoWorks VMS provides users with a 

consistent GUI, workflow, ACS logon, 

roles definition, platforms, database 
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ne, installation, and more. An industry-leading feature o f this foundation is the Auto Update feature, which 

----~ allows numerous devlces to be updated easily and quickly. Auto Update enables devices, even remo te and 

dynamlcally addressed devices, to periodically "call home" to an update server and "pull" the most current 

security configurations or Cisco PIX operating system. Auto Update is required to effectively scale remate office 

firewall deployments across intermittent links or dynamic addresses. Prior policy updating methods relied on a 

"push" model. Although this model works for known devices, it does not work for remo te devices with unknown 

addresses or devices that are not always active. Without Auto Update a more_ manual process is required to update 

each remate device. The Auto Update feature provides a dramatic scalabilityimprovement for organizations that 

want to deploy devices with many remate and locallocations. In addition to easier and faster policy updates, 

Auto Update also provides consistent policy deployments. 

• Enterprise Operationallntegration 

CiscoWorks VMS enables organizations to easily integrate management into their operations. One operational 

need is to replicate policies to multiple locations. The Smart Rules hierarchy addresses this need, by enabling 

administrators to define device groups and implement policy inheritance. For example, an administrator can 

define a device group for the New York sales office and deploy that same policy to ali other sales offices quit 

and consistently. The Command and Control Workflow feature provides change contrai and auditing, and is 

particularly important for customers who have separate groups for network and security operations. The solution 

includes processes for generating, approving, and deploying configurations. This can help security operations to 

define and approve new policies. Network operations can )ater deploy the new policies during their regular 

maintenance window. An audit of the changes can be maintained. 

• Centralized Role-Based Access Contrai (RBAC) 

Role-based access contrai enables organizations to scale access privileges. CiscoWorks VMS conveniently uses a 

common ACS logon for users, administrators, devices, and applications. CiscoWorks VMS enables different 

groups to have different access rights across different devices and applications. 

• Integrated Infrastructure Management 

Scalability requires that multiple components be managed, notjust firewalls, but also VPNs, network- and 

host-based IDSs, routers, and switches. CiscoWorks VMS not only manages the security infrastructure. but also 

manages the network infrastructure. Customers benefit from being able to manage these components from one 

solution. lntegrated monitoring is also required to see the larger picture. CiscoWorks VMS provides integrated 

monitoring o f Cisco PIX and Cisco lOS syslogs, and events from network and host -based IDSs, along with event 

correlation. 

CiscoWorks VMS Functions 

CiscoWorks VMS is launched from the CiscoWorks dashboard and is organized into severa) functional areas: 

• Firewall management 

• Auto Update Server 

• lOS management, network and host-based 

• VPN router management 

• Security monitoring 

• VPN monitoring 

• Operational management 

Cisco Systems. Inc. 
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These functional areas supply multifaceted scalability by offering features such as a consistent user experience, auto 

update, command and control workflow, and role-based access control. 

Figure 1 shows CiscoWorks VMS displayed as a "drawer" In the CiscoWorks dashboard. 

Figure 1 
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Firewall Management 

CiscoWorks VMS enables the large-scale deployment of Cisco PIX firewalls, by providing the following features: 

• Smart Rules hierarchy and inheritance 

• User-defined device and customer groups lncluding nesting 

• Global role-based access with administrative privileges per device and customer groups with other CiscoWorks 

products and Cisco Secure ACS 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory, or Auto Update Server 

• Look and feel of Cisco PIX Device Manager but with scalability to thousands of PIX firewalls 

• Integration with other CiscoWorks network management software 

• Complete SAFE Blueprint coverage for centralized management of Cisco PIX firewalls, including access contrai, 

VPN, IDS, and authentication, authorization, and accounting (AAA) 

Smart Rules is an innovative feature that allows common information including access rules and settings to be 

inherited for ali firewalls in a device or customer group. Smart Rules allows a user to define common rules once , 

which results in reduced configuration time, fewer administrative errors, and higher device scalability. Using Smart 

Rules, a user can configure a common rule such as allowing ali HTTP traffic once and can apply this rule globally to 

ali firewalls. Smart Rules can also be defined on a device or customer group basis. For specific information on the 

firewall management functionality of VMS, refer to: http://www.cisco.com/en!US/products/sw/cscowork/ps3992/ 

index.html 

Auto Update Server for Firewall Management 

CiscoWorks VMS introduces the industry's first firewall Auto Update Server that allows users to implement a "pull " 

model for security and Cisco PIX operating system management. Auto Update Server permits remote firewall 

networks with unprecedented scalability. The Auto Update Server allows Cisco PIX firewalls to both periodically and 

automatically contact the update server for any security configuration, Cisco PIX Operating System, and PIX Device 

Manager (PDM) updates. The Auto Update Server supports the following features: 
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• Security management of remote Cisco PIX firewalls that use Dynamic Host Control Protocol (DHCP) 

• Automated Cisco PIX OS distribution to groups of Cisco PIX firewalls 

• Automated Cisco PDM updates to remote firewalls 

• Configuration verification at periodic intervals 

• Automated replacement of inaccurate o r tampered configurations 

• New firewalls configured at "boot time" 

The Auto Update Server is an indispensable component of any large-scale remo te Cisco PIX firewall deployment. 

Auto Update Server is an easy-to-use solution to automatically update ali remote or local firewalls with new 

operating system releases. Cisco is the industry's first vendor to provide this pull model of security policy and 

operating system management. For specific information on the Auto Update Server component of VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3993/index.html 

Network-Based lOS Management ) 
Administrators can use CiscoWorks VMS to configure network and switch IDS sensors. Many sensors can be quickly 

configured using group profiles. Additionally, a more powerful signature management feature is included to increase 

the accuracy and specificity of detection. Some prominent features are: 

• Easy-to-use Web-based interface 

• Wizards that lead users through common management tasks 

• Access to the Network Security Data base (NSDB), which provides meaningful information about alarms for users 

without IDS security expertise 

• Ability to define a hierarchy of sensors containing groups and subgroups, and the ability to configure multi pie 

sensors concurrently using group profiles 

• Support for severa! hundred sensor deployments from each console 

• Use of a robust relational data base to store a high volume of data 

For specific information on the network-based IDS management functionality of VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3990/index.html 

Host-Based lOS Management 

CiscoWorks VMS provides threat protection for server and desktop computing systems, also known as "endpoin 

VMS goes beyond conventional endpoint security solutions by identifying and preventing malicious behavior before 

it can occur, thereby removing potential known and unknown security risks that threaten enterprise networks and 

applications. Because CiscoWorks VMS analyzes behavior rather than relying on signature matching, its solution 

provides robust protection with reduced operational costs. Features of host-based IDS management include: 

• Aggregates and extends multi pie endpoint security functions by providing host intrusion prevention, distributed 

firewall , malicious mobile code protection, operating system integrity assurance, and audit log consolidation ali 

within a single agent. 

• Provides preventive protection against entire classes of attacks including port scans, buffer overflows, Trojan 

horses, malformed packets, and e-mail worms. 

• Offers "zero update" prevention for known and unknown attacks 

Cisco Systems. Inc. 
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• Provides lndustry-leading protectlon for UNIX and Windows servers and Windows desktops allowing customers 

to patch systems on their own schedules. 

• Open and extensible architecture offers the capability to define and enforce security according to corporate 

policy. 

• Scalable to thousands of agents per manager to support large enterprise õeployg.~ents. 
_; 

For specific information on the host-based IDS management functlonality ofVMS, refer to: the Management Center 

for Cisco Security Agents Datasheet. 

VPN Router Management 

CiscoWorks VMS includes functlons for the setup and maintenance of large deployments of VPN connections and 

provides users with a point-and-click interface for settlng up and deploylng connections. This application is intended 

for scalable configuration of site-to-site VPN connections In a hub-and-spoke topology for centralized, multldevice 

configuration and deployment of Internet Key Exchange (IKE) and IP Security (IPsec) tunneling policies on VPN 

routers. 

Major features include: 

• Wizard-based interface for the creation of IKE and VPN tunneling policies. 

• Hierarchical inheritance and Smart Rules hierarchy to reflect the organizational and common setup of devices 

and simplified device management 

• IKE-KA (IKE Keepalive) or generic routing encapsulation (GRE) with Open Shortest Path First (OSPF) and 

Enhanced Interior Gateway Routing Protocol (EIGRP) for failover routing scenarios. 

• Centralized role-based access control model allows for centralized management of users and accounts. 

For specific informatlon on the VPN router management functlonality of VMS, refer to: http://www.cisco.com/enl 

US/products/sw/cscowork/ps3994/index.html 

Security Monitoring 

CiscoWorks VMS provides integrated monitoring to reduce the number of security monitoring consoles, reduce the 

number of events to monitor, and provide a broader view of security status. 

• Integrated monitoring is used to capture, store, view, correlate, and report on events from many of the devices in 

the SAFE Blueprint such as Cisco network IDSs, switch IDSs, host IDSs, firewalls, and routers. 

• Event correlatlon is used to identify attacks that are not easily recognizable from a single event. A flexible 

notification scheme and automated responses to criticai events also aid in quick action. 

• The event viewer can read both real-time and historical events. 

• Events are color-coded and administrators can quickly isolate problems. Administrators can also define 

thresholds and time periods when rules can be triggered to provide notification. 

• On-demand and scheduled reports facilitate ongoing monitoring. 

For specific information on the security monitoring component of VMS, refer to: http://www.cisco.com/en/US/ 

products/sw/cscowork/ps3991/index. html 
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CiscoWorks VMS offers a Web-based management tool that allows network administrators to collect, store, and 

view informatlon on IPsec VPN connectlons for remote-access or site-to-site VPN terminatlons. Multiple devices can 

be viewed from an easy-to-use dashboard that is configured using a Web browser. This dashboard provides the 

following capabilities: 
-

• Provides data on system resources related to real-time memory usage, percent CPU usage per device, and active 

tunnel and active sessions. This data simplifies the identification of devices with potential performance problems 

and devices with the highest usage. 

• Enables viewing of current and Jong-term packet rates and packet dropped percentage which can aid in 

determinlng where excess capacity can be tapped or quickly identify bottlenecks and device throughput problems. 

• Enables identificatlon of the devices with the most persistent problems through the event log; key device and VPN 

statistics are evaluated against a set of global and device-specific thresholds, and exceptions are recorded in the 

event Jog. 

• Provides graphing of important common metrics. Device performance comparisons provi de a global view o f 

short-term trends in VPN performance, enabling administrators to identify problem areas before they become 

criticai failures. 

For specific lnformation on the VPN monitoring component ofVMS, refer to: http://www.cisco.com/en/US/products/ 

sw/cscowork/ps2326/index.html 

Operational Management 

CiscoWorks VMS provides the operational management for the network, allowing network managers to perform the 

followlng: 

• Quickly build a complete network inventory 

• Manage device credentials informatlon 

• Monitor and report on hardware, software, configuration, and inventory changes 

• Manage and deploy configuration changes and software image updates to multiple devices 

• Monitor and troubleshoot criticai LAN and WAN resources 

• Quickly identify devices that can be used for VPNs, if upgraded with the appropriate Cisco lOS Software 

• Discover which VPN devices h~ve hardware encryption modules 

• Graphically compare configurations of VPN devices 

• lsolate IPsec-related problems by running customized Syslog reports 

For specific information on the operational management functionality of VMS, refer to: http://www.cisco.com/en/ 

US/products/sw/cscowork/ps2073/index.html 

Server Specifications (Minimum requirements) 

Server Hardware 

• PC-compatible computer with 1 GHz or faster Pentium processar 

• Sun UltraSPARC 60 MP with 440 MHz or faster processar 

• Sun UltraSPARCIII (Sun Blade 2000 Workstation or Sun Fire 280R Workgroup Server) 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. Importam Notices and Privacy Statement. 

Page 6 of 8 



• CD-ROM drive 

• 100BASE-T or faster connection 

• 1 GBRAM 

• 9 GB available disk drive space 

• 2 GB virtual memory 

• Colar monitor with video card capable of 16-bit colar 

Server Operating System 

CiscoWorks VMS requires the following operating systems: 

• Windows 2000 Professional, Server, and Advanced Server (Service Pack 3) 

Note: Support for Advanced Server requires that Terminal Services be turned off. 

Sun Solaris 2.8 with patches: 

109742 has been replaced by 108528-13 

109322 has been replaced by 108827-15 

109279 has been replaced by 108528-13 

108991 has been replaced by 108827-15 

Java Requirements 

Sun Java plug-in 1.3.1-b24 

Client Requirements 

Hardware 

• PC-compatible computer with 300 MHz or faster Pentium processar 

• Solaris SPARCstation or Sun Ultra 10 

Client Operating System 

• Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP SP1 with Microsoft VM. 

• Solaris 2.8 

Client Browser 

• Internet Explorer 6.0 Service Pack 1, on Windows operating systems 

• Netscape Navigator 4. 79, on Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP; 

Netscape Navigator 4.76 on Solaris 2.8 

The CiscoWorks Management Center for Firewalls, and CiscoWorks Management Center for VPN Routers, are 

supported on Internet Explorer 6.0, but not on Netscape Navigator. In addition to supporting Internet Explorer The 

Management Center for IDS and the Monitoring Center for Security are also supported on Netscape Navigator . 
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roducts are eligible for coverage under the Cisco 

lication Service (SAS) program. This service program 

ers contract-based 24-hour access to the Cisco 

Ordering lnformation 

CiscoWorks VMS is available for purchase through regular Cisco 

sales and distributlon channels worldwide. CiscoWorks VMS 

lncludes ali the necessary components needed for an independent 

installation on a Microsoft Windows or Sun Solaris workstation. 

For More lnformation 

Assistance Center (TAC), full Cisco.com privileges, and 

software malntenance updates. A SAS contract ensures that 

customers have easy access to the information and services needed 

to stay current with newly supported device packages, patches, and 

minor updates. For further information about service and support 

offerings. contact your local sales office. 

For more information, go to http://www.cisco.com/warp/publidcc/ 

pd/wr2klvpmnso/prodlit/ or send e-mail to ciscoworks@cisco.com 
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Cisco Systems, Inc. 
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San Jose, CA 95134-1706 
USA 
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-Software Advisor 

HOME SOFTWARE SUPPORT FOR FEATURES SOFTWARE SUPPORT 

~earc~_By Features r Search By Release Çomp_g_[_e Releases 

Major Release 

Product Family 

Releases 

Feature Set 

12.2T 

. 1751 

. 12.2(15)T 

. IP/ADSLNOICE PLUS IPSEC 3DES 

Some features are dependent on product model, interface modules (i.e. Line 
Cards & Por! Adapters), and/or require a software feature license. 

Your selections are supported by the following 

1( a Name ORAM 

c1700-k9sv3y7-mz.12.2-15.T 

AAA Broadc_9_st Accoun!l.o.g 
AAA DN.lli...Mª-PJQLAuthodl.ª!lQO 
AAA Server Group 
AAA Server Group Deadtimer 
AAA Server Group Enhancements 
AAA Se.ry_er..G_r.oJJ.Q.S....Bas..e..d_on DNIS 
Ability to Disable Xauth for Static IPsec Peers 
Accounting of VPDN Disconnect Cause 
ACL Authentication of lncoming RSH and RCP 
ACL Sequence Numbering 
Additional Vendor-Proprietary RADIUS Attributes 
M.Qr:..~?S R~!?.9l!,J.!]QOJ:Lo!9JX>Jl6Bl'J 

96 

AD~L - Asy[!lmE;)tric Digital Subscr[º~r Li.D...~!J.P_port 
Advanced EnÇ!}'pliQn Standard (AES) 
6i.Y!'_çys O.nJlioªmiç .lliQ.N_ít\QLQJ) 
An-ª.!Qg__DID (Direct lnward Dial) 
6§ynchronouJ?...B.9.1ill.Y....LLne QJJeui.o.g 
Asynchronous Serial Traffic Over UDP 
!llM::DXI 
E!{ 1!?.!ªJLlLslo9...D HCJ'j_QLl,A~Jl!e.r.@_ç.ª-s. 
~ti c m.Qdem_ co_ofjgJJI.ªtion 
Bandwig.tb..t.J!Qç?J!QO._ç_Q!l_tr.o.LE'ro.!Qç_Q! .. (e6.C.E') 
BGP 
BGP4 
!lGP 4_MJ.JltlP-ªth .. Suo.Por.t 
BGP 4 Pr~.f]?L[i!tEli.-ªD.9_1o,:Qound ~Q_ut~--M-ªP~ 
ElÇ?P_4__SQfL~ollJig 
BG.E._Condjtion.?lJ3.oute lnj~ctiofl 
BGP HidS!_Locai-A!J!pnomous System 
ElÇ?J:J:!y_º[[çj_Ç!,.[_$_!.jppg_r_t 
.!3_GE'_LiQk_6_and_'!Vjçj_Lt] 

Flash 

16 

8GP _M.l!lUR.ª!b __ lQ.ªQ._S_t@:Lo.gJQ.r:.._6.9Jb_E;!J;l.Y.E_ªnd j!;li)P _i.n_ª.n..MPL_$.::'iEN 
.B.9E'.N.ªJ:DE;!.d _ÇommJ.Jni!y __ L[sJ§. 
.!3_GP .. E'Qliç_y __ 6_c_ç_g_u o.tL119 
_!3G_f? __ E'__r~fil<.:.liª§~Q.QJ.JJb9un.çJ RoJ,J_t~_Eil!~rlng 
13 G t:'_f'_Q ft.R e§ e! 
BRI QSIG Protocol 
Ç_ªll_M.!Ilj_s_~jpn C_ontroJ for H~32;3 Vo!P Gateways 
CçlLeLlD_on Analqg VolceJnt.~rfª_çe§ 
ÇÇF _g_n_ Multipoint GRE Tunn~ls 

CEF/dCEF -Cisco Express Forwarding 

Product Number 

S 17C7VK9-12215T= 
S 17C7VK9-12215T 

Options 

Search For M!Bs 
Compare lmages 
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CEFv6/dCEFv6 - Cisco Express Forwarding 
Certificate Av.19-Enrollm!illl 
Certificate Enrollment Enhancements 
Certificate Securi!y Attribute-Based Access Control 
Certificqtion Authority lnteroperab[illy (CA) 
CGMP - Cisco Group Management Protocol 
Challege Handshake Authentication Protocol (CHAE)_ 
Channelized l;j__fugnaling 
Circuit Interface ldentification Persistence for SNMP 
Cisco Discovery Protocol (CDP) 
Cls.ooJlis.c.overy Protoc_ol (CDP) - IPv6M_dres_s_E.aJ!ljjy_S_UJ)J)Or! for N!lliJb__b_o_r_L. 
Cisco Disco_l@)'_Protocol (CDP)_over AJM 
Class Based Weighted Fair Queuing (CBWFQ) 
Class-Based Packet Marking 
c~td_o_g~~as_çb_ 
CNS Ag!3n!s SSL Security 
CNS Confla1!f-ª-!lon Agent 
CNS_l;yent __ [',g!)nt 
CNS Flow-Through Provisioning 
Commented IP Access List Entries 
Commi1te.Q_Aç_ç_el2_S_B_a!_ejCAR) 
Comgression Contrai Protocol 
C.I1/BJiS __ (B,g_b_b_e_d_8iLSiqo_ª!iog) 
CUG Selection Facility S!!Qpress Qo!lo.D 
Custom Q!Jeueing_(CQ) 
_ç_y~lQm.e_r__Erofi.LEUçlJ.e_IimS)LI;JJbª_llç~m-eD1~___fo__rJnl~r~§_\iog__I_rªtfiç 
Default Passive lnterf~_e 
Q.F-~il_Q__y_e_r:rj_çt~__f_!J_Qç1ig_o_<;l_l_[!y _ _wj1IJ__I_E'_$~_ç_J!J_nJ}~_I-~ 
!l > ACCQ_l,mtin_g 
p'l;-.:;~Ciient 
DHCP Client - Dynamic Subnet Allocation AE'l 
DHCP Client on WAN Interfaces 
D H C_E__Ç)_D_AE_J;)erves..SJ.!P.Qº--rt 
DHCP On Demand Address Pool (ODAP) Manager for non-MPLS VPN pools 
DHCP Proxy Client 
DHCP Relay_oo!)nt_S!J_p_p_g_Q for Unnum_b_e_r_e_d lnteáa__ç_eJ? 
DHCP Secured IP Address Assignment 
DHCP Server- On Demand Address Pool Manag_er_ 
DHCP Server- Option to Ignore ali BOOTP RegJJests 
DHCP S_erver__Q_ptioos - lmRQ__rj__ÇIJldAl!toconfj_quratkm 
DHCP Server-Easy IP Phase 2 
Dial backup 
Dial Peer Enhancements 
Dial-on-demand 
Dialer ldle Timer lnbound Traffic Configuration 
Qj_ªl~_E__~r:_s_i_s_!S)_ol 
pia [!'1f_Qr_Qfj_l_~§. 
Q_[ale[_I{Vatct} 
QiaJ~ªlç_b_G__~cl_QelªY 
Differentiated Services 
Diffserv CQl!lQiiant WRED 
Q§!i11Quished Name Based Crypto Mill2_§_ g :nhancements: PGM RFC-3208 Compliance 
Q_l~ _ _o_Çl_~~-çt)(2_ó_ro_uti_og 
DNS Lookuos over an 1Pv6 Transport 
OQ!.!_l:l)_e__A_\.!!he_nt_icatig_o 
P.YDamic _ _M_ultiple EncapsulatiQD_f_Q_[__DiÇJ!:_iD__Q_\o'e_rJ~Ol::J. 

Q_yo_ª _miç __ Mu!1[R_Qint_Y'.E'NLO_MYENJ 
E 1_8_2_S.ig_o_aj[og 
!;!ill' _ _[E__( F:ll_ª§_~LJ_) 
Easy VPN Remate 
Easy_VPN R_emo_t_e___:__Multiple__lo_§jg_e I nte_ct_a_ç_e_I;DbancemeJJ.ts 
Ça~_y'PN_Ren:10te !;D_hanc~ments 
E<l_sy YPN_Remo_te: __ !-ocai~Açldress _ S upport 
Easy___ILPN R_emgJ_e_;__h1_<;~_o_\.!ªl TUI']!l~_i __ Ç_oo1mLI;.ob_ª!lç_e_meD! 
E---ª§_y __ \,LP_N_SeLY_ef 
Encrypted Vendor Specific Attributes 
Enhanced IGRP (EIGRP) 
Enhanced IGRP _Stub Rputin_g 
Enhanced I TU-T G.168 Echo Cancellation 
Enhanced Loca l Management Interface (ELMI) 
Enhanced Password Security 
Enhanced Tracking Support. 
Exporting and lmporting RSA Keys 
Fast Fragmentation (Fast-Switched Fragmented IP Packets) 
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Fast-Switched Poliçy Routing 
FIº-W:.6.as..esLVY_8_f;;_0 
Frame Relay 
Frame Relay Encagsu_19tion 
Frame Relay End-to-End Keepalive 
Frame Relay Fragmentation (FRF.12) 
Frame Relay FRF.9 Payload Comwession 
Frame ReiÇ!y PVC Interface Priority Qy_e_y_eing 
Frame Relay Router ForeSight 
Frame Relay SVC Suppori(DTE) 
Frame Relay...S_w.i.tçhing 
Frame Relay Switchin_g Diagnostics ançl Trouble~bQQ.ti!J.g 
Frame Relay Switching Enhancements: Shaping and Policing 
Frame Relay Traffic ShaQlng (FRTS) 
E.r.-ª.m~_8_~.1.9.Y ... YQi.ç_ELM.ªR!Jy_~_T!.-ªJfJ.Ç __ $.b_ªp_[!J9 
FXO Answer and Disconnect StJpervision 
G.SHDSL Symmetric DSL S...!!QQOrl 
Qªt!3keEl_Q__e_r:J;_çQ§Y.~tem_l_oterop~raQi[i1y 
Generic Routing Enc-ªQsulation (GRE) 
Generic Routing Encapsulation (Q_@~unnel Keegalive 
G.e.o.eric Traffiç__SJJ.ªQing (GTS) 
G~_IF: Gat_e_w.a_y_ Load Salancing..PJQ!p_çQJ 
tL .~2-~--ç_ªILRe.d.ix~_çti_on_J; .o_b.ªo_çe_me.n!s 
_H.323_;)_g~l@ility_<;~_o_Q_[njru:QPJ2@_Ql![!y__l;_o_b_ªfiCe_ffi~n1_sJQLGat~~ª-J's 
Half bridg_e_/ll<;~Jf_ router for CP_E_an_çl_PPP 
.tiQ91_9..D.dJ:l..9.lLeJ ov__e_L[E 
.!:i!2RP - HQ!~!ª_ndRy_fu>ut~.rJ~rQtQQQ! 
Jj_$RE..:.l:!o.t$.tª_o_çj_Qy_RQi.!1ªr..PJ:9.1Q.c:<oJ.-ªng_jp_~~ç 
t{ '-~l,!QROrt for ICM.P Redire_cj_§ 
_t-h..._.cc.J_j_W_eb...S.~.IY.ei 
HTIPS - HTTP with SSL 3.0 
iBGP Multipath Load Sharing 
IEE~02..J.Ql>.!!QROrl 
IEEE 802.10 VLAN Support 
IGMP Versjon 3 
K?.M.P Ve~lQO~ - Exg[içit Trackin_g_Qlt-l_o_:?.!l?.... GrQhi.P..S .• __ ÇIO.d .. C.bªr:me.!s 
IKE - lnitiate Aggressive Mode 
IKE Extended Authentication (Xauth) 
IKE Mode Coriligurali_on 
I K I;_S.e..c.l-!Ii1Y.E!9.J.9..C.91 
IKE Shared Secret Using AAA Server 
lntegrated routing and bridging (IRB) 
Interface Alias Long Name Sup_gort 
Interface lndex Display 
Interface Range Specification 
lE_I;nbª_o_ç~_QJÇ?.B.P.J3.Q.lJ~ __ 8.!,!1heoJlc.ª1ion 
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New and Changed lnformation 
The following is a list ofthe new features that are supported in Cisco lOS Release 12.2 T. For additional 
inforrnation regarding the features supported in Cisco lOS Release 12.2 T, refer to the new feature 
documentation at the following location: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/index. htm 

Determining Platform Support Through Cisco Feature Navigator 

~ .. 

•· 
Cisco IOS software is packaged in feature sets that are supported ~n specific platforms. To get updated 
information regarding platform support for the new features listed in Cisco IOS Release 12.2 T, access 
Cisco Feature Navigator. Cisco Feature Navigator is regularly updated as new platform support is added 
for features. 

Cisco Feature Navigator is a web-based tool that enables you to determine which Cisco IOS software 
images support a specific set offeatures and which features are supported in a specific Cisco IOS image. 
You can search by feature or release. Under the release section, you can compare releases side by side 
to display both the features unique to each software release and the features in common. 

To access Cisco Feature Navigator, you must have an account on Cisco.com. Ifyou have forgotten or 
lost your account information, senda blank e-mail to cco-locksmith@cisco.com. An automatic check 
will verify that your e-ma i! address is registered with Cisco.com. I f the check is successful, account 
details with a new random password will be e-mailed to you. Qualified users can establish an account on 
Cisco.com by following the directions found at this URL: 

http://www.cisco.com/register 

Cisco Feature Navigator is updated regularly when major Cisco IOS software releases and technology 
releases occur. For the most current information, go to the Cisco Feature Navigator home page at the 
following URL: 

http://www.cisco.com/go/fn 

Note MPLS Class ofService is now referred to as MPLS Quality ofService. This transition reflects the growth 
ofMPLS to encompass a wider meaning and highlight the path toward Any Transport over MPLS. 

New Hardware Features Supported in Cisco lOS Release 12.2(15)T 

The following new hardware features are supported in Cisco IOS Release 12.2(15)T. Some ofthese 
features may have been introduced on other hardware platforms in earlier Cisco IOS software releases. 

1 Port Enhanced ATM Port Adapter with Support for BK VCs 

OL-2339-04 Rev. GO 

The PA-A6 is a series of single-width, single-port, ATM port adapters for Cisco 7200 series and 
Cisco 740 IASR routers. With advanced ATM features, the PA-A6 supports broadband aggregation, 
WAN aggregation, and campus/MAN aggregation. 



1- and 2-port TI/E! Multiflex Voice/WAN interface cards provide basic structured and unstructured 
service for TI o r E 1 networks. The card provides fractional data service and channelized voice services 
and TDM drop and insert (voice/data integration) services. 

1- and 2-Port V.90 Modem WICs for Cisco 1720,1751 and 1760 Routers 

The one- and two-port V.90 Modem WICs expand the extensive range ~fWICs currently available on 
these routers. The modem WIC cards provide cost-effective basic tel~pnone service connectivity to 
allow remote router management, asynchronous Dial-on-Demand routing (DDR) and dia! back-up, and 
low-density remote access server (RAS) services. 

Catalyst 4500 Access Gateway Module 16-port RJ21 FXS Module (WS-U4604-16FXS) 

The 16-Port RJ21 FXS module for the Catalyst 4500 Access Gateway Module is a high density analog 
phone and fax interface. By providing service to analog phones and fax machines, the sixteen Foreign 
Exchange Station (FXS) ports emulate a PSTN central office (CO) or PBX. 

Catalyst 4500 AGM Voice/WAN Bundle (WS-X4604-VOICE) 

The Cisco Catalyst 4500 AGM Voice/WAN bundle provides integrated telephony and routing services 
to the Cisco Catalyst 4000 series and Cisco Catalyst 4500 series switches. The Cisco Catalyst 4500 AGM 
Voice/WAN bundle consists ofthe following products: 

• Cisco Catalyst 4500 Access Gateway Module (WS-X4604-GWY) 

• Cisco Catalyst 4500 AGM 96-channel Digital Signal Processar Set (4x6 DSP SIMMS) 
(WS-X4604-DSP) 

• Cisco Catalyst 4500 AGM 128MB RAM DIMM (MEM-C4K-AGM128M) 

Gigabit Ethernet Network Module 

MRP300 

• Mf"tM · 

The Gigabit Ethernet (GE) network module provides gigabit connectivity. The throughput o f the 
interface depends on the platform. The network module has one GBIC slot to carry any standard copper 
or optical Cisco GBIC, including CWDM. The GE network module optimizes the performance for 
branch office customers by offering a high-speed uplink to both existing and new LAN or WAN 
environments. The extended reach o f the provided fiber connectivity allows customers the option o f 
interconnecting branch offices with Gigabit Ethernet and avoids expensive leased seriallines. Metro are c. 

service providers now have additional options when connecting their customers in branch offices to 
MANs. 

The Gigabit Ethernet network moduleis supported on the following platforms: Cisco 2691 , Cisco 3660, 
Cisco 3725, and Cisco 3745 . 

The Multiservice Route Processo r 300 (MRP300) is a: voice-and-data-capable router that can tarry voice 
traffic over an IP network and that can link small-to-medium-size remote Ethernet LANs to central 
offices over WAN links. The MRP300 has a slot for expanding flash memory; two slots that support 
WICs, VWJCs, and VICs; two PVDM slots for adding DSPs; anda DIMM slot for upgrading ORAM . 

Ol-2339·04 Rev. GO 



MRP3-8FXS 

MRP3-16FXS 

NPE-G1 

NewandChan 

The MRP3-8FXS contains an 8-port Foreign Exchange Station (FXS) module anda slot for any VIC, 
WIC, or VWIC module that supports digital and analog voice trunks and WAN routing interfaces. The 
MRP3-8FXS is similar to the analog station interface 81 card (ASI8I ), with the exception that the ASI8I 
does not have onboard Flash memory. 

The MRP3-I6FXS contains a I6-port Foreign Exchange Station (FXS) m~dule . The MRP3-16FXS is 
similar to the analog station interface 16I card (A SI I60), except that the ASI 160 does not h ave onboard 
Flash memory. 

The NPE-G I is the first network processing engine for the Cisco 7200 VXR routers to provide the 
functionality ofboth a network processing engine and an I/0 controller. Ifused without an I/0 controller, 
an I/0 blank pane! must be in place. 

Although its design provides 110 controller functionality, it can also work with any I/0 controller 
supported in the Cisco 7200 VXR routers. The NPE-G I, when installed with an I/O controller, provides 
the primary input/out functionality; that is, the NPE-G 1 input/out functionality enhances that o f the 
existing I/O controller. However, when both the I/0 controller and NPE-G 1 are present, the functionaiity 
o f the auxi1iary port and console port are on the I/0 controller. 

The NPE-G 1 maintains and executes the system management functions for the Cisco 7200 VXR routers 
and also holds the system memory and environmental monitoring functions . 

The NPE-G 1 consists o fone board with multiple interfaces. It is keyed so that it can be used only in the 
Cisco 7200 VXR routers. 

RPM-XF Card for the MGX 8850 

The RPM-XF card is a next-generation, high-performance model ofthe RPM for the MGX 8850 
platform, using PXM45 processor modules. It is a router module based on an RM7000A MIPS 
processing engine. 

The RPM-XF hardware provides forwarding techno1ogy for packet switching capabilities in excess of 
2-million pps. The forwarding engine is packet based and is interfaced to the midplane o f the system 
through a combination o f switch interface technologies. 

SDH/STM-1 T runk Card for Cisco AS5850 Universal Gateway 

Ol-2339-04 Rev. GO 

Channelized STM-I provides a high speed remo te access aggregation solution with 63 EIs and 1890 
DSO channels. The SDH/STM-1 trunk card is a high density mux/demux card that takes in an STM-1 
(SDH) pipe, used to transport up to 1890 DSO channels. The SDH/STM-I trunk card provides an ingress 
connection between the Cisco AS5850 universal gateway and externai networks. The SDH/STM-1 trunk 
card has a 155-mbps channelized SDH physical interface in a standard dial feature card (DFC) format. 
The SDH interface supports channelization to 64 kbps and connects to single mode fiber optic supporting 
intermediate reach PPP applications. 
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Changed lnfonnation 

oftware Features in Cisco lOS Release 12.2(15)T 

ADSL over ISDN 

~ .. 

The following new features are supported in Cisco lOS Release 12.2(15)T. Some ofthese features may 
have been introduced on other hardware platforms in earlier Cisco lOS software releases. 

Cisco 826 routers connect corporate telecommuters and small offices via Internet service providers 
(ISPs) over asymmetric digital subscriber !ines (ADSLs) to corporate LANs and the Internet. The router 
can provi de bridging and multiprotocol routing between LAN and WA'l:;Ip,orts~·Cisco 826 routers provi de 
connectivity to an ISDN network through an ADSL port. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco 820, Cisco SOHO 70, Cisco SOHO 76, Cisco SOHO 77, and Cisco SOHO 77H platforms. 

Any T ransport over MPLS (AT oM) 

ARP Optimization 

Any Transport over MPLS (AToM) transports Layer 2 packets over a Multiprotocol Label Switching 
(MPLS) backbone. AToM enables service providers to connect customer sites with existing data link 
layer (Layer 2) networks, by using a single, integrated, packet-based network infrastructure-a Cisco 
MPLS network. Instead o f separa te networks with network management environments, service providers 
can detiver Layer 2 connections over an MPLS backbone. AToM provides a common framework to 
encapsulate and transport supported Layer 2 traffic types over an MPLS network core. AToM supports 
the following transport types : 

o ATM AAL5 over MPLS 

o ATM Cell Relay over MPLS 

o Ethemet over MPLS 

o Frame Relay over MPLS 

o PPP over MPLS 

o HDLC over MPLS 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/1 22t/122t 15/atomt/index. 
htm 

The Address Resolution Protocol (ARP) is used to mapa Layer 3 IP address to a Layer 2 MAC address. 
A Cisco router stores this mapped information in an ARP table. The ARP table provides MAC rewrite 
information when the router is forwarding a packet using Cisco Express Forwarding (CEF) or other IP 
switching technologies. 

In previous versions o f Cisco lOS software, the ARP table was organized for easy searching on an entry 
based on the IP .address. However, there are cases such as interface flapping on the router and a topology 
change in the network in which ali related ARP entries need to be refreshedfor correct forwarding . This 
situation could consume a significant amount ofCPU time in the ARP process to search and clean up ali 
the entries. The ARP Optimization feature improves ARP performance by reducing the ARP searching 
time by using an improved data structure. 
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Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/120newft/ 1201 imit/ 120s/ 120s22/arp 
optim.htm 

Asynchronous Call Queueing by Role 

AutoQoS - VoiP 

The Asynchronous Call Queueing by Role feature allows priority users who are making Telnet 
connection requests to busy asynchronous rotary groups to be placed at the head o f the queue when 
asynchronous rotary line queueing is enabled. I f a second priority Uiter IMkes a Telnet connection 
request, this user will be placed behind the first priority user at the head ofthe queue . This feature allows 
a priority user to access the first available line. Refer to the following document for additional 
information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftasyncq.htm 

The AutoQoS - VoiP feature allows you to automate the delivery of quality of service (QoS) on your 
network, and provides a means for simplifying the implementation and provisioning o f QoS for voice 
over IP (VoiP) traffic. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/122newft/122t/122t 15/ftautoq 1.htm 

BGP Hybrid CU Support 

The BGP Hybrid CLI Support feature allows the network operator to configure the Border Gateway 
Protocol (BGP) using the Network Layer Reachability Information (NLRI) format for 1Pv4 unicast 
commands and the address-family identifier (AFI) format for address family commands, such as IPv6, 
VPNv4, and Connectionless Network Service (CLNS) protocol commands. Refer to the following 
document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftbhyc1i.htm 

BGP lncreased Support of Numbered AS-Path Access Lists to 500 

The BGP Increased Support ofNumbered AS-Path Access Lists to 500 feature is an enhancement for 
Border Gateway Protocol (BGP) autonomous system access lists. This enhancement increases the 
maximum number autonomous system access lists from 199 to 500. Refer to the following document for 
additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftiaaspa.htm 

BGP Nonstop Forwarding (NSF) Awareness 

Nonstop Forwarding (NSF) awareness allows a router to assist NSF-capable neighbors to continue 
forwarding packets during a switchover operation or during a well-known failure condition. The BGP 
Nonstop Forwarding Awareness feature allows an NSF-aware router that is running BGP to forward 
packets along routes that are already known for a router that is performing a switchover operation or is 
in a well-known failure mode. This capability allows the BGP peers ofthe failing router to retain the 
routing information that is advertised by the failing router and continue to use this information until the 
fail ed router has returned to normal operating behavior and is able to exchange routing information . The 
peering session is maintained throughout the entire NSF operation . 



nnation 

Cisco Nonstop Forwarding (NSF) works with the Stateful Switchover (SSO) feature in Cisco lOS 
software. SSO is a prerequisite of Cisco NSF. NSF works with SSO to minimize the amount o f time a 
network is unavailable to its users following a switchover. The main objective of Cisco NSF is to 
continue forwarding IP packets following a Route Processar (RP) switchover. NSF/SSO is configured in 
the core o f your network, and NSF awareness is configured on iBGP peers in the core and the edge o f 
the network. 

BGP Restart Session After Max-Prefix Limit 

The BGP Restart Session After Max-Prefix Limit feature enhances tl}ecapal:tilities of the neighbor 
maximum-prefix command with the introduction ofthe restart keyword. This enhancement allows the 
network operator to configure the time interval at which a peering session is reestablished by a router 
when the number ofprefixes that have been received from a peer has exceeded the maximum prefix limit. 
The restart keyword has a configurable timer argument that is specified in minutes . The time range of 
the timer argument is from I to 65535 . Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/1 22newft/ 122t/122t 15/ftbrsamp .htm 

BGP Route-Map Policy List Support 

The BGP Route-Map Policy List Support feature introduces new functionality to Border Gateway 
Protocol (BGP) route maps. This feature adds the capability for a network operator to group route-map 
match clauses into a named list called a policy list. A policy list functions like a macro within a route 
map. When the policy list is referenced within a route map with the match policy-list command, ali 
match statements in the policy list are executed. Policy lists can be used for ali applications o f a route 
map and for redistribution between routing protocols. Policy lists can coexist with configured match and 
set clauses within the same subblock. Policy lists, however, do not support set statements, and policy 
lists are not supported by IP routing policy. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftbgprpl.htm 

BRI QSIG Protocol 

BRI QSIG is the QSIG support over BRI interface. QSIG protocol support allows Cisco voice gateways 
to connect PBXs, key telephone systems (KTS}, and central office switches that communicate by using 
the QSIG protocol. 

Certificate Security Attribute-Based Access Control 

Under the IP Security (IPSec) protocol, certification authori ty (CA) interoperability permits Cisco lOS 
devices and a CAto communicate so that the Cisco lOS device cim obtain and use digital certificares 
from the CA. Certificares contain severa! fields that are used to determine whether a device or user is 
authorized to perform a specified action. The Certificate Security Attribute-Based Access Contrai 
feature adds fields to the certificate that allow specifying an access controllist (ACL} to create a 
certificate-based ACL. Refer to the following document for additional information : 

http://www.ci sco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft crtacl.htm 
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Cisco Easy VPN Remote Enhancements 

The Cisco Easy VPN Remote Enhancements feature improve the capabilities ofthe Cisco Easy VPN 
Client feature first delivered in Cisco IOS Release 12.2(4)YA. Additional capabilities include the 
following: 

o Establishes and terminates the IP Security (IPSec) Virtual Private Network (VPN) tunnel on 
demand. 

o Configures up to three inside interfaces and four outside tunnels for outside interfaces on the VPN 
client. -

o Restores the Network Address Translation (NAT) configuration automatically when the IPSec VPN 
tunnel is disconnected. 

o Supports a loca1-address attribute that specifies which interface is used to source the Easy VPN 
tunnel traffic. 

Supports the 1oopback interface for Cisco uBR905 and Cisco uBR925 cable access routers with the 
cab1e-modem dhcp-proxy interface command. 

o Enhances Peer Hostname. 

Supports Proxy DNS Server. 

o Supports Cisco PIX Firewall Version 6.2 and Cisco IOS Firewall configurations on ali platforms. 

Supports Simultaneous Easy VPN Client and Cisco Easy VPN Server on the same Cisco 1700 series 
routers. 

o Uses a built-in web interface to manage the Cisco Easy VPN Remote feature on the Cisco uBR905 
and Cisco uBR925 cable access routers. 

These enhancement were introduced in Cisco lOS Release 12.2(8)YJ to support Cisco 806, Cisco 826, 
Cisco 827, and Cisco 828 routers; Cisco 1700 series routers; and Cisco uBR905 and Cisco uBR925 
cable access routers. This release is adding support for Cisco 2600, Cisco 3600, and Cisco 3700 series 
routers . Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 15/ftezvpnr.htm 

Cisco lOS Firewall Stateful lnspection of ICMP 

The Cisco IOS Firewall Stateful lnspection o f I CMP feature addresses the limitation o f qua1ifying 
Internet Control Management Protocol (ICMP) messages into either a malicious or benign category by 
allowing the Cisco lOS firewall to use stateful inspection to "trust" ICMP messages that are generated 
within a private network and to permit the associated ICMP replies. Thus, network administrators can 
debug network issues without needing to block ICMP messages from entering the network because of 
possible intruders. 

Cisco lOS Firewall Support for SIP 
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The Cisco IOS Firewall Support for SIP feature integrates Cisco lOS firewalls, the Voice over IP (VoiP) 
protocol, and Session lnitiation Protocol (SIP) within a Cisco lOS based platform, enabling better 
network convergence. 
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The Cisco lOS Firewall Websense URL Filtering feature enables your Cisco lOS firewall (also known 
as Cisco Secure lntegrated Software [CSlS]) to interact with the Websense URL filtering software, 
thereby allowing you to prevent users from accessing specified websites on the basis o f some policy. The 
Cisco lOS Firewall feature works with the Websense server to know whether a particular URL should 
be allowed or denied (blocked). Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122y/ 122yu li /ft 
websen.htm 

Cisco lOS Software Feature Removai-Phase 11 

The Cisco lOS Software Feature Remova! feature is an engineering project to permanently remove 
selected legacy features (or components) from the Cisco lOS code. These features will not be available 
in future releases o f Cisco lOS software. The legacy features that have been removed as of Cisco lOS 
Release 12.2(15)T are as follows : 

• LAN Extension 

• Netware Asynchronous Services Interface (NASI) 

• XRemote 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/1 22t/122t 13/ftjencrg .htm 

Cisco lOS T elephony Service Version 2.1 

• MI}M 
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Cisco lOS Telephony Service (ITS) offers an entry-level lP telephony solution integrated directly into 
Cisco lOS software. Customers can now deploy voice, data, and lP telephony on a single platform for 
their small offices. lTS offers a core set o f phone features that customers commonly require for their 
everyday business needs, and leverages the wide array o f voice capabilities that are available in 
Cisco lOS software to provide a very robust lP telephony offering for the small office environment. 

Cisco lTS version 2.1 provides support for the following new features: 

• additional languages 

• phone loads for Cisco CallManager 3.1 and above 

• GUl customization capability 

• Live Feed Music on Hold (MOH) 

• H450.2 and H450.3 support in Cisco lOS software 

• Consultative Transfer 

• Hookflash Transfer 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newftll 22t/122t 15/itsv21 /index . 
htm 
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Cisco Mobile Networks-Priority Home Agent Assignment 

The mobile router currently preconfigures home agents with different priorities, registering with only 
the highest priority home agent. However, there are situations in which the mobile router roams to an 
area where a closer home agent is more desirable to register with. The Cisco Mobile Networks-Priority 
Home Agent Assignment feature allows a mobile router to register with the closer home agent using the 
existing home agent priority configurations on the mobile router and care-of address access lists 
configured on the home agent. Refer to the following document for additiona1 information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ L22newft/ 122t/ 122t 15/ftdynaha .htm -- •· 
~ 

Cisco Mobile Networks-Static Collocated Care-of Address 

The Cisco Mobile Networks- Static Collocated Care-of Address feature allows a mobile router to roam 
to foreign networks where foreign agents are not deployed. Before the introduction o f this feature, the 
mobile router was required to use a foreign agent care-of address when roaming. Now a roaming 
interface with a static IP address configured on the mobile router itself works as the collocated care-of 
address (CCoA). 

Cisco Mobile Networks-T unnel T emplates for Multicast 

The Cisco Mobile Networks-Tunnel Templates for Multicast feature allows the configuration o f 
multicast on statically created tunnels to be applied to dynamic tunnels brought up on the home agent 
and mobile router. A tunnel temp1ate is defined and app1ied to the tunnels between the home agent and 
the mobile router. The mobile router can now roam carrying multicast sessions to its mobile networks. 
Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftmultic .htm 

Cisco Survivable Remote Site Telephony Version 2.1 

~ .. 

The Cisco Survivable Remote Si te Telephony (SRST) feature offers enterprises a reliable mechanism for 
providing continuous IP telephony services to small branch offices in the event o f an outage. SRST 
enables enterprises to build large IP telephony networks using centralized call processing resources. 

SRST Version 2.1 provides support for the Cisco IP Phone Extension Module 7914, Unity Voice Mail 
integration, additional languages for Cisco IP Phone 7940 and Cisco IP Phone 7960 display, higher 
directory number (DN) maximums, and a new command for creating global prefixes. Refer to the 
following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios122/ 122newft/122t/ 122t 15/srst21/index. 
htm 

Note This feature was originally introduced in Cisco lOS Release 12.2( li )YT. This release is porting the 
feature into the Cisco 1750, Cisco 1751, Cisco 2420, Cisco 2610-2613, Cisco 2610XM-2611XM, 
Cisco 2620-2621 , Cisco 2620XM- 2621XM, Cisco 2650-2651, Cisco 2650XM- 2651XM, Cisco 2691, 
Cisco 3640, Cisco 3640A, Cisco 3660, Cisco 3725, Cisco 3745, and Cisco 7200 series platforms. 
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licer for lhe DiffServ AF PHB 

The Class-Based Policer for the DiffServ AF PHB feature is based on RFC 2697 A Single Rate Three 
Calor Marker. The packet stream is metered and packets are marked "conform," "exceed," or "violate." 
Marking is based on a Committed lnformation Rate (CIR) and two associated burst sizes, a Committed 
Burst Size (CBS) and an Excess Burst Size (EBS). A packet is marked "conform" i f it does not exceed 
the CBS, "exceed" i f it exceeds the CBS but not the EBS, and "viola te" otherwise. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (5)T. .'Ehis r~lease is porting the feature 
into the Cisco 820 platform. _.; 

Clear Channel T3/E3 with lntegrated CSUIDSU 

Nonchannelized (Clear Channel) T3/E3 service is delivered as a T3/E3 pipe with the bandwidth being 
28x24x64k for T3 or 16x32x64k for E3. Clear Channel T3/E3 service is generally used in point-to-point 
applications ( one customer sending data to oneremo te si te) . Any subdivision o f bandwidth is performed 
at each customer site rather than at the central office. Refer to the following document for additional 
information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/1 22limit/122y/122yt/122y 
tll /ft_te3nm .htm 

Clear IPC Statistics 

This existing feature provides a way to clear and reset the interprocess communications (IPC) statistics. 
When debugging IPC problems, the ipc stat counters are clearable, making it easier to diagnose the 
problem. 

DHCP Accounting 

The DHCP Accounting feature introduces authentication, authorization, and accounting (AAA) and 
Remote Authentication Diai-In User Service (RADIUS) support for Dynamic Host Configuration 
Protocol (DHCP) configuration. The introduction of AAA and RADIUS support improves public 
wireless LAN (PWLAN) security by sending secure START and STOP accounting messages . The 
configuration o f this feature adds a layer o f security that allows DHCP lease assignment and termination 
to be triggered for the appropriate RADIUS START and STOP accounting records so that the session 
state is properly maintained by upstream devices, such as a Service Selection Gateway (SSG). The 
additional security provided by this feature can help to prevent unauthorized clients or hackers from 
gaining i Ilegal entry to the network by spoofing authorized DHCP leases . Refer .to the following 
document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 15/ftdhcpac.htm 

DHCP ODAP Server Support 

• MlfW 

~I 

The DHCP ODAP Server Support feature introduces the capability to configure an lOS Dynamic Host 
Configuratiort Pro toco I (DHCP) server (o r róuter) as a subnet allocation serve r. This capability allows 
the lOS DHCP server to be configured with a pool o f subnets for lease to On-Demand Address Pool 
(ODAP) clients. Subnet pools can be configured for global ODAP clients or Multiprotocol La bel 
Switched (MPLS) Virtual Private Network (VPN) ODAP clients on a per-client basis. The DHCP subnet 
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allocation server creates bindings for the subnet leases and stores these leases in the DHCP database. 
This feature also supports database agents for subnet lease recovery. Refer to the following document 
for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/122t 15/ftodapss.htm 

DHCP Secured IP Address Assignment 

The DHCP Secure IP Address Assignment feature introduces the capability to secure ARP table entries 
to Dynamic Host Configuration Protocol (DHCP) leases in the DHC-}L{Iatabase. This feature secures and 
synchronizes the MAC address ofthe client to the DHCP binding,J preventing unauthorized clients or 
hackers from spoofing the DHCP server and taking over a DHCP lease of an authorized client. When 
this feature is enabled and the DHCP server assigns an IP address to the DHCP client, the DHCP server 
adds a secure ARP entry to the ARP table with the assigned IP address and the MAC address o f the 
client. This ARP entry cannot be updated by any other dynamic ARP packets, and this ARP entry will 
exist in the ARP table for the configured lease time or as long as the lease is active . The secured ARP 
entry can be deleted only by an explicit termination message from the DHCP client or by the DHCP 
server when the DHCP binding expires. This feature can be configured for a new DHCP network or used 
to upgrade the security o f an existing network. The configuration o f this feature does not interrupt 
service and is not visible to the DHCP client. The configuration ofthis feature does not interrupt service 
and is not visible to the DHCP client. Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 15/ftdsiaa .htm 

DHCP Server lmport Ali Enhancement 

When the import ali DHCP pool configuration command is used, the DHCP Server Import Ali 
Enhancement feature allows options imported by one subsystem to coexist with options imported from 
another subsystem. When the session is terminated or the lease is released, the imported options are 
cleared from the DHCP server database . 

DHCP Server-ODAP Support for Non-MPLS VPN Pools 

E1 R2 Signaling 
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The DHCP Server- On-Demand Address Pool Manager is a feature in which pools of IP addresses can 
be dynamically increased or reduced in size depending on the address utilization levei. On-demand 
address pools (ODAPs) support address assignment using the Dynamic Host Configuration Protocol 
(DHCP) for customers using private addresses. Each ODAP is configured and associated with a 
particular Multiprotocol Label Switching (MPLS) Virtual Priva te Network (VPN). 

The DHCP Server-ODAP Support for Non-MPLS VPN Pools feature enhances the existing feature to 
provide support for non-MPLS VPN pools. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ I 22newft/122t/122t8/ftondhcp.htm 

R2 signaling is an intemational signaling standard that is common to channelized E I networks. The 
E! R2 Signaling feature was introduced in Cisco lOS Release 11.3(2)T and is now supported on 
Cisco 1751 and Cisco 1760 platforms in Cisco lOS Release 12.2(15)T 
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Nonstop Forwarding (NSF) awareness allows a router to assist NSF-capable neighbors to continue 
forwarding packets during a switchover operation or during a well-known failure condition. The EIGRP 
Nonstop Forwarding Awareness feature allows an NSF-aware router that is running EIGRP to forward 
packets along routes that are already known for a router that is performing a switchover operation or is 
in a well-known failure mo de. This capability allows the EIGRP peers o f the failing router to reta in the 
routing information that is advertised by the failing router and continue to use this information until the 
failed router has retumed to normal operating behavior and is able to exchange routing information. The 
peering session is maintained throughout the entire NSF operation. -

Enhanced Debug Capabilities for Cisco Voice Gateways 

The enhanced debugging capability for Cisco voice gateways provides improvements to the debugging 
output in order to identify and track a specific cal! in a multiple-call environment. Before the 
implementation o f this feature, it was difficult to correia te cal! information between gateways o r to 
identify specific debug messages associated with a single cal! , when multiple voice calls were 
simultaneously active . The output was unstructured and presented in a free fo rm. 

This feature adds a standardized header to the debug outputs o f multiple voice modules, such as voice 
telephony service provider_ (VTSP), call contrai application program interface (CCAPI), session 
application (SSAPP), and interactive voice response (IVR). Refer to the following document for 
additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/122t 15/ft_dbgs2.htm 

Enhanced Object T racking 

Prior to the introduction o f the Enhanced Object Tracking feature, the Hot Standby Router Pro toco! 
(HSRP) had a simple tracking mechanism that allowed you to track the interface line protocol state only. 
I f the !in e pro toco! state o f the interface went down, the HSRP priority o f the router was reduced, 
allowing another HSRP router with a higher priority to become active. The Enhanced Object Tracking 
feature separates the tracking mechanism from HSRP and creates a separa te standalone tracking process 
that can be used by any other process as well as by HSRP. This feature allows tracking of other objects 
in addition to the interface line protocol state. 

A client process, such as HSRP, Virtual Router Redundancy Protocol (VRRP), or Gateway Load 
Balancing Protocol (GLBP), can now register with the tracking service, its interest in tracking a 
particular object, such as an interface ora route, and then be notified when the tracked object changes 
state. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 15/fthsrptk .htm 

Expanded Scope for Cause-Code-lnitiated Call Establishment Retries 

c< .,\$ .. 
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The Expanded Scope for Cause-Code-Initiated Cal! Establishment Retries feature enables the gateway 
to reattempt calls when a disconnect message is received from the public switched telephone network 
(PSTN) without maintaining extra dia! peers. Refer to the following document for additional 
information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/J 22t/ 122t 15/ft_ccu.htm 
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Exporting and lmporting RSA Keys 

The Exporting and Importing RSA Keys feature allows you to transfer security credentials between 
devices by exporting and importing RSA keys. 

The Exporting and Importing RSA Keys feature allows you to share the priva te RSA key pai r o f a router 
with standby routers, therefore transferring the security credentials between networking devices. The 
key pair that is shared between two routers will allow one router to immediately and transparently take 
o ver the functionality o f the other router. I f the ma in router were to fail, the standby router could be 
dropped into the network to replace the failed router without the need to regenerate keys, reenroll in 
certification authority (CA), or manually redistribute keys. ,; -- •· 

You can also use the Exporting and Importing RSA Keys feature to place the same RSA key pair on 
multiple routers, so that ali management stations that use SSH can be configured with a single public 
RSA key. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft_key.htm 

Fax and Modem Pass-Through over VoiP 

Fax and modem pass-through are now supported on the Cisco 1750 and Cisco 1761 platforms beginning 
in Cisco lOS Release 12.2( 15)T. 

Note The Fax and Modem Pass-Through over VoiP feature is also known under the feature title Modem 
Passthrough over Voice over IP. 

On detection ofthe fax or modem tone on an established VoiP call, the gateways switch into modem fax 
or pass-through mode: the voice codec and configuration is suspended and the pass-through parameters 
are loaded for the duration ofthe fax or modem session. This changes the bandwidth needed for the call 
to the equivalent o f G. 711. 

With pass-through, the fax or modem traffic is carried between the two gateways in RTP packets, using 
an uncompressed format resembling the G.711 codec. Packet redundancy may be used to mitigate the 
effects o f packet loss in the IP network. Even so, fax and modem pass-through rema in susceptible to 
packet loss, jitter and latency in the IP network. The two endpoints must be clocked synchronously for 
this type o f transport to work predictably. 

The Fax and Modem Pass-Through feature is also known as Voice Band Data (VBD) by the Intemational 
Telecommunication Union (ITU). VBD refers to the transport o f fax or modem signals over a voice 
channel through a packet network with an encoding appropriate for fax or modem signals. The minimum 
set o f coders for VBD mo de is G. 711 ulaw and alaw with VAD disabled. For modem transport, Echo 
cancellation is also be disabled. 

Firewall lntrusion Detection System Signature Enhancements 
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Before the Firewall Intrusion Detection System Signature Enhancements, the Cisco lntrusion Detection 
System (IDS) contained 59 signatures, which was only a small subset o f the signatures supported by 
Cisco Secure IDS. Firewall Intrusion Detection System (IDS) Signature Enhancements introduces 42 
additional IDS signatures to Cisco lOS IDS that are supported by other Cisco products, such as PIX; 
these newly added signatures are categorized as follows : 

• 21 o f the 28 most commonly seen signatures in the Security Posture Assessment (SPA) findings 

• 6 ofthe 7 PIX signatures that were unavailable in Cisco IOS IDS 
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• Ali 19 o f the most dangerous HTTP signatures in the Cisco Secure IDS Network Security Database 
(NSDB) 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122y/ 122yu 11 /ft 
_fwids .htm 

Firewall N2H2 Support 

The Cisco lOS Firewall N2H2 Support feature provides users with a111Íi1ditional option when choosing 
the URL fi1ter vendor. Just like the Websense URL filtering server, N2H2 interacts with your Cisco lOS 
firewall (a1so known as Cisco Secure lntegrated Software [CSIS]) to allow you to prevent users from 
accessing specified websites on the basis of some po1icy. The Cisco lOS firewall works with the N2H2 
Internet Fi1tering Protoco1 (IFP) server to know whether a particular URL should be allowed or denied 
(blocked). Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221 imit/ 122y/ 122yu 11 /ft 
n2h2.htm 

Firewall Support of HTTPS Authentication Proxy 

The Firewall Support ofHTTPS Authentication Proxy feature allows a user to encrypt the change ofthe 
username and password between the HTTP client and the Cisco lOS router via Secure Socket Layer 
(SSL) when authentication proxy is enabled on the Cisco lOS firewall, thereby ensuring confidentia1ity 
o f the data that is passing between the HTTP client and the Cisco lOS router. Refer to the following 
document for additiona1 information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122y/ 122yu 11 /ft 
fwhttp.htm 

Frame Relay Voice-Adaptive T raffic Shaping 

The Frame Re1ay Voice-Adaptive Traffic Shaping feature enables a permanent virtual circuit (PVC) to 
adjust the rate oftraffic on the basis ofthe presence ofpackets in the priority queue or H.323 call setup 
signaling packets. This feature also introduces voice-adaptive fragmentation. Frame Relay 
voice-adaptive fragmentation allows fragmentation to be turned on when packets are detected in the 
priority queue or H.323 signa1ing packets are present and to be turned offwhen priority queue traffic and 
signaling packets are not present. Refer to the following document for additiona1 information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft_ vats.htm 

G. 732 Support for the lntegrated Signal ing Link Terminal 

• •n• 

The G.732 Support for the Integrated Signaling Link Terminal feature ports the existing International 
Te1ecommunication Union Te1ecommunication Standardization Sector (ITU-T) G.732 bit error rate 
(BER) detection and alarm processing functionality from the Cisco Signaling Link Terminal (SLT) onto 
the Cisco AS5350 and Cisco AS5400 network access server (NAS) platforrns. Refer to the following 
document for additiona1 inforrnation: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftg7325x.ht 
m 
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Gatekeeper Management Statistics 

The Gatekeeper Management Statistics feature adds support for gatekeeper performance management 
parameters that provide statistics that may be used to monitor and troubleshoot a network. Refer to the 
following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 15/ft_gms .htm 

GLBP: Gateway Load Balancing Protocol 

The Gateway Load Balancing Protocol feature provides automatic router backup for IP hosts configured 
with a single default gateway on an IEEE 802 .3 LAN. Multiple first-hop routers on the LAN combine to 
offer a single virtual first-hop IP router while sharing the IP packet forwarding load between them. Other 
routers on the LAN may act as redundant GLBP routers that will become active i f any of the existing 
forwarding routers fail. 

This feature was originally introduced in Cisco lOS Release 12.2(14)S. This release is porting the 
feature into the Cisco 1700 series, Cisco 2600 series, Cisco 3640, and Cisco 3660 platforms. Refer to 
the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft_glbp .htm 

H.323v4 Gateway Zone Prefix Registration Enhancements 

HTTP 1.1 Client 

The H.323v4 Gateway Zone Prefix Registration Enhancements feature provides support for two 
capabilities included in H.323 version 4: additive registration and dynamic zone prefix registration. 
Additive registration allows a gateway to add to or modify a list o f aliases contained in a previous 
registration without first unregistering from the gatekeeper. Dynamic zone prefix registration allows a 
gateway to register actual public switched telephone network (PSTN) destinations served by the gateway 
with its gatekeeper. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 15/ftgwzpre.htm 

This feature implements support for HTTP clients within Cisco lOS software compliant with the HTTP 
1.1 standard (RFC 2616). The HTTP 1.1 Client allows the network device to contact a remote web server 
and obtain content or interact with remote app1ications. The HTTP 1.1 C1ient is enab1ed by defau1t on 
supported p1atforms. 

HTTP 1.1 Web Server 
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The HTTP 1.1 Web Server feature provides a consistent interface for users and applications by 
implementing the HTTP 1.1 standard (RFC 2616). Prior to this release, Cisco software supported only 
a partia) implementation ofHTTP 1.0. The integrated HTTP Server API supports server application 
interfaces. When combined with the HTTPS and HTTP 1.1 Client features, the HTTP 1.1 Web Server 
feature provides a complete, secure solution for HTTP services to and from Cisco devices. Refer to the 
following document for additional information : 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ios 1221122newft/122t/ 122t 15/fthttp I s.htm 
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ith SSL3.0 

IGMP State Limit 

The HTTPS-HTTP with SSL 3.0 feature provides integrated Secure Socket Layer (SSL) 3,0 support for 
the HTTP 1.1 Server and C1ient in Cisco lOS software. SSL provides encryption to allow secure HTTP 
communications. HTTP with SSL (HTTPS) allows for encrypted HTTP communications with Cisco 
devices. 

-
The IGMP State Limit feature provides protection against denial of service (DoS) attacks caused by 
Internet Group Management Protocol (IGMP) packets. The new comma.nd-line interface (CLI) 
introduced by this feature allows you to configure a limit on the number ofiGMP states that results from 
IGMP, IGMP Version 3 li te (IGMP v3lite), and URL Rendezvous Directory (URD) membership reports 
on a per-interface or global basis. Membership reports in excess o f the configured limits will not be 
entered in the IGMP cache, and traffic for those excess membership reports wi ll not be forwarded . Refer 
to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft_igmps .htm 

lmplementing OSPF for 1Pv6 

The Open Shortest Path First (OSPF) Version 3 for IPv6 (RFC 2740) feature expands on OSPF to provide 
support for IPv6 routing prefixes. In OSPF for IPv6, the commands used to customize OSPF are in 
interface configuration mode rather than router configuration mode. When using a nonbroadcast 
multiaccess (NBMA) interface in OSPF for IPv6, users must manually configure the router in order to 
detect neighbors. 

lntegrated IS-IS Multi-T opology Support for 1Pv6 

The Integrated IS-IS Multi-Topology Support for IPv6 feature provides support for routing IPv6 prefixes 
in Intermediate System-to-Intermediate System (IS-IS) usi ng a multi-topology solution. 

lntegrated IS-IS Nonstop Forwarding (NSF) Awareness 

The Integrated IS-IS Nonstop Forwarding (NSF) Awareness feature allows customer premises 
equipment (CPE) routers that are NSF-aware to help NSF-capable routers perform nonstop forwarding 
o f packets. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/isnsfawa .ht. 

lntegrated Voice and Data WAN on T1/E1lnterfaces Using the AIM-ATM-VOICE-30 Module 

The Integrated Voice and Data WAN on TI /E I Interfaces Using the AIM-ATM-VOICE-30 Module 
feature provides configuration enhancements for the AIM-ATM-VOICE-30 digital signaling processar 
(DSP) card on the Cisco 2600 series, Cisco 2600XM, Cisco 3660, Cisco 3725, and Cisco 3745. This 
feature provides a migration path to higher bandwidth without the need to change transport facilities and 
provides a voice processing (termination) solution with AIM-ATM-VOICE-30 without consuming a 
network module slot. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ ftbckaim.htm 
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IP Access List Entry Sequence Numbering \ 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ ios 122s/122snwft/release/122s 14/fsaclseq . 
htm -

IPMROUTE-STD-MIB 

This feature introduces support for the IPMROUTE-STD-MIB in Cisco lOS software. 
IPMROUTE-STD-MIB, as defined in RFC 2932, is a module for management ofiP multicast routing in 
a manner independent ofthe specific multicast routing protocol in use . Support for this MIB replaces the 
draft form o f the IPMROUTE-MIB. 

The IPMROUTE-STD-MIB supports ali the MIB objects ofthe IPMROUTE-MIB and in addition 
supports the following four new MIB objects: 

1. ipMRouteEntryCount 

2. ipMRouteHCOctets 

3. ipMRoutelnterfaceHCinMcastOctets 

4. ipMRoutelnterfaceHCOutMcastOctets 

Note The ipMRouteScopeNameTable MIB object is not supported because it is not relevant to 
multicast routers. 

IPSec VPN Accounting 

The IPSec VPN Accounting feature allows for a session to be accounted for by indicating when the 
session starts and when it stops. Additionally, session identifying information and session usage 
information will be passed to the RADIUS server via RADIUS attributes and vendor-specific attributes 
(VSAs) . Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t 15/ft_evpna.htm 

1Pv6 ISATAP T unnel Support 
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The lntra-Site Automatic Tunnel Addressing Protocol (ISATAP) is an automatic overlay tunneling 
mechanism that uses the underlying 1Pv4 network as a nonbroadcast multiaccess (NBMA) link layer for 
1Pv6. The 1Pv4 address is encoded in the last 32 bits o f the 1Pv6 address, enabling automatic 
1Pv6-in-1Pv4 tunneling within an 1Pv4 network. ISATAP tunnels allow individual 1Pv4/1Pv6 dual-stack 
hosts within a si te to connect to an IPv6 network using the IPv4 infrastructure. ISATAP uses a normal 
global 1Pv6 prefix (/64) , that can be used with both local and global unicast 1Pv6 prefixes , enabling 1Pv6 
routing on the Internet. For additional information, refer to the following document : 

http: //www.cisco .com/univercd/cc/td/doc/produc t/software/ ios 122/ 122newft/1 22t/ 122t 13/ipv6/ipv6imp 
/sa_tunv6 .htm 
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1Pv6 MIBs are now available for managing 1Pv6 traffic. Supported MIBs include the 
CISCO-IETF-IP-MIB and CISCO-IETF-IP-FORWARDING-MIB. 

1Pv6 Provi der Edge Router over MPLS 

The IPv6 Provider Edge Router o ver MPLS (Cisco 6PE) feature allows service providers that are running 
an MPLS/1Pv4 infrastructure to offer 1Pv6 services on an Multiprotocul Label Switching (MPLS) 
network. A Cisco 6PE-enabled backbone allows IPv6 domains to cornmunicáte with each other over an 
MPLS IPv4 core network. A Cisco 6PE implementation requires no backbone infrastructure upgrades 
and no reconfiguration o f core routers, beca use forwarding is based on labels rather than on the IP header 
itself. 

Additionally, the inherent Virtual Private Network (VPN) and Traffic Engineering (TE) services 
available within an MPLS environment allow 1Pv6 networks to be combined in to VPN s o r extranets over 
an infrastructure that supports 1Pv4 VPNs and MPLS-TE. 

The provider edge (PE) routers at each end o f the MPLS network must be 1Pv6-enabled. The PE routerr 
apply an appropriate la bel for the address in the packet to reach the other si de o f the MPLS backbom. 
This is similar to tunneling because it allows IPv6 traffic to be transported over MPLS without the 
routers in the backbone being aware o f the 1Pv6 traffic. An MPLS packet enters and exits the MPLS 
network on different routers, and each router must be IPv6- and 6PE-enabled. 

For more information about the IPv6 Provider Edge Router over MPLS (Cisco 6PE) feature , refer to the· 
following document: 

http://www.cisco.com/warp/public/cc/pd/iosw/prodlit/iosip_an.htm 

ISDN Generic T ransparency Descriptor (GTD) for Setup Message 

• •. , .• 

The ISDN Generic Transparency Descriptor for Setup Message feature provides support for mapping 
ISDN information elements (IEs) to corresponding GTD parameters. Supported IEs and GTD 
parameters include the following: 

• Originating Line Information (OLI) 

• Bearer Capability (USI and TMR) 

• Called Party Number (CPN) 

• Calling Party Number (CGN) 

• Redirecting Number (RGN, OCN, and RNI) 

This feature allows networks to do the following : 

• Extract Originating Line Information (OLI) to identify pay telephone calls and pass on applicable 
charges. 

• Generate billing records that can be used to validate pay telephone operator settlement requests . 

Cisco implements this feature on Cisco lOS gateways by providing a mechanism to allow creating and 
passing the Q931 Setup message and its parameters in a GTD format. The Setup message , sent by the 
gateway to initiate call establishment, is mapped to the GTD Initial Address Message (IAM) . Generic 
transparency descriptors represent parameters within signaling messages and enable transport of 
signaling data in a standard format across network components and appli ca.tions. The GTD mechanism 
allows them to share signaling data and achieve interworking between different signaling types . 
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ISDN PRI-SL T 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 

The ISDN PRI-SLT feature allows you to release the ISDN PRI signaling time slot for Redundant Link 
Manager (RLM) configurations and for Signaling System 7 (SS7) applications in integrated Signaling 
Link Terminal (SLT) configurations. This feature supports the use o f DSO time slots for SS7 links and 
allows the coexistence ofSS71inks and PRI voice and data bearer-channels on the same TI or El 
controller span. Refer to the following document for additional iri'fortnation: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122limit/ 122b/ 122b_8/ftp 
rislt.htm 

ISDN Progress lndicator Support for SIP Using 183 Session Progress 

The ISDN Progress Indicator Support for SIP Using 183 Session Progress feature adds the SIP 183 
Session Progress and Ringing messages to better map to the ISDN/CAS messages. 

The ISDN Progress lndicator Support for SIP Using 183 Session Progress feature was previously 
released in Cisco lOS Release 12. 1 (5)T This feature has been added on the Cisco 175 I and the 
Cisco I760 in Cisco lOS Release I2.2(I5)T 

L2TP Diai-Out Load Balancing and Redundancy 

The L2TP Dial-Out Load Balancing and Redundancy feature enables an L2TP network server (LNS) to 
dial out to multiple L2TP access concentrators (LACs). When the LAC with the highest priority goes 
down, it is possible for the LNS to failover to another lower priority LAC. The LNS can also 
load-balance the sessions between multiple LACs that have the same priority settings. Refer to the 
following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t 15/ftl2tlbr.htm 

L2TP Large-Scale Diai-Out per-User Attribute via AAA 

The L2TP Large-Scale Diai-Out per-U ser Attribute via AAA feature enhances Layer 2 Tunneling 
Protocol (L2TP) to support per-user attributes using authentication, authorization, and accounting 
(AAA) for large-scale dial-out. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios I 22/ 122newft/ I 22t/ I 22t I 5/ftl2taaa . htm 

Malicious Caller ldentification (MCID) lnvocation Support for Enterprise Networks 
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The Malicious Caller Identification (MCID) Invocation Support for Enterprise Networks feature enables 
a called party inside an enterprise network to use a configurable sequence o f digits to notify the local 
law enforcement agency o f a malicious cal L MCID uses To oi Command Language (TCL) and interactive 
voice response (IVR) to trigger the gateway to send calling number information to the authorities . 

The feature is platform independent; uses dual tone multifrequency (DTMF) tones to generate the 
trigger; and operates in both H.323 and Session Initiation Protocol (Sii') voice gateways and on ali 
phones. Refer to the following document for additional information : 

http: / /www.ci sco.co m/ un i vcrcd/cci td /doc/ prod uct/ soft warc/ ios I 2 2/ 122ncw ft / 122 t/ I 22 tl 5ift mc id .htm 
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sed Call Admission Control for SIP 

The Measurement-Based Call Admission Control for SIP feature implements support within Session 
lnitiation Protocol (SIP) to monitor IP network capacity and check the availability ofrouter and interface 
resources, and to decide i f adequate resources are available to carry a successful Voice over IP (VoiP) 
session. This feature also implements a mechanism to prevent calls that arrive from the IP network from 
entering the gateway when required resources are not available to process the cal!. This feature also 
provides the ability to support measurement-based cal! admission control processes as well as check for 
resource availability. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ios 122/1 ~znewftf.l22t/122t 15/ftcacsip .htm 

MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 

~ .. 

The MGCP 1.0 Including NCS 1.0 and TGCP 1.0 Profiles feature implements the following Media 
Gateway Control Protocol (MGCP) protocols on the supported Cisco media gateways: 

• MGCP 1.0 (RFC 2705) 

• Network-based Cal! Signaling (NCS) 1.0, the PacketCable profile o f MGCP 1.0 for residential 
gateways (RGWs) 

• Trunking Gateway Control Protocol (TGCP) 1.0, the PacketCable pro file of MGCP 1.0 for trunking 
gateways (TGWs) 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t4/ft_24mg l.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This re1ease is porting the feature 
into the Cisco 1751 and Cisco 1760 platforms. 

MGCP Based Fax (T.38) and DTMF Relay 

• MffW 

~) 
\ 

This feature adds support for T.38 fax relay and dual tone multifrequency (DTMF) relay with Media 
Gateway Control Protocols (MGCP). This feature provides two modes of implementation for each 
component: gateway (GW)-controlled mode and cal! agent (CA)-controlled mode. In GW-controlled 
mode, GWs negotiate DTMF and fax relay transmission by exchanging capability information in Session 
Description Protoco1 (SDP) messages . That transmission is transparent to the CA. GW-controlled mode 
allows use ofthe MGCP-Based Fax (T.38) and DTMF (IETF RFC 2833) Relay feature without 
upgrading the CA software to support the feature. In CA-controlled mode, CAs use MGCP messagir 
to instruct GWs to process fax and DTMF traffic . For MGCP T.38 Fax Relay, the CAs can also instruc 
GW s to revert to GW-controlled mode i f the CA is unable to handle the fax control messaging traffic ; 
for example, in overloaded or congested networks. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122limit/ 122x/122xb/ 122 
xb_2/ftmgcpfx .htm 

The MGC Protocol Based Fax (T.38) and DTMF (IETF RFC 2833) Relay feature was previously 
released in Cisco lOS Release 12.2(8)T on the Cisco 3600 series and Cisco MC381 O, and in Cisco lOS 
Release 12.2(11)T on tlie Cisco AS5300, Cisco AS5400, and Cisco AS5 850. This feature lias been 
added on the Cisco 1751 and the Cisco 1760 in Cisco lOS Release 12.2( 15)T. 
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MGCP Basic CLASS and Operator Services 

The Media Gateway Control Protocol (MGCP) Basic CLASS and Operator Services feature provides 
CLASS and 3-way calling functionality using the Simple Gateway Control Protocol (SGCP) and MGCP 
protocols. 

MGCP VoiP Call Admission Control 

The MGCP VoiP Call Admission Control (CAC) feature determines. i f calls can be accepted on the IP 
network on the basis o f available network resources. Before this r.e-f~ase, Media Gateway Control 
Protocol (MGCP) Voice over IP (VoiP) calls were established regardless o f the available resources on 
the gateway or network. The gateway had no mechanism for gracefully refusing calls i f resources were 
not available to process the cal I. New calls would fail with unexpected behavior and in-progress calls 
would experience quality-related problems. 

The MGCP VoiP Call Admission Control feature provides three CAC mechanisms to address the need 
for improved quality and predictable gateway behavior. The first mechanism is locallsystem CAC, which 
provides the ability to gracefully refuse calls on the basis o f the availability o f local gateway c ali 
processing resources such as CPU utilization and memory. The second CAC mechanism provides 
synchronization with Resource Reservation Protocol (RSVP) and reports the reservation request to the 
call agent. The third mechanism provides network congestion detection to gracefully refuse calls on the 
basis o f a measured levei o f congestion. 

The MGCP VoiP Call Admission Control feature was previously released in Cisco lOS Release 12.2(8)1 
and is now supported on the Cisco 1751 and Cisco 1760 platforms. 

Mobile IP-Home Agent Accounting 

In Cisco lOS Mobile IP, the home agent keeps track ofthe location ofthe mobile node as it roams away 
from its home network and forwards ali traffic destined to the mobile node to its new location on the 
Internet. The Mobile IP-Home Agent Accounting feature allows the home agent to generate the 
following three new accounting messages that are forwarded to the Service Selection Gateway (SSG): 

• Accounting Start 

• Accounting Update 

• Accounting Stop 

The SSG acts as the proxy server for the authentication, authorization, and accounting (AAA) server and 
acknowledges the accounting messages sent by the home agent. The accounting records generated by 
the home agent can be stored on the AAA server and used by Internet service providers (ISPs) for billing, 
capacity planning, and operations. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/so ftware/ios 1221122newft/ 122t/ I 22t I 5/fthaacct.htm 

MPLS VPN-MIB Support 
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The MPLS VPN- MIB Support feature provides Simple Network Management Protocol (SNMP) agent 
support in Cisco lOS software for Multiprotocol Label Switching (MPLS) Virtual Private Network 
(VPN) management, as implemented in the draft MPLSIBGP Virtual Priva te Network Management 
lnformation Base Using SM!v2 (draft-ietf-ppvpn-mpls-vpn-mib-03.txt) .The Provider-Provisioned VPN 
(PPVPN)-MPLS-VPN MIB provides access to VPN routing/forwarding instance (VRF) information, 
interfaces included irt the VRF, and other configuration and monitoring infortnation. 
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Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/122tl5/ftvnmb 15.ht 
m 

The MPLS VPN-MIB Support feature was introduced in Cisco lOS Release 12.0(21 )ST. The 
PPVPN-MPLS-VPN MIB notifications were supported in Cisco lOS Release 12.2(13)T. The 
PPVPN-MPLS-VPN MIB tables were integrated into Cisco lOS Release 12.2(15)T. 

MPLS VPN Support for EIGRP Between Provi der Edge (PE) and Customer ~dge (CE) -- .... .. 
The MPLS VPN Support for EIGRP Between Provider Edge (PE) and Customer Edge (CE) feature 
provides the Enhanced Interior Gateway Routing Protocol (EIGRP) with the capability to redistribute 
routes through a Border Gateway Protocol (BGP) Virtual Private Network (VPN) cloud. This feature is 
configured only on PE routers, requiring no upgrade or configuration changes to customer equipment. 
This feature also introduces EIGRP support for Multiprotocol Label Switching (MPLS) and BGP 
extended community attributes . Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 15/fteipece.htm 

Multicast Subsecond Convergence 

The Multicast Subsecond Convergence feature comprises a comprehensive set o f features and pro toco! 
enhancements that provide for improved scalability and convergence in multicast-based services. This 
feature set provides for the ability to scale to larger service leveis and to recover multicast forwarding 
after service failure in subsecond time frames . 

Multicast subsecond convergence allows you to send Pro toco! Independent Multicast (PIM) router-query 
messages (PIM hellos) every few milliseconds. In earlier releases, you could send the PIM hellos every 
few seconds. By enabling a router to send PIM helio messages more often, this feature allows the router 
to discover unresponsive neighbors more quickly. As a result, the router can implement failover or 
recovery procedures more efficiently. 

The scalability enhancements improve on the efficiency ofhandling increases (or decreases) in service 
users (receivers) and service load (sources or content). Scalability enhancements in this release include 
the following: 

• Improved Internet Group Management Protocol (IGMP) and PIM state maintenance through new 
timer management techniques 

• Improved scaling o f the Multicast Source Discovery Pro toco! (MSDP) Source-Active (SA) cache 

The scalability enhancements provide the following benefits: 

• Increased potential PIM multicast route (mroute), IGMP, and MSDP SA cache state capacity 

• Decreased CPU usage 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/softwarelios 122s/122snwft/release/122s 14/fs_subcv. 
htm 

Multi pie OPC Support for the Cisco Signaling Link Terminal 

•tt• 
\ I v 

• 

Multiple OPC Support for the Cisco Signaling Link Terminal (SLT) feature allows Cisco SLTs to access 
multiple Signaling System 7 (SS7) point codes (PCs) on a media gateway controller (MGC) . 
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Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122tl5/ftsltopc.htm 

NAT Support for IPSec ESP-Phase 11 

The NAT Support for IPSec ESP-Phase 11 feature allows multiple concurrent IP Security (IPSec) 
Encapsulating Security Payload (ESP) tunnels or connections through a Cisco lOS Network Address 
Translation (NAT) device configured in overload or Port Address Translation (PAT) mode. The IPSec 
ESP deployment does not need to use wrapper techniques that typically use.the User Datagram Protocol 
(UDP) to pass through the NAT router. Refer to the following document for additional information: 

http://www.cisco.com/un ivercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 15/ftsecnat.htm 

Network-Based Application Recognition Protocol Discovery Management lnformation Base 

The existing Network-Based Application Recognition (NBAR) feature is used to identify protocols so 
that traffic can be classified appropriately for quality o f service purposes. NBAR also contains a pro toco I 
discovery feature that displays for the user any NBAR-supported protocol traffic that is traversing an 
interface. 

The NBAR Protocol Discovery MIB expands the capabilities ofNBAR protocol discovery by providing 
the following new protocol discovery functionality through simple network management protocol 
(SNMP): 

• Enables or disables protocol discovery per interface. 

• Displays protocol discovery statistics. 

• Configures and displays multiple top-n tables that list protocols by bandwidth usage . 

Configure thresholds based on traffic ofparticular NBAR-supported protocols o r applications that report 
breaches and send notifications when these thresholds are crossed. Refer to the following document for 
additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 15/ftpdmib.htm 

No Service Password-Recovery 

The No Service Password-Recovery feature disables password-recovery capability for better console 
security. 

OSPF Forwarding Address Suppression in T ranslated T ype-5 LSAs 
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The OSPF Forwarding Address Suppression in Translated Type-5 LSAs feature causes a not-so-stubby 
area (NSSA) area border router (ABR) to translate Type-7 link state advertisements (LSAs) to Type-5 
LSAs, but use the address 0.0.0.0 for the forwarding address instead ofthat specified in the Type-7 LSA. 
This feature causes routers that are configured not to advertise forwarding addresses into the backbone 
to direct forwarded traffic to the translating NSSA ABRs. Refer to the following document for additional 
information: 

http: //www.cisco.com/uhive rcd/cc/td /doc/product/softwa re/ ios 122/ 122newft/1 22t/ 122t 15/ft oadsup.htm 
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Filtering Using Route Maps with a Distribute List 

Users can define a route map to prevent Open Shortest Path First (OSPF) routes from being added to the 
routing table . In the route map, the user can match on any attribute o f the OSPF route. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 120/ 120newft/ 120limit/ 120s/ 120s24/rou 
tmap.htm 

OSPF Nonstop Forwarding (NSF) Awareness 

The OSPF Nonstop Forwarding (NSF) Awareness feature allows customer premises equipment (CPE) 
routers that are NSF-aware to help NSF-capable routers perform nonstop forwarding ofpackets. Refer 
to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 15/ftosnsfa .htm 

OSPF Shortest Path First Throttling 

The OSPF Shortest Path First Throttling feature makes it possible to configure Shortest Path First (SPF) 
scheduling in millisecond intervals and to potentially delay SPF calculations during network instability. 
SPF is scheduled to calculate the Shortest Path Tree (SPT) when there is a change in topology. One SPF 
run may include multiple topology change events. 

The interval at which the SPF calculations occur is chosen dynamically and is based on the frequency of 
topology changes in the network. The chosen interval is within the boundary of the user-specified value 
ranges. Ifnetwork topology is unstable, SPF throttling calculates SPF scheduling intervals to be longer 
until the topology becomes stable. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122s/ 122snwft/release/ 122s 14/fsspftrl.ht 
m 

OSPF Support for F ast Helio Packets 

The OSPF Support for Fast Helio Packets feature provides a way to configure the sending o f helio 
packets in intervals less than I second. Such a configuration would result in fa ster convergence in an 
Open Shortest Path First (OSPF) network. Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/ 120newft/ 120limit/ 120s/ 120s23/fast 
helo .htm 

Per-User QoS via AAA Policy Name 

MflW 

{~) 
\. 

\ 

• 

The Per-U ser QoS via AAA Policy Name feature provides the ability to download a policy name that 
describes quality o f service (QoS) parameters for a user session from a RADIUS server and apply them 
for the particular session. Refer to the following document for additional information : 

http://www.ci sco .com/univercd/cc/td/doc/product/softwarelios 122/ 122newftll 22t/ 122tl 5/ ft_puq .htm 
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PerVRF AAA 

The Per VRF AAA feature allows authentication, authorization, and accounting (AAA) on the basis of 
Virtual Private Network (VPN) routing and forwarding (VRF) instances. For Cisco lOS 
Release I 2.2( I 5)T o r !ater releases, you can use a customer template which may be stored either locally 
or remotely, and AAA services can be performed on the information that is stored in the customer 
template . Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios I 22/ 122newft/ 122t/ 122t 13/ftvrfaaa . htm 

PPPoE Connection Throttling 

PPPoE Profiles 

This feature will throttle the PPP over Ethernet (PPPoE) connection requests to prevent any denial of 
service attacks . lt will implement per-mac/per-vc initiated session rate throttling in the PPPoE server to 
limit the session initiate count during a specific period o f time. 

The PPPoE Profiles feature introduces PPP over Ethernet (PPPoE) profiles, which contain configuration 
information for a group ofPPPoE sessions. Multiple PPPoE profiles can be defined on a device, allowing 
different virtual templates and other PPPoE configuration parameters to be assigned to different Ethernet 
interfaces, VLANs, and ATM permanent virtual circuits (PVCs). Refer to the following document for 
additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t I 5/ftpprfls.htm 

PRI QSIG Protocol 

QSIG is a standardized PBX signaling protocol used primarily in Europe over E! and BRI trunks and 
occasionally in North America over TI trunks. The PRI QSIG Protocol feature provides QSIG signalling 
over PRI trunks 

RADIUS Support of 56-Bit Acct Session-ld 

The Radius Support of 56-Bit Acct Session-ld feature introduces a new 32-bit authentication, 
authorization, and accounting (AAA) variable, acct-session-id-count. The first 8 bits o f the 
acct-session-id-count variable are reserved for the unique-ident, a unique number assigned to the 
accounting session that is preserved between reloads. The acct-session-id-count variable is used in 
addition to the existing 32-bit acct-session-id variable, RADIUS Attribute 44. This provides 56 bits to 
represent the actual accounting session ID. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/I 22t/122t 15/ftradaid.htm 

RADIUS Timeout Set During Pre-Authentication 

OL-2339-04 Rev. GO 

The RADIUS Timeout Set During Pre-Authentication feature provides RADIUS timeout values during 
the pre-authentication phase o f a session, and the values are not overwritten in !ater phases o f the same 
session. Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t 15/ft at tr27 .htm 

i C?MI - C • 

r IIF!s;,_~~ 
I 369 7 . 
'0-or::. 
I ...... . - ------ ---------~... ..... " .. 



0 

The Resource Reservation Protocol (RSVP) Message Authentication feature permits neighbors in an RSVP 
network to use a secure hash to sign ali RSVP signaling messages digitally, thus allowing the receiver o f an 
RSVP message to verify the sender ofthe message without relying solely on the sender's IP address, as is 
done by issuing the ip rsvp neighbor command with an access controllist (ACL). Refer to the following 
document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 1221122newft/122t/ 122t 15/ftrsvpma.htm 

RSVP Support for RTP Header Compression, Phase 1 

The Resource Reservation Protocol (RSVP) Support for Real-Time Transpor! Pro toe oi (RTP) Header 
Compression, Phase I feature provides a method for decreasing a flow's reserved bandwidth 
requirements so that a physicallink can accommodate more voice calls. Refer to the following 
document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t 15/ftrsvpcf.htm 

SIP Call Transfer and Call Forwarding Supplementary Services 

The SIP Call Transfer and Call Forwarding Supplementary Services feature introduces the ability of 
Session Initiation Protocol (SIP) gateways to initiate blind or attended call transfers. Release Link 
Trunking (RLT) functionality was also added with this feature. With RLT, SIP blind call transfers can 
now be triggered by channel-associated signaling (CAS) trunk signaling. Finally, the SIP Call Transfer 
and Call Forwarding Supplementary Services feature implements SIP support of call forwarding 
requests from a Cisco lOS gateway. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 15/ftsipcal.htm 

SIP-Configurable PSTN Cause Code Mapping 

• Mfi:M 

For calls to be established between a session initiation protocol (SIP) network anda PSTN network, the 
two networks must be able to interoperate. One aspect o f their interoperation is the mapping o f PSTN 
cause codes, which indicate reasons for Public Switched Telephone Network (PSTN) call failure or 
completion, for SIP status codes or events. The opposite is also true: SIP status codes or events are 
mapped to PSTN cause codes. Event mapping tables found in this document show the standard or default 
mappings between SIP and PSTN. 

However, you may want to customize the SIP user agent software to override the default mappings 
between the SIP and PSTN networks . The Configurable PSTN Cause Code to SIP Response Mapping 
feature allows you to configure specific map settings between the PSTN and SIP networks . Thus, any 
SIP status code can be mapped to any PSTN cause code, or vice versa . When set, these settings can be 
stored in the NVRAM and are restored automatically on bootup. 

Refer to the following document for further information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 221imit/ 122x/ 122xb/ 122 
xb_2/ftmap.htm 
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Note This feature was previously released in Cisco lOS Release 12.2(8)T for the Cisco 2600 series, 
Cisco 3600 series, and Cisco 7200 series routers as Configurable PSTN Cause Code to SIP Response 
Mapping. This release is porting the feature into the Cisco 1751 and Cisco 1760 platforms. 

SIP Diversion Header lmplementation for Redirecting Number 

~ .. 

SIP is a new protocol developed by the Internet Engineering Task Force< (IETF) Multiparty Multimedia 
Session Control (MMUSIC) Working Group as an alternative to the LfD-T lf.323 specification. SIP is 
defined by RFC 2543 and is used for multimedia call session setup and control over IP networks. Refer to 
the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 t/121 t3 /sipcf2 .htm 

Note This feature was originally introduced in Cisco lOS Release 12.1 (3)T. This release ports the feature in to 
the Cisco 1751 and Cisco 1760 platforms. 

SIP-DNS SRV RFC2782 Compliance 

~ .. 

Session Initiation Protoco1 (SIP) on Cisco Voice over IP (VoiP) gateways uses Domain Name System 
Server (DNS SRV) query to determine the IP address ofthe user endpoint. The query string has a prefix 
in the form o f "protocol.transport." and is attached to the fully qua1ified domain name (FQDN) o f the 
next hop SIP server. This prefix style, from RFC 2052, has always been available; however, with this 
release, a second style is also available. The second style complies with RFC 2782 and prepends the 
pro toco I la bel with an underscore "_"; as in "_protocol._transport." The addition o f the underscore 
reduces the risk ofthe same name being used for unrelated purposes. The form compliant with RFC 2782 
is the default style. Use the srv version command to configure the DNS SRV feature. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 1221imit/ 122x/122xb/ 122 
xb_2/vvfresrv.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco 1751 and Cisco 1760 platforms. 

SIP Gateway Support for Third Party Call Control 

~ .. 
Note 
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SIP is a new protocol developed by the Internet Engineering Task Force (IETF) Multiparty Multimedia 
Session Control (MMUSIC) Working Group as an alternative to the ITU-T H.323 specification. SIP is 
defined by RFC 2543 and is used for multimedia call session setup and control over IP networks. Refer to 
the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121 /121 newft/121 t/ 121 t3 /s ipcf2 .htm 

This feature was originally introduced in Cisco lOS Release 12.2(2)T. This rel ease ports the feature into 
the Cisco 1751 and Cisco 1760 platforms. 
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port of RSVP and TEL URL 

The SIP Gateway Support o f RSVP and TEL URL feature also supports Telephone Uniforrn Resource 
Locators or TEL URLs. Currently Session Initiation Protocol (SIP) gateways support URLs in the SIP 
forrnat. SIP URLs are used in SIP messages to indica te the originator, recipient, and destination o f the 
SIP request. However, SIP gateways may ais o encounter URLs in other forrnats, such as TEL URLs. TEL 
URLs describe voice call connections. They also enable the gateway to accept TEL calls sent through 
the Internet and to generate TEL URLs in the request line of outgoing INVITE requests . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 12211 2'2r:;-ewft!i 221imit/ 122x/ 122xb/ 122 
xb_2/vvfresrv.htm 

Note This feature was previously released in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco 1751 and Cisco 1760 platforrns. 

SIP lntra-gateway Hairpinning 

~ .. 

SIP hairpinning is a call routing capability in which an incoming call on a specific gateway is signaled 
through the IP network and back out the same gateway. This call can be a public switched telephone 
network (PSTN) call routed into the IP network and back out to the PSTN over the same gateway. 

Similarly, SIP hairpinning can be a call signaled from a line (for example, a telephone line) to the IP 
network and back out to a line on the same access gateway. With SIP hairpinning, unique gateways for 
ingress and egress are no longer necessary. 

Note This feature was originally introduced in Cisco IOS Release 12.2(8)T. This release ports the feature into 
the Cisco 1751 and Cisco 1760 platforrns. 

SIP INVITE Request with Malformed Via Header 

• Ml:l•W 

~ .. 
Note 

SIP INVITE requests that a user or service participate in a session. Each INVITE contains a Via header 
that indicates the transport path taken by the request so far and where to send a response . In the past, 
when an INVITE contained a malforrned Via header, the gateway would print a debug message and 
discard the INVITE without incrementing a counter. However, the printed debug message was often 
inadequate, and it was difficult to detect that messages were being discarded. 

The SIP INVITE Request with Malforrned Via Header feature provides a response to the malforrned 
request. A counter, Client Error: Bad Request, increments when a response is sent for a malforrned Via 
field . Bad Request is a class 400 response and includes the explanation Malformed Via Field. The 
response is sent to the source IP address (the IP address where the SIP request originated) at User 
Datagram Protocol (UDP) port 5060. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/1 221 imit/ 122xll22xb/ 122 
xb_2/ftmalvia .htm 

This fe ature was previously released in Cisco lOS Release 12.2(8)T on the Cisco 2600 serie s, 
Cisco 3600 series, and Cisco 7200 series routers . This release ports the feature into the Cisco 1751 and 
Cisco 1760 platforms . 
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SIP: ISDN Suspend/Resume Support 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 15/ftsusres .htm 

SIP-Session lnitiation Protocol for VoiP Enhancements 

Voice over IP (VoiP) currently implements the International Telecommunication Union (ITU)'s H.323 
specification within Internet Telephony Gateways (ITGs) to signal voice call setup. The Session 
lnitiation Protocol (SIP) is a new protocol developed by the Internet Engineering Task Force (IETF) for 
multimedia conferencing over IP. SIP features are compliant with IETF RFC 2543, S!P: Session 
lnitiation Protocol, published in March 1999. 

The Cisco SIP functionality, introduced in Cisco lOS Release 12.1(1)T and enhanced in Cisco lOS 
Release 12.1 (3 )T, enables Cisco access platforms to signal the setup o f voice and multimedia calls over 
IP networks. This release ports the feature in to the Cisco 1751 and Cisco 1760 platforms. The SIP feature 
also provides nonproprietary advantages in the areas of 

• Protocol extensibility 

• System scalability 

• Personal mobility services 

• Interoperability with different vendors 

SIP Support for Media Forking 

The SIP Support for Media Forking feature provides the ability for Session Initiation Protocol (SIP) 
networks to create midcall multi pie streams ( or branches) o f audio. The multiple streams o f audio are 
associated with a single call, but can be sent to several ditferent destinations . The SIP Support for Media 
Forking feature allows service providers to use technologies such as speech recognition, voice 
authentication, and text-to-speech conversion to provide sophisticated services to their end-user 
customers. An example is a web-browsing application that uses voice recognition and text-to-speech 
(TTS) technology to make reservations, verify shipments, or arder products. Refer to the following 
document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 15/ftspfork.htm 

SIP T.38 Fax Relay 
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The SIP T.38 Fax Relay feature adds standards-based fax support to session initiation protocol (SIP) and 
conforms to ITU-T T.38 Procedures for real-time Group 3 facsimile communication over IP networks. 
The ITU-T standard specifies real-time transmission o f faxes between two regular fax terminais over an 
IP network. Much like a voice call , SIP T.38 Fax Relay requires call establishment, data transmission, 
and release signaling. 

Refer to the following document for additional information : 

http://www.cisco .com/univercd/cc/td /doc/product/so ftwarc / ios I 221122i1ewft / I 221 imit/122 x/ 122xb/122 
xb_2/ftsipfax.htm 
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SIP User Agent MIB 

The Session Initiation Protocol (SIP) User Agent Client (UAC) and User Agent Server (UAS) are 
manageable by an SNMP-based network management platform, such as the Cisco Voice Manager. This 
release ports the feature to the Cisco 1750 and Cisco 1761 platforms. -'Fhe SIP MIB has been defined, 
will be submitted to the IETF, and will be implemented on those platforms. 

To obtain lists of supported MIBs by platform and Cisco lOS release, and to download MIB modules, 
go to the Cisco MIB web site on Cisco.com at 
http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml 

Source Interface Selection for Outgoing T raffic with Certifica te Authority 

The Source Interface Selection for Outgoing Traffic with Certificate Authority feature allows you to 
specify the address o f an interface to be used as the source address for ali outgoing TCP connections 
when a designated trustpoint has been configured. Refer to the following document for additional 
information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft_asish .htm 

Support for Bridged RFC 1483 Encapsulated Traffic over ATM SVCs 

The Support for Bridged RFC 1483 Encapsulated Traffic over ATM SVCs feature allows you to send 
bridged RFC 1483 encapsulated packets over ATM switched virtual circuits (SVCs). Refer to the 
following document for additiona1 information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ftbridge.htm 

Support for lUA with SCTP for Cisco Access Servers 

The Support for lUA with SCTP for Cisco Access Servers feature supports the IDSN User Adaptation 
(lUA) Layer with Stream Control Transmission Protocol (SCTP) for the Cisco AS5x00 network access 
servers (NASs) and the Cisco 2420, Cisco 2600 series, Cisco 3600 series, and Cisco 3700 series. This 
feature isto be used as an altemative to the existing IP-based User Datagram Protocol-to-Reliable Lin1-

Manager (UDP-to-RLM) transport between the Cisco PGW2200 and Cisco gateways. Refer to the 
following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 15/ ftgkrup.htm 

T1 Channel Associated Signaling (CAS) 

• Ml:fW 

\ ) 

Channel Associated Signaling (CAS) is the transmission of signaling information within the voice 
channel. Support forCAS is now available on TI interfaces . 
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T.37 for Cisco 7200 CJ. /1· ) 
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This feature adds T.37 standards-based store-and-forward fax protocol support .32 ~ eways and 
gatekeepers to the Cisco 7200 series. T.37 is an ITU-T recommended standard for store-and-forward fax 
that enables Cisco gateways and gatekeepers to interwork with other Cisco gateways and third-party 
H.323 devices that support the T.37 protocol. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /faxapp/index 
.htrn -

T.3 7 store-and-forward fax was originally supported in Cisco lOS Rélease 12.1 (5)T on the 
Cisco AS5300 platform. In Cisco lOS Release 12.2(8)T, support was added on the Cisco 1751, Cisco 
2600 series, Cisco 3600 series, Cisco 3725, and Cisco 3745. In Cisco lOS Release 12.2(13)T, support 
was added on the Cisco AS5350 and the Cisco AS5400. Cisco lOS Release 12.2( 15)T adds support on 
the Cisco 7200 series. 

T okenless Call Authorization 

The Tokenless C ali Authorization feature provides a statically configured access listo f authorized H.323 
endpoints for the Cisco lOS gatekeeper. The gatekeeper accepts calls from endpoints on the list. This 
security feature is an altemative to Interzone ClearTokens (IZCTs) and Cisco Access Tokens (CATs), 
and can be used with Cisco CallManager. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 15/ft_tklss.htm 

T unneled GR-303 for the Cisco Cable Modem 

The Tunneled GR-303 Support feature enables the Cisco uBR925 cable access router to send and receive 
call contrai messages using GR-303 signaling, in addition to the Media Gateway Contrai Protocol 
(MGCP) signaling that was previously supported. This allows the Cisco uBR925 router to support 
advanced call features such as caller ID and call waiting, using both GR-303 and MGCP signaling. Refer 
to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/122tl5/dtgrmgcp .ht 
m 

UDP Forwarding Support of IP Redundancy Virtual Router Group (VRG) 
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User Datagram Protocol (UDP) forwarding is used in Cisco lOS software to forward broadcast and 
multicast packets received for a specific IP address. Virtual Router Group (VRG) support is currently 
implemented with the Hot Standby Routing Protocol (HSRP), and it allows a set ofrouters to be grouped 
as a logical router that answers to a well known IP address. The UDP Forwarding Support of IP 
Redundancy Virtual Router Group (VRG) feature enables UDP forwarding to be VRG aware, resulting 
in forwarding only to the active router in the VRG. Refer to the following document for additional 
information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 15/ftudpvrg.htm 
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port for Digital Modems 

The V.92 and V.44 Support for Digital Modems feature supports the V.92 Modem on Hold and V.92 
Quick Connect portions ofthe new V.92 modem standard, and the new V.44 LZJH compression standard 
based on Lempel-Ziv, on the Cisco 3600 and Cisco 3700 series router platforms. Refer to the following 
document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221 imit/ 122y/ 122yt/ 122y 
t ll/ftv92_ 44.htm 

VRF-Aware IPSec 

The VRF-Aware IPSec feature introduces IP Security (IPSec) tunnel mapping to Multiprotocol Label 
Switching (MPLS) Virtual Private Networks (VPNs) . Using the VRF-Aware IPSec feature, you can map 
IPSec tunnels to virtual routing and forwarding (VRF) instances using single public-facing addresses. 

A VRF instance is a per-VPN routing information repository that defines the VPN membership o f a 
customer si te attached to the provider edge (PE) router. A VRF comprises an IP routing table, a derived 
Cisco Express Forwarding (CEF) table, a set ofinterfaces that use the forwarding table, anda set ofrules 
and routing protocol parameters that contrai the information that is included in the routing table. A ) 
separa te set o f routing and CEF tables is maintained for each VPN customer. 

The MPLS distribution protocol is a high-performance packet-forwarding technology that integrates the 
performance and traffic management capabilities of data link layer switching with the scalability, 
tlexibility, and performance o f network-layer routing. Refer to the following document for additional 
information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 15/ft_ vrfip .htm 

XML Interface to Syslog Messages 

The Cisco lOS system logging (Syslog) process allows the system to report and save important errar 
messages, either locally or to a remate logging server. These Syslog messages include system errar 
messages and debugging output sent during network operation to assist users and Cisco TAC engineers 
with identifying the type and severity o f a problem. Syslog messages can be sent to the console, a 
monitor (TTY), a buffer, or a remate host. 

The XML Interface to Syslog Messages features provides Command Line Interface (CLI) commands for 
enabling syslog messages to be sent in an XML format. XML (Extensible Markup Language), a 
deriva tive of SGML, provides a representation scheme to structuralize consistently formatted data such 
as that found in Syslog messages. This feature defines a closed set o f meaningful XML tags for Syslop 
messages. Logs in a standardized XML format can be more readily used in externai customized 
monitoring tools. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 15/ftxmlsys.htm 

New Hardware Features Supported in Cisco lOS Release 12.2(13)1 

The following new hardware features are supported in Cisco IOS Re1ease 12.2( 13 )T. Some o f these 
features may have been introduced on other hardware platforms in earlier Cisco IOS software releases. 
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Catalyst 4224 Access Gateway Switch 

The Cisco Catalyst 4224 Access Gateway Switch (Catalyst 4224) is an integrated switch/router that 
provides Voice over IP (VoiP) gateway and IP telephony services to a small branch office. The 
Cisco Catalyst 4224 provides an integrated switch and WAN/voice gateway for enterprise satell ite 
offices with up to 24 users. It is intended to work in conjunction with a Cisco Call Manager cluster from 
the central site with fail over capabi lities to allow local calls and basic PBX features . 

For information about Cisco Catalyst 4224 configuration, see the fo llowing: 

http :/ /www.ci sco.com/un ivercd/ cc/td/doc/product/lan/ca t4 224/i nd~~h tm • 

Cisco 3631 Router Enhanced Functionality 

In Cisco lOS Release 12.2( 13)T, the Cisco 3631 will support additional functionality. Beginning in thi s 
release, thi s router will support the following interfaces : 

. NM-T3 

. NM-E3 

. NM-1FE2W 

. NM-2FE2W 

. NM-2W 

. NM-8B-S/T 

. NM-8B-U 

. NM-ICEB 

. NM-ICEU 

. NM-2CEB 

. NM-2CEU 

. ETM 

For more information about network module configuration, see the follow ing: 

http://www.cisco.com/univercd/cc/td/doc/product/access/acs_mod/cis2600/hw_inst/nm_inst/nm-doc/in 
dex.htm 

For more information about WAN interface card (WIC) configuration, see the following: 

h ttp : I lwww. c i se o. com/un ivercd/ cc/td/ doc/prod uct/ access/ acs_m o d/ c i s2 600/h w _ i nst/w i c _i nst/wi c_ doe/ i 
ndex .htm 

Cisco 3725 Router, Cisco 3745 Router, Cisco 2691 Router Enhanced Functionality 
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In Cisco lOS Release 12.2(13)T, the Cisco 3725, Cisco 3745, and Cisco 2691 routers wi ll support 
additional functionality. Beginning in this release, these routers will support the following interfaces: 

• AIM-ATM 

• AIM-VOICE-30 

• AIM-ATM-VOICE-30 

• AIM-VPNII 

OC-3 NMs (multimode, single-mode intermediate reach and single-mode long reach) 

Doe: - - ---·- - -
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• WIC-1 SHDSL 

• VIC-2BRI-NT/TE 

For more information about network module configuration, see the following: 

h ttp : I lwww. c i se o. com/u n ivercd/ cc/td/ doc/prod uct/ access/ a c s_mod/ c i s2 600/h w _i nst/nm_i nst/nm -doe/ in 
dex .htm 

For more information about WAN interface card (WIC) configuration, see the following: 

http: //www.cisco.com/univercd/cc/td/doc/product/access/acs_mod/cis2600/hw_inst/wic_inst/wic_doc/i 
ndex .htm -

Cisco 7401 ASR-BB and Cisco 7401 ASR-CP 

The Cisco 740 I ASR-BB and Cisco 740 I AS R-CP are now supported on Cisco lOS Release 12.2 T. 

Content Engine Network Module for Caching and Content Delivery 

PA-MC-8TE1+ 

The Content Engine (CE) Network Module for Caching and Content Delivery offers the ability to 
integra te the features of Cisco Application and Content Networking System (ACNS) software into 
branch office platforms. The CE network module combines the Content Caching, Content Filtering and 
Content Delivery features of ACNS with robust branch office routing and is supported on Cisco 2600 
series, Cisco 3600 series, and Cisco 3700 series routers. 

The CE network module can operate as a stand-alone cache or in an integrated enterprise content 
delivery network (E-CDN) environment. As one element o f an E-CDN, the CE network module can be 
deployed with a combination of other content engines, content routers, content services switches, and 
content distribution managers to create a complete content delivery network system. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ft_l cenm.ht 
m 

The Cisco PA-MC-8TE I+ is a single-wide port adapter designed to provi de a full eight-port PRI 
multichannel solution for the Cisco 7200 and Cisco 7400. The interfaces can be channelized, fractional 
or ISDN-PRI, or unframed (E!) with up to 256 independent HDLC channels definable for TI andE! 
applications. 

SRP MIB for DPT-OC12 WAN Card 

This feature provides the SRP MIB for PA-SRP-OC 12xx and SRPIP-OC 12xx cards for the Cisco 7200 
and Cisco 7500 series routers . 

Unchannelized support for PA-MC-2T3+ port adapter 

The PA-MC-2T3+ is a single-width port adapter that provides two T3 interface connections. Each T3 
interface can now be independently configured to be either channel ized o r unchannel ized. A channelized 
T3 provides 28 TI !ines multiplexed into the T3. Each TI line can be configured into one or more serial 
interface data channels . 
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http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/1211 imit/ 121 e/ 121 e5/5e_c 
t3.htm 

Update to the Enhancements for the Cisco Voice Gateway 200 

The Enhancements for the Cisco Voice Gateway 200 (Cisco VG2QOJfeatúre provides the Cisco VG200 
platform (also called CAG-VG200) with increased voice gateway feature parity to the Cisco 2600, 
Cisco 3600, and Cisco 3700 platforms. This update provides additional feature functionality on the 
Cisco VG200 platform. 

The Cisco VG200 platforms provide the following default memory options: CAG-VG200-16 MB of 
Flash, 64 MB o f DRAM 

VPN Accelerator Module (V AM) 

The VPN Acceleration Module (VAM) is a single-width acceleration module . lt provides 
high-performance, hardware-assisted tunneling and encryption services suitable for virtual private 
network (VPN) remote access, site-to-site intranet, and extranet applications . lt also provides platform 
scalability and security while working with ali services necessary for successful VPN deployments -
security, quality of service (QoS), firewall and intrusion detection, service-level validation, and 
management. The VAM off-loads IPSec processing from the main processor, thus freeing resources on 
the processor engines for other tasks. 

The VAM provides hardware-accelerated support for multiple encryption functions : 

• 56-bit Data Encryption Standard (DES) standard mode: Cipher Block Chaining (CBC) 

• 3-Key Triple DES (168-bit) 

• Secure Hash Algorithm (SHA)-1 and Message Digest 5 (MD5) 

• Rivest, Shamir, Adelman (RSA) public-key algorithm 

• Diffie-Hellman key exchange RC4-40 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221 imit/ 122y/ 122ye/ 122 
9ye/12ye_ vam.htm 

VPN Encryption and Compression Module (AIM-VPN/EPII & AIM-VPN/HPII) 
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The VPN Encryption AIM provides hardware-based DES/3DES/AES and Compression services for 
Cisco 2691, Cisco 3660, Cisco 3725 and Cisco 3745 series routers. The Data Compression supports 
IPSec IPPCP and supports the industry standard LZS. For more information about configuring the virtual 
priva te network (VPN) encryption hardware advanced integration modules (AIM-VPN/EPII & 
AIM-VPN/HPII) and network modules, refer to the following document: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftaimvpn .ht 
m 



eginning in this release, the model number for the existing WIC-1-B-U interface card for the 
Cisco 1700 series, Cisco 2600 series, and Cisco 3600 series is changing to WIC-1-B-U-V2. 

In addition, this interface card will now be supported on the Cisco 1760, Cisco 2691, Cisco 3725 and 
Cisco 3745 beginning with this release. 

New Software Features in Cisco lOS Release 12.2(13)1 

The following new features are supported in Cisco lOS Release 12.2( 13)T. Some o f these features may 
have been introduced on other hardware platforms in earlier Cisco lOS software releases. 

Advanced Encryption Standard (AES) 

The Advanced Encryption Standard (AES) feature adds support for the new encryption standard AES, 
with CBC (Cipher Block Chaining) Mode, to IP Security (IPSec). 

The National Institute of Standards and Technology (NIST) has created AES, which is a new Federal 
Information Processing Standard (FIPS) publication that describes an encryption method. AES is a 
privacy transforms for IPSec and Internet Key Exchange (IKE) and has been developed to replace the 
Data Encryption Standard (DES). AES is designed to be more secure than DES: AES offers a larger key 
size, while ensuring that the only known approach for an intruder to decrypt a message is to try every 
possible key. AES has a variable key length-the algorithm can specify a 128-bit key (the default), a 
192-bit key, or a 256-bit. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ft_aes .htm 

Analog DID (Direct lnward Dial) 

Apollo Domain 

Apple T alk EIGRP 

• Ml:f:M 

J 
\ 

Analog Direct lnward Dia! (DID) is now supported on Cisco 1700 series routers. 

The Apollo Doma in networking protocol will no longer be offered after Cisco lOS Release 12.2. Apollo 
Domain commands will not appear in future releases of the Cisco lOS software documentation set. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftjencrg.htm 

The AppleTalk Enhanced Interior Gateway Routing Protocol (Enhanced IGRP) will no longer be offered 
after Cisco lOS Release 12.2(13)T. AppleTalk EIGRP commands will not appear in future releases of 
the Cisco lOS software documentation set. 

Refer to the following document for additional informatiori : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newÚ/ 122t/ 122 t 13/ftje ncrg. htm 
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Newand 

ATM Multilink PPP Support on Multi pie VCs 

The ATM Multilink PPP Support on Multiple VCs feature supports the transport ofreal-time (voice) and 
other (data) traffic on Frame Relay and ATM virtual circuits (VCs) . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftatmm1t.htm 

ATM Policing by Service Category for SVC/SoftPVC 
d 

When configured, an ATM switch at the network si de of a user-to-network (UNI) interface polices the 
flow of cells in the forward (in to the network) direction o f a virtual connection. These traffic policing 
mechanisms are known as usage parameter control (UPC). With UPC, the switch determines whether 
received cells comply with the negotiated traffic management values and takes one o f the following 
actions on violating cells: 

• Pass the cell without changing the cell loss priority (CLP) bit in the cell header. 

• Tag the cell with a CLP bit value of 1. 

• Drop (discard) the cell. 

The ATM Policing by Service Category for SVC/SoftPVC feature enables you to specify which traffic 
to police, based on service category, on switched virtual circuits (SVCs) or terminating VCs on the 
destination end o f a soft VC. 

For more information on UPC, refer to the "Traffic and Resource Management" chapter in the Guide to 
ATM Technology. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/122b/ 122b_ 4/sv 
c_upc.htm 

ATM Sub interface MIB/T raps 

This feature adds support for the monitoring of ATM and Frame Relay (FR) subinterface status using 
SNMP. New CLI commands allow the enabling or disabling of ATM and Frame Relay notifications 
(traps and informs), and provi de an option for limiting the rate o f notifications sent ("trap throttling") . 

Automatic Protection Switching (APS) 

Banyan VINES 
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This feature allows switchover o f packet-over-SONET (POS) circuits in the event o f circuit fai1ure and 
is often required when connecting SONET equipment to telco equipment. 

The Banyan Virtual Network System (VINES) protoco1 will no longer be offered after Cisco lOS 
Release 12.2(13)T. Banyan VINES commands will not appear in future releases ofthe Cisco lOS 
software documentation set . 

· Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftjcncrg. htm 
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BGP 4 MIB Support for per-Peer Received Routes introduces a new table in the CISCO-BGP4-MIB that 
provides the capability to query (by using Simple Network Management Protocol [SNMP] commands) 
for routes that are leamed from individual Border Gateway Protocol (BGP) peers . 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 12211 22newft/ 122t/ 122t 13/ftbgpmib.ht 
m 

BGP Policy Accounting 

Border Gateway Protocol (BGP) policy accounting measures and classifies IP traffic that is sent to, or 
received from, different peers . Policy accounting is enabled on an input interface, and counters based on 
parameters such as community list, autonomous system number, or autonomous system path are 
assigned to identify the IP traffic. 

Using the BGP table-map command, prefixes added to the routing table are classified by BGP attribute, 
autonomous system number, or autonomous system path. Packet and byte counters are incremented per 
input interface. A Cisco lOS policycbased classifier maps the traffic into one of eight possible buckett 
representing different traffic classes. 

Using BGP policy accounting, you can account for traffic according to the route it traverses. Service 
providers (SPs) can identify and account for ali traffic by customer and bill accordingly. Customers are 
billed appropriately for traffic that is routed from a domestic, intemational, or satellite source. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 13/ft_bgppa.htm 

Bisync-to-IP Conversion for Automated Teller Machines 

The Bisync-to-IP Conversion for Automated Teller Machines feature enables customers to attach a 
binary synchronous communication (bisync) automated teller machine to a serial interface on a Cisco 
router running bisync-to-IP (BIP) protocol translation, and then to route the data over a TCP/IP network 
directly to an IP-based application host. 

As ofCisco lOS Release 12.2(13)T you can use the bstun peer-map-poll command in global 
configuration mode to map the ATM state to polling. The default is to not map the peer state to polling. 
If you configure this command, BIP activates polling when the BIP tunnel becomes active and stops 
polling when the tunnel connection is terminated. When the peer state-to-polling is not mapped, BIP 
waits for the host to issue an "active" status message across the BIP tunnel before polling the ATM 
device and polling is stopped when an " inactive" status message is received across the tunnel or the 
tunnel connection is terminated. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ftbipatm.htm 

Call Admission Control for H.323 VoiP Gateways 

• M@W 

Before the call admission control feature, gateways did not have a mechanism to gracefully prevent calls 
from entering when certain resources were not available to process the cal L This causes the new call to 
fail with unreported behavior, and could potentially cause the ca ll s that are in progress to have quality 
related problems. · 
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I f system resources are not available to admit the call, two kinds of actions are provided: system denial 
(which busyouts ali ofTI orE!) or per call denia1 (which disconnects, hairpins, or plays a message or 
tone). I f the interface-based resource is not available to admit the call, the call is dropped from the 
session protocol (such as H.323). 

This feature was previously released in Cisco lOS Release 12.2(4)T on the Cisco 2600 and Cisco 3600 
routers, and Cisco MC381 O multiservice concentrators. This release.:is po~ting the feature in to the 
IAD2420 platform. "' 

Call Release Source Reporting in Gateway-Generated Call Accounting Records 

The Call Release Source Reporting in Gateway-Generated Call Accounting Records feature enables you 
to track the source o f c ali release in a Voiceover IP (VoiP) network. This cal! release information defines 
whether a call was released by the calling or called party or by an internai or externai source. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/122t 13/ft_crsr.htm 

CEF and Distributed CEF Switching for IPv& 

Cisco Express Forwarding for 1Pv6 (CEFv6) is advanced, Layer 3 IP switching technology for the 
forwarding of1Pv6 packets. Distributed CEF for IPv6 (dCEFv6) performs the same functions as CEFv6 
but for distributed architecture platforms such as the Cisco 12000 series Internet routers and the 
Cisco 7500 series routers. dCEFv6 and CEFv6 function the same and offer the same benefits as dCEFv4 
and CEFv4-network entries that are added, removed, or modified in the IPv6 Routing Information Base 
(RIB), as dictated by the routing protocols in use, are reflected in the Forwarding Information Bases 
(FIBs), and the 1Pv6 adjacency tables maintain Layer 2 next-hop addresses for ali entries in each FIB . 

CEFv6 was introduced in Cisco lOS Release 12.2(13)T for nondistributed architecture platforms, such 
as the Cisco 7200 series routers. dCEFv6 was introduced in Cisco lOS Release 12.0(2I)ST for the 
Cisco 12000 series Internet routers, and was then integrated in to Cisco lOS Release 12.2( 13)T and !ater 
releases for other distributed architecture platforms, such as the Cisco 7500 series routers . 

In Cisco lOS Release 12.0(21 )ST, dCEFv6 included support for 1Pv6 addresses and prefixes. In 
Cisco lOS Release 12.2(13)T or !ater releases, dCEFv6 and CEFv6 were enhanced to include support 
for separate FIBs for 1Pv6 global, site-local, and link-local addresses. 

Cisco Conferencing and T ranscoding for Voice Gateway Routers 
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The feature enables voice conferencing to take place among conferees at small, remote branch offices or 
distributed sites using local resources, without calls having to traverse the company WAN to the central 
site that supports such services. 

The feature also provides transcoding at the remote si te. Different IP telephony devices support different 
codecs and, for communications to be enabled between them, transcoding is required. The feature 
provides transcoding at the remote si te, without having to access transcoding services at the central si te . . 

--·- --· ·· ~ .. ~ . - ...... .... . 
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• New and Changed lnfonnation 

To provide these services, the feature takes advantage ofunused DSP resources on a network module in 
an a1ready existing small or midsize Cisco router at the remote site. The collection ofDSP resources so 
made availab1e is called a DSP farm . The DSP farm is managed by Cisco CaiiManager, the 
software-based call-processing component o f the Cisco IP telephony solution, ata central office or 
branch office. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 13/ftdsp.htm 

Cisco lOS Software Feature Remova I 

This feature permanently removes selected legacy features (or components) from the Cisco lOS code. 
These features will not be available in future releases o f Cisco lOS software. 

The features that have been removed in the 12.2(13)T release are as follows: 

• AppleTalk EIGRP 

• Apollo Domain 

• Banyan VINES 

• Exterior Gateway Protocol (EGP) 

• HP Probe 

• Interior Gateway Routing Protocol (IGRP) 

• Next Hop Resolution Protoco1 (NHRP) for IPX 

• NetWare Link Services Protoco1 (NLSP) 

• Simple Multicast Routing Protocol (SMRP) for AppleTalk 

• Xerox Network Systems (XNS) 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/ftjencrg.htm 

Cisco lOS T elephony Service {ITS) Version 2.02 

• •H•· 
'0 
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The new feature for Cisco lOS Telephony Service (ITS) Version 2.02 is an increase in directory numbers 
from 192 to 288 for the following platforms: 

• Cisco 2691 router 

• Cisco 3640 routers 

• Cisco 3660 routers 

• Cisco 3725 routers 

• Cisco 3745 routers 

The Cisco !OS Telephony Service V2.02 Feature Guide is located at the following location : 

http: / /www.ci sco.com/en/US/products/sw/voicesw/ps4625 /prod ucts_fea ture_gu ides_! ist. htm I 
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Cisco Mobile Networks-Asymmetric Link 

An asymmetric link environment such as satellite communications, with a separa te uplink and downlink, 
provides challenges for the mobile router and foreign agent.Because each unidirectional link provides 
only one way traffic, the inherent mapping in the foreign agent ofthe retum path to the mobile router for 
incoming messages does not apply. The Cisco Mobile Networks-Asymmetric Link feature solves this 
problem by extending the use o f mobile networks to networks where the mobile router h as unidirectional 
links to the foreign agent. The foreign agent is able to transmit packets back to the mobile router over à 
different link than the one on which it receives packets from the mobile router. 

Refer to the following document for additional information: ~ 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 13/asymmetr.ht 
m 

Cisco Mobile Networks-Dynamic Network Support 

The Cisco Mobile Networks feature enables a mobile router and its subnets to be mobile and maintain 
ali IP connectivity, transparent to the IP hosts connecting through this mobile router. Previously, this 
feature was a static network implementation that supported stub routers only. 

Cisco lOS Release 12.2(13)T introduces dynamic network support, which means that the mobile router 
dynamically registers its mobile networks to the home agent, which reduces the amount of configuration 
required at the home agent. For example, i f a home agent supports 2000 mobile routers, the home agent 
does not need 2000 configurations but only a range o f h o me IP addresses to use for the mobile 
routers.This registration results in minimal configuration on the home agent making administration and 
set up easier. 

Cisco Survivable Remote Site T elephony Service V2.02 

The new feature for Cisco Survivable Remote (SRS) Telephony V2.02 is Unity Voice Mail integration, 
which introduces six new commands: 

• pattern direct 

• pattern ext-to-ext busy 

• pattern ext-to-ext no-answer 

• pattern trunk-to-ext busy 

• pattern trunk-to-ext no-answer 

• vm-integration 

For further information, see Cisco !OS Telephony Service V2.02 at the following location: 

http://www.cisco.com/univercd/cc/td/doc/product/access/ip_ph/srs/ index .htm 

Class-Based RTP and TCP Header Compression 
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Real-time Transport Protocol (RTP) or Transmission Control Protocol (TCP) IP header compression is 
typically configured at tpe interface levei. However, this feature now allows you to configure RTP o r TCP 
IP header compression on a per~class basis, when a class in configured within a policy map. Policy maps 
are created using the Modular Quality of Service Command-Line Interface (MQC). 

Thus , this feature extends the functionality o f the MQC and allows you to configure and fine-tune IP 
header compression ata more granular levei. 
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Clearable SI P-UA Statistics 

This feature provides the ability to clear ali Session Initiation Protocol (SIP) statistics counters that are 
displayed by the show sip-ua statistics command, which includes response, traffic and retry statistics. 
Prior to the implementation o f the new feature, SIP counters could be cleared only by reloading or 
resetting the router. The new feature enhances both trouble-shooting ~çl stâtistical analysis efforts by 
clearing SIP counters without reloading or resetting the router. 

The new feature includes the following functionality : 

• Provides an alternate, convenient way to clear statistics counters through the CLI 

• Provides separa te views o f CLI and SNMP statistics counters 

• Provides a timestamp indicating clear sip-ua statistics command activity to assist in reconciling 
CLI and SNMP counter polls 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/122newft/ 122t/122t 13/ ftshadow.htm 

Committed Access Rate (CAR) 

Committed Access Rate (CAR) can rate limit traffic based on certain matching cri teria, such as incoming 
interface, IP Precedence, or IP access list. 

Connection-Oriented Media (Comedia) Enhancements for SIP 

This feature provides the following functionality to symmetric Network Address Translation (NAT) 
traversal : 

• Allows the Cisco gateway to check the media source o f incoming Real-time Transport Protocol 
(RTP) packets. 

• Allows the endpoint to advertise its presence inside or outside ofNAT. 

The new feature implements one ofmany possible SIP solutions to address problems with different NAT 
types and traversals.With the Connection-Oriented Media (Comedia) Enhancements for SIP feature, the 
gateway can open an RTP session with the remate end and then update or modify the existing RTP 
session 's remo te address and port (raddr:rport) with the source address and port o f the actual media 
packet received after passing through NAT. 

Diai-Peer Support for Data Calls 

•tt• • 

The Dial-Peer Support for Data Calls feature enables the configuration and arder assignment of dia! 
peers so that a gateway can identify incoming calls as voice or data . The feature provides a unified call 
processing model that is scalable for voice and data calls through dial-peer provisioning. The feature ais o 
enab les the capability o f assigning separate number ranges for voice or data calls so that the catls wi ll 
h ave the same preference levei o f matching. 

Refer to the following document for additional information : 

http ://www.ci sco.com/uni vc rcd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122 tl3 /ftconcrt.htm 

Ol-2339-04 Rev. GO 



Distributed 1Pv6 for Cisco lOS software 

This feature provides distributed CEF switching support for IPv6 on the Cisco 7500 platforms. 

DLR Enhancements: PGM RFC-3208 Compliance 

In compliance with RFC 3208, the DLR Enhancements feature adds off-tree designated local repairer 
(DLR) support and redirecting poli response (POLR) capability for upstream DLRs to the Cisco 
implementation ofPragmatic General Multicast (PGM). _ 

Dual Serial Une Management to Interface Lucent 5ESS 

This feature is a part of the Cisco lOS Telco Feature Set, a bundle of applications specific to the data 
communications network (DCN) environment. Specifically, this feature supports X.25-to-TCP protocol 
translation, and provides dual serial interfaces to preserve the redundancy and monitoring capability 
available from SCCO and SCCl links on a Lucent 5ESS switch in the DCN network. 

( Dynamic Multipoint VPN (DMVPN) 

The Dynamic Multipoint VPN (DMVPN) feature combines GRE tunnels, IPSec encryption, and NHRP 
routing to provi de users an ease o f configuration via crypto profiles, which override the requirement for 
defining static crypto maps, and dynamic discovery o f tunnel endpoints. 

This feature relies on the following two Cisco technologies-NHRP and mGRE Tunnel Interface. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 13/ftgreips .htm 

Dynamic Subscriber Bandwidth Selection 
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The Dynamic Subscriber Bandwidth Selection (DBS) feature enables wholesale service providers to sell 
different classes of service to retail service providers by controlling bandwidth at the ATM Virtual 
Circuit (V C) levei. ATM Quality o f Service (QoS) parameters from the subscriber doma in are applied 
to the ATM PVC on which a PPPoE or PPPoA session is established. 

Using DBS you can set the ATM permanent virtual circuit (PVC) traffic shaping parameters to be 
dynamically changed based on the RADIUS pro file o f a PPP over Ethemet (PPPoE) o r PPP over ATM 
(PPPoA) user logging in on the PVC. lfthe user is the first user on that PVC, then the RADIUS profile 
values override the default values ofthe PVC. lfusers already exist on the PVC, then the new value 
overrides the existing configuration only i f it is higher than the existing value. I f multiple PPPoE 
sessions are allowed on a subscriber.VC, then the highest peak cell rate (PCR) and sustainable cell rate 
(SCR) o f ali the sessions is selected as the PCR and SCR o f the VC. 

You can apply DBS QoS parameters per user as well as per domain. lfyou apply DBS QoS parameters 
under a domain profile, ali users in that profile are assigned the same DBS QoS parameters. These 
parameters are assigned to the RADIUS profile for that doma in . You can also apply distinctive DBS QoS 
parameters via the RADIUS user profile. 

Traffic shaping parameters can be locally configured by lOS CLI in VC-mode, VC-class, range mode, 
or PVC-in-range mode. These parameters have a lower priority and are. overridden by the shaping 
parameters specified in the domain service profile. Traffic shaping parameters that are CLI configured 



at the VC class interface or subinterface levei are treated as the default QoS parameters for the PVCs to 
which they apply. These parameters are overridden by the domain service profi le QoS parameters ofthe 
domain the user is logged in to. lfno VC class is configured, the default is the unspecified bit rate (UBR). 

When a network access server (NAS) sends a domain authorization request and receives an affirmative 
response from the RADIUS server, this response may include a "QoS-management" string via 
vendor-specific attribute (VSA) 26 for QoS management in the NAS. The QoS management values are 
configured as parto f the domain service pro file attributes on the RADIUS server. These values conta in 
PCR and SCR values for a particular user o r domain. I f the QoS specified for a doma in o r user cannot 
be applied on the PVC that the session belongs to, the session is not established. 

Changing PVC traffic parameters because ofnew simultaneous PPPoEsessió"ns on the PVC does not 
cause existing PPPoE sessions that are already established to disconnect. Changing domain service 
pro file QoS parameters on the RADIUS server does not cause traffic parameters to automatically change 
for PVCs that have existing sessions. 

When you enter the dbs enable orno dbs enable commands to configure or unconfigure DBS, existing 
sessions are not disconnected. Ifyou have a session that has been configured for DBS and you configure 
the no dbs enable command on a VC, additional sessions that are configured will display DBS 
configured QoS values until the first new session is up. After the first session is brought up, the VC has 
default and locally configured values. lfyou configure the dbs enable command after multiple sessior 
are already up on the VC, ali sessions on that VC have DBS QoS parameters. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 13/ftdbs.htm 

Enhanced Features for Local and Advanced Voice Busyout 

This feature introduces 2 new commands, busyout monitor gatekeeper and busyout action graceful. 
The busyout monitor gatekeeper command busies out the gatekeeper i f the gateway loses connection 
to the primary gatekeeper and removes the busyout state when the gateway restores connection to the 
primary or backup gatekeeper. The busyout action graceful command controls the busyout behavior 
that is triggered by the busyout monitor command. This command busies out the voice port immediately 
i f the busyout behavior is triggered but i f there is an active call on this voice port it will wait until the 
call is over. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ft_lavbo.htm 

Enhanced ITU-T G.168 Echo Cancellation 

This feature provides an alterna tive to the default, Cisco proprietary 32-millisecond G .165 echo 
canceller (EC). The new extended echo canceller provides improved performance for trunking gateway 
applications and provides a configurable taillength that supports up to 64 mill iseconds (ms) of echo 
cancellation. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/122t 13/ftecho.htm 

Enhanced Packet Marking 

The Enhanced Packet Marking feature allows you to map and convert the marking o f a packet from one 
value to another (for example, the Precedence value can be mapped to the equivalent Class o f Service 
(CoS) value)- by using a kind o f conversion chart called a table map. 
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The table map establ ishes an equivalency from one value to another. For example, táble;na'J;.c 
the C oS value o f a packet to the Precedence o r differentiated services c ode point (D e o f the 
packet. For networks using MPLS, the MPLS EXP value can be mapped to the QoS group value, which 
can then be mapped to the Precedence o r DSCP value o f the packet. This value mapping can be 
propagated for use on the network, as needed. Refer to the following document for additional 
information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 13/ftenpkmk.ht 
m 

Enhancements for the Cisco Voice Gateway 200 

The Enhancements for the Cisco Voice Gateway 200 (VG200) feature provides the Cisco VG200 
platform with increased voice gateway feature parity to the Cisco 2600, Cisco 3600, and Cisco 3700 
platforms. This update provides additional feature functionality on the Cisco VG200 platform. Refer to 
the following document for additional information: 

Exterior Gateway Protocol (EGP) 

The Exterior Gateway Protocol (EGP) will no longer be offered after Cisco lOS Release 12.2( 13)T. EGP 
commands will not appear in future releases o f the Cisco lOS software documentation set. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftjencrg.htm 

File System Check and Repair for PCMCIA ATA Disks 

This feature introduces a File-System-Check (fsck) utility in Cisco lOS software for FAT file systems on 
PCMCIA disks. The utility performs functions such as checking the boot sector and partition table, 
checking file and directory structure, reclaiming unused disk space, and updating the FAT file structure. 
Prior to the introduction ofthis utility, corrupt files could not be removed from ATA disks using the Cisco 
lOS CLI. This utility is run using the fsck privileged EXEC mode command. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/122t 13/ft_fsck .htm 

Frame Relay PVC Bundles with IP and MPLS QoS Support 
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Frame Relay PVC bundles allow you to associa te a group o f Frame Relay permanent virtual circuits 
(PVCs) with a single next-hop.address. When Frame Relay PVC bundles are used with IP, packets are 
mapped to specific PVCs in the bundle on the basis o f the precedence value o r differentiated services 
code point (DSCP) settings in the type of service (ToS) field o f the IP header. Each packet is treated 
differently according to the QoS configured for each PVC. 

Frame Relay PVC bundles with MPLS QoS support extends Frame Relay PVC bundle functionality to 
support the mapping ofMultiprotocol Label Switching (MPLS) packets to specific PVCs in the bundle. 
MPLS packets are mapped to PVCs according to the settings ofthe experimental (EXP) bits in the MPLS 
packet header.Waiting for information. 

--,..._ .-____ _ 
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ueueing and Fragmentation at the Interface 

The Frame Relay Queueing and Fragmentation at the Interface feature introduces support for 
low-latency queueing (LLQ) and FRF.l2 end-to-end fragmentation on a Frame Relay interface. This new 
feature simplifies the configuration of low-latency, low-jitter quality of service (QoS) by enabling the 
queueing policy and fragmentation configured on the main interface to apply to ali permanent virtual 
circuits (PVCs) and subinterfaces under that interface. Before the introduction ofthis feature, queueing 
and fragmentation had to be configured on each individual PVC. Subrate shaping can also be configured 
on the interface. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122~ewft/122t/ 122tl3/frfrintq .htm 

H.323 Call Redirection Enhancements 

The user-to-user information element (UUIE) o f the Facility message is used primarily for call 
redirection . The UUIE contains a field, facilityReason, that indicates the nature of the redirection. The 
H.323 Call Redirection Enhancements feature adds support for two of the reasons: 
routeCallToGatekeeper and callForwarded. lt also provides a non-standard method for using the Facili 
message to effect call transfer. 

This feature was previously released in Cisco lOS Release 12.2(2)T on Cisco 1700, Cisco 2600 series, 
Cisco 3600 series, Cisco MC381 O, Cisco AS5300, Cisco uBR924 platforms. This release is porting the 
feature into the IAD2420 platform. 

H.323 Dual T one Multifrequency Relay Using Named T elephone Events 

The NTE method ofDTMF relay was originally available on Cisco gateways only for Session Initiation 
Protocol (SIP) and Media Gateway Control Protocol (MGCP) gateways. The H.323 DTMF Relay Using 
Named Telephone Events {NTE) feature adds support for this method for H.323 gateways. 

Cisco H.323 gateways advertise capabilities using the H.245 capabilities messages. By default, they 
adverti se that they can receive ali DTMF relay modes. If the capabilities o f the remo te gateway do not 
match, the Cisco H.323 gateway transmits DTMF tones as in-band voice. Confi guring DTMF relay on 
the Cisco H.323 gateway sets preferences for how the gateway handles DTMF transmission . I f multiple 
methods are configured, the priority is as follows : 

• Cisco RTP 

• RTPNTE 

• H.245 signal 

• H.245 alphanumeric 

In addition to support for NTE, the H.323 DTMF Relay Using NTE feature provides support for 
asymmetrical payload types. Payload types can differ between local and remote endpoints. Therefore, 
the Cisco gateway can transmit one payload type value and receive a different payload type value. 

This feature was previously released in Cisco lOS Release 12.2( 11 )T on Cisco 2600 series, Cisco 3600 
series, Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. This 
release is porting the feature into the IAD2420 platform. 
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H.323 (Gateway) Support 

Support for H.323 Version 2 Gateway functionality is added to the Cisco IAD2420 series of integrated 
access devices (IADs). This support provides the Cisco IAD2420 IAD with more market opportunities 
than when the IAD only supported MGCP and SGCP call control protocols. 

The Cisco IAD2420 IAD with 16 FXS analog ports delivers local voice and data service using VoiP in 
an Ethemet To The Building (ETTx) application. lt aggregates the voice traffic from multiple tenants 
and transports it to an Ethernet switch, such as the Cisco 2950, over the Ethernet link. The built-in WAN 
interface ( either a TI, ADSL o r SHDSL module) is not used when l!Sing the IAD2420-16FXS. 

•· 

H.323 Redundant Zone Support 

The Redundant H.323 Zone Support feature allows users to configure multi pie gatekeepers to service the 
same zone or technology prefix. This feature can be used with the Gateway Support for Alternate 
Gatekeepers feature, which allows a user to configure a gateway to point to two gatekeepers ( one as the 
primary and the other as the altemate) . Together, these features allow a user to configure a Cisco gateway 
to send location requests (LRQs) to two or more Cisco gatekeepers---one as a primary and the others as 
back up gatekeepers. 

This feature was previously released in Cisco lOS Release 12.1(l)T on Cisco 2600 series, Cisco 3600 
series, Cisco MC3810, Cisco AS5200, Cisco AS5300, and Cisco AS5800 platforms. This release is 
porting the feature into the Cisco IAD2420 platform. 

H.323 Scalability and lnteroperability Enhancements 

The Cisco H.323 Scalability and lnteroperability Enhancements feature upgrades the Cisco H.323 
Gatekeeper and Cisco H.323 Gateway to comply with H.323 Version 3. The enhancements in this release 
include support for mandatory H.323 Version 3 elements in the gateway, support for H.225 cal! 
signalling over UDP, and address resolution using border elements. 

For gatekeeper support, this feature was previously released in Cisco lOS Release 12.2(4)T on 
Cisco 2500 series, Cisco 2600 series, Cisco 3600 series, Cisco MC381 O, Cisco AS5850, and Cisco 7200 
series platforms. For gateway support, this feature was previously released in Cisco lOS Release 
12.2(4)T on Cisco 1700, Cisco 2600 series, Cisco 3600 series, Cisco 7200 series, Cisco AS5850, 
Cisco uBR900 series, and Cisco uBR924 platforms. This release is porting the feature in to the IAD2420 
platform. 

H.323 Support for Virtual Interfaces 
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The H.323 Support for Virtual Interfaces feature allows users to configure the IP address ofthe gateway, 
so that the IP address include in the H.323 packet is deterministic and consistently indicates the same 
address for the source. 

In previous releases o f the Cisco lOS software, the source address included in the H.323 packet could 
vary depending on the protocol (RAS, H.225, H.245, or RTP). This makes it difficult to configure 
firewall applications to work with H.323 messages. 

The H.323 Support for Virtual Interfaces feature addresses that difficulty by allowing the user to 
explicitly configure an IP address to be used for ali protocols 

This feature was previously released in Cisco lOS Release 12.1 (2)T on Cisco 2500 series, Cisco 2600 
series, Cisco 3600 series, Cisco AS5300, Cisco 7200 series, and Cisco uBR924 platforms. This release 
is porting the feature into the IAD2420 platform. 
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The HP Probe feature wili no longer be offered after Cisco lOS Release 12.2( 13 )T. HP Probe commands 
will not appear in future releases o f the Cisco lOS software documentation set. 

Refer to the foliowing document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftjencrg .htm 

lnterim Local Management Interface (ILMI) 
_; 

The lnterim Local Management Interface (ILMI) is a pro toco! defined bythe ATM Forum for setting and 
capturing physical layer, ATM layer, virtual path, and virtual circuit parameters on ATM interfaces. 
ILMI uses simple network management protocol (SNMP) messages without User Datagram Protocol 
(UDP) and IP, and organizes managed objects into the following four management information bases 
(MIBs) . 

lnterim-lnterswitch Signaling Protocol (IISP) 

The Interim-Interswitch Signaliing Protocol (IISP) defines a static routing protocol (using manualiy 
configured prefix tables) for communication between ATM switches. IISP provides support for switched 
virtual circuits (SVCs) on ATM switches that do not support the Private Network-to-Network Interface 
(PNNI) protocol. 

lnterim Update at Call Connect 

With this feature, Cisco lOS software generates and sends an additional updated interim accounting 
record to the accounting server when a calileg is connected. Ali attributes (for example, 
h323-connect-time and backward-cali-indicators) available at the time of cali connection are sent 
through this interim updated accounting record. Refer to the foliowing document for additional 
information: 

Interior Gateway Routing Protocol (IGRP) 

The Interior Gateway Routing Protocol (IGRP) wili no longer be offered after Cisco lOS 
Release 12.2(13)T. IGRP commands will not appear in future releases of the Cisco lOS software 
documentation set. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftjencrg .htm 

IP Event Dampening 

Interface state changes occur when interfaces are administratively brought up o r down o r i f an interface 
changes state . When an interface changes state or flaps , routing protocols are notified ofthe status ofthe 
routes that are affected by the change in state. Every interface state change requires ali affected devices 
in the network to recalculate best paths, instali or remove routes from the routing tables, and then 
adverti se valid routes to peer routers . An unstable interface that flaps excess ively can cause other devices 
in the network to consume substantial amounts of system processing resources and cause routing 
protocols to Jose synchronization with the state o f the flappi ng interface. 
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The IP Event Dampening feature introduces a configurable exponential decay 
the effects o f excessive interface flapping events on routing protocols and routing s m etwork. 
This feature allows the network operator to configure a router to automatically identify and selectively 
dampen a local interface that is flapping . Dampening an interface removes the interface from the network 
until the interface stops flapping and becomes stable. Configuring the IP Event Dampening feature 
improves convergence times and stability throughout the network by isolating failures so that 
disturbances are not propagated, which reduces the utilization o f system processing resources by other 
devices in the network and improves overall network stability. 

Refer to the following document for additional information: _ 

http://www.cisco.com/univercd/cc/ld/doc/producl/soflware/ ios 122f l22ne:ft/1221/ 122t 13/flipevdp .htm 

IPSec NAT T ransparency 

Before the introduction ofthe IPSec NAT Transparency feature, a standard IPSec VPN tunnel would not 
work ifthere were one or more NAT or PAT points in the delivery path ofthe IPSec packet. This feature 
introduces support for IPSec traffic to travei through NAT or PAT points in the network by encapsulating 
IPSec packets in a User Datagram Protocol (UDP) wrapper, thereby, allowing remote access users to 
build IPSec tunnels to home gateways. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 1221 13/ftipsnat.hlm 

IPSec Passive Mode 

~ .. 

The IPSec Passive mode feature allows users to configure an intermediate mode-IPSec passive 
mode-that enables routers within an existing network to accept encrypted and unencrypted data . The 
routers will also attempt to negotiate an encrypted session when sending data, but they will send the data 
in unencrypted form as necessary. 

IPSec passive mode is valuable for users who wish to migrate existing networks to IPSec because they 
no longer have wait for ali routers to deploy IPSec; that is, ali routers will continue to interact with 
routers that will encrypt data (that have been upgraded with IPSec) and routers that have yet to be 
upgraded. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/ld/doc/product/software/ios 122/ 122newft/ 1221/ 122t 13/ftpasips.htm 

Note Because a router in IPSec passive mode is insecure, make sure that no routers are accidentally Ieft in this 
mode after upgrading a network. 

1Pv6 ADSL and Dia I Deployment Support 
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The 1Pv6 ADSL and Dia! Deployment Support feature adds support for IPv6 prefix pools, and per-user 
1Pv6 Radius attributes. lt further enables deployment of1Pv6 in DSL and dia! access environments. This 
feature provides the extensions that make Iarge scale 1Pv6 access possible for 1Pv6 environments, 
including IPv6 Radius attributes, stateless address configuration on PPP links, per-user static routes, and 
access lists (ACLs). Refer to the following document for more information: 

hllp ://www.ci sco .com/univercd/cc/ld/doc/producl/soflware/ ios 122/ 122newft/ 1221/ 1221 13/ ipv6/index .hl 
lll 
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In Cisco lOS Release 12.2(2)T or !ater releases, 12.0(21 )ST, and 12.0(22)S, standard 1Pv6 access control 
list (ACL) functionality is used for basic traffic filtering fu nctions-traffic filtering is based on source 
and destination addresses, inbound and outbound to a specific interface, and with an implicit deny 
statement at the end o f each access list (functionality similar to standard ACLs in 1Pv4). 1Pv6 ACLs are 
defined and their deny and permit conditions are set by using the ipv6 access-Iist command with the 
deny and permit keywords in global configuration mode. 

In Cisco lOS Release 12.2( 13)T o r !ater releases, and 12.0(23)S, the standard 1Pv6 ACL functionality is 
extended to support-in addition to traffic filtering based on source ancfdestiPiation addresses-filtering 
o f traffic based on 1Pv6 option headers and optional, upper-layer pro'tocol type information for finer 
granularity o f control (functionality similar to extended ACLs in 1Pv4). 1Pv6 ACLs are defined by using 
the ipv6 access-Iist command in global configuration mode and their permit and deny conditions are set 
by using the deny and permit commands in 1Pv6 access Iist configuration mode. (Configuring the ipv6 
access-Iist command places the router in 1Pv6 access list configuration mode, from which permit and 
deny conditions can be set for the defined 1Pv6 ACL.) 

1Pv6 Quality of Service 

This feature provides for the application of ali the Differentiated Services (DiffServ) QoS features to 
1Pv6 packets. Specific QoS features include packet classification, traffic shaping, traffic policing, packet 
marking, and Drop based on Weighted Random Early Detect (WRED) on ali applicable interfaces. 

1Pv6 RIP Enhancements 

The 1Pv6 RIP Enhancements feature adds support for a separate 1Pv6 RIP routing table, the ability to 
detete routes from the 1Pv6 RIP routing table, and the ability to set route tags. The holddown timer 
default is now set to zero, and a maximum number o f parallel routes can be configured. 

IS-IS HMAC-MDS Authentication 

The IS-IS HMAC-MD5 Authentication feature adds an HMAC-MD5 digest to each Intermediate 
System-to-Intermediate System (IS-IS) protocol data unit (PDU). HMAC is a mechanism for message 
authentication codes (MAC) using cryptographic hash functions . The digest allows authentication at the 
IS-IS routing protocollevel, which prevents unauthorized routing messages from being injected into the 
network routing domain. 

IS-IS has five packet types: link-state packet (LSP), LAN Helio, Serial Helio, complete sequence numbt> 
PDU (CSNP), and partia! sequence number PDU (PSNP). The IS-IS HMAC-MD5 authentication or th . 
cleartext password authentication can be applied to ali five types o f PDU. The authentication can be 
enabled on different IS-IS leveis independently. The interface-related PDUs (LAN Helio, Serial Helio, 
CSNP and PSNP) can be enabled with authentication on different interfaces, with different leveis and 
different passwords. 

The HMAC-MD5 mode cannot be mixed with the clear text mode on the same authentication scope (LSP 
or interface) . However, administrators can use one mode for LSP and another mode for some interfaces, 
for example. I f mixed modes are intended, different keys should be used for different modes in order not 
to compromise the encrypted password in the PDUs. 

Refer to the following document for more information: 

http: //www.cisco .com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t 13/fti smd5 . htm 
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l2TP Extended Failover 

l2TP Redirect 

The L2TP Extended Failover feature extends Layer 2 Tunneling Protocol (L2TP) failover to occur i f 
during tunnel establishment, a router receives a Stop-Controi-Connection-Notification (StopCCN) 
message from its peer or during session establishment, a router receives a Caii-Disconnect-Notify 
(CDN) message from its peer. In either case, the router selects an alternate peer to contact. This is in 
addition to the existing failover caused by excessive retransmission o f Start-Controi-Connection-Reply 
(SCCRQ) messages that indicate there is no response from the peer. 

L2TP Extended Failover results in better load distribution and preveiús congestion ata tunnel terminator 
by allowing the busy tunnel terminator to inform the tunnel initiatÕrthat it should try another tunnel 
terminator. 

Refer to the following document for more information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 13/ftl2tpef.htm 

The L2TP Redirect feature allows an L2TP network server (LNS) participating in Stack Group Bidding 
Pro toco I (SGBP) to senda redirect message to the L2TP access concentrator (LA C) i f another LNS wins 
the bid. The LAC will then reinitiate the call to the newly redirected LNS. The feature provides two 
purposes: 

• Allows the user to have more evenly load-balanced sessions among a stack o f LNSs 

• For multilink calls over Layer 2 Tunneling Protocol (L2TP), eliminates the need for multi pie hops 

Refer to the following document for more information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftl2tpmr.htm 

Low Latency Queueing (LLQ) for IPSec 

Low Latency Queueing (LLQ) for IPSec encryption engines helps reduce packet latency by introducing 
the concept of queueing before crypto engines. Prior to this, the crypto processing engine gave data 
traffic and voice traffic equal status. Administrators now designate voice traffic as priority. Data packets 
arriving at a router interface are directed in to a data packet inbound queue for crypto engine processing. 
This queue is called the best effort queue. Voice packets arriving on a router interface are directed into 
a priority packet inbound queue for crypto engine processing. This queue is called the priority queue. 
The crypto engine undertakes packet processing in a ratio favorable for voice packets. Voice packets are 
guaranteed a minimum processing bandwidth on the crypto engine. 

Refer to the following document for more information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/122t/122t 13/llqfm.htm 

LZ Software with Hardware Encryption 
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Before the LZ Software with Hardware Encryption feature was introduced, compression was not 
supported with the VPN encryption hardware advanced integration module (AIM) and network module 
(NM); that is, a user had to remove the VPN module from the router and run software encryption with 
software compression. This feature enables ali VPN modules to support LZ compression in software 
when the VPN module is in Cisco 2600 and Cisco 3600 series routers, thereby, allowing users to 
configure and compress 2 128Kb/sec streams. 



ificate Enrollment (TFTP and Cut-and-Paste) 

Media Forking 

The Manual Certificate Enrollment (TFTP and Cut-and-Paste) feature allows users to generate a 
certificate request and accept Certificate Authority (CA) certificates as well as the router's certificates; 
these tasks are accomplished via a TFTP server or manual cut-and-paste operations . Users may wish to 
utilize TFTP or manual cut-and-paste enrollment in the fo llowing situations: 

• Their CA does not support Simple Certificate Enrollment Protocol (SCEP) (which is the most 
commonly used method for sending and receiving requests and certificates) 

• A network connection between the router and CA is not possible (which is how a router running 
Cisco lOS software obtains it certificate) _. -- •· 

Refer to the following document for more information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 13/ftmancrt.htm 

Media Forking allows the gateway to create multiple streams (or forks) ofmedia associated with a single 
cal! and send those streams to multiple destinations, which may include voice portais with speech 
recognition. Only the original media stream is bidirectional. Additional branches are unidirectional 
(transmit only), so additional participants are able to hear only the originating caller and not each other. 
Each media stream is independently configured and can be a variation o f voice only, named telephone 
event (NTE) only, or voice plus NTE media stream.The content ofthe media stream is specified in the 
signaling when the media stream is established. 

Although there can be more than one media destination, there is only one signaling destination, which 
might be the voice portal. The cal! leg that was originally signaled (for instance, from the originating 
gateway to the voice portal) is maintained for the li f e o f the session. The media destinations are 
independent ofthe signaling destination, so media forks can be added and removed dynamically. The 
local telephony callleg must be maintained, and up to four media forks, including the destination ofthe 
original cal!, are supported. Fax calls are not supported on any media streams (including the original) 
when multiple forks are requested. No media forks can be created for a fax cal! session. 

MGCP 1.0 and TGCP 1.0 Profiles 

This feature implements the following MGCP protocols on the supported Cisco media gateways: 

• MGCP 1.0 (RFC 2705) 

• Network-based Cal! Signaling (NCS) 1.0, the MGCP 1.0 profile for residential gateways (RGWs) 

• Trunking Gateway Contrai Protocol (TGCP) 1.0, the MGCP 1.0 profile for trunking gateways 
(TGWs) 

MGCP 1.0 is a protocol for the control o f Voice over IP (VoiP) calls by externai call-control elements 
known as media gateway controllers (MGCs) or call agents (CAs). It is described in the informational 
RFC 2705, published by the Internet Society. 

PacketCable is an industry-wide initiative for developing interoperability standards for multimedia 
services over cable faciliti es using packet technology. PacketCable developed the NCS and TGCP 
protocols, which contain extensions and modifications to MGCP while preserving basic MGCP 
architecture and constructs . NCS is designed for use with analog, single-line user equipment on 
residential gateways, while TGCP is intended for use in VoiP-to-PSTN trunking gateways in a cable 
environment. To meet European cable requirements and equipment characteristics, the EuroPacketCable 
working group has adapted PacketCable standards under the name JP Cablecom. 
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2. HA redundancy feature . 

Scalar objects have been added to MIB to monitor the message exchanges between peer home agents . 
These objects are under the 'cmiHaRedun' subtree ofthe MIB . 

3. Performance monitoring. 

There are scalar objects under 'cmiHaReg' subtree which gives statistics about the registration 
processing rate at home agent. Distinction is made between registration requests authenticated locally 
and those authenticated at the AAA server. There are scalar objects-~der the 'cmiMaReg' subtree which 
give statistics about the rate at which registration requests are received at the mobility agent (HA or FA). 

Mobile IP-NAT Detect 

The basic purpose ofNetwork Address Translation (NAT) isto take traffic from the internai netwo.rk and 
present it to the Internet as ifit were coming from a single device having only one IP address. Traditional 
Mobile IP tunneling is incompatible with NAT. The Mobile IP-NAT Detect feature allows the home 
agent to tunnel traffic to Mobile IP clients with private IP addresses behind a NAT-enabled device . The 
home agent is capable of detecting a registration request traversing a NAT-enabled device and applying 
the appropriate tunnel to reach the Mobile IP client. 

Refer to the following document for more information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftnatrav.htm 

Mobile IP-Private Addressing Support 

The Mobile IP-Private Addressing Support feature allows the use o f priva te IP addresses for mobile 
nades. Enhancements have been made to the foreign agent to allow it to distinguish between mobile 
nades using the same private home address, but with different home agents. 

When a mobile node successfully registers with a foreign agent, a tunnel is set up between the foreign 
agent and the home agent. When a packet is received by the foreign agent for the mobile node, the 
foreign agent will identify which mobile node to route the packet to based on the address ofthe mobile 
node, as well as the home agent from which the packet carne. 

Mobile IP-Support for FA Reverse Tunneling 

The Mobile IP-Support for Foreign Agent Reverse Tunneling feature prevents packets sent by a mobile 
node from being discarded by routers configured with ingress filtering by creating a reverse tunnel 
between the foreign agent and the home agent. 

Refer to the following document for more information: 

http://www.ci sco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 13/ft_farev.htm 

Modular QoS CU (MQC)-Based Frame-Relay T raffic Shaping 
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The Modular Quality of Service (QoS) Command Line Interface (CLI)-Based Frame-Relay Traffic 
Shaping feature provides users the ability to configure Frame Relay traffic shaping (FRTS) using 
Modular Quality o f Service (QoS) Command Line Interface (CLI) commands. Modular QoS CLI is 
known as MQC. 



a New and Changed lnformation 

LI (MQC) Three-level Hierarchical Policer 

Earlier Cisco lOS traffic policing features allowed you to configure traffic policing at two leveis ofpolicy 
map hierarchies; the top levei anda secondary levei. 

The Modular QoS CLI (MQC) Three-Level Hierarchical Policer extends the traffic policing 
functionality by allowing you to configure traffic policing at three leveis ofpolicy map hierarchies ; a top 
levei, a secondary levei, anda third levei. Traffic policing may be configured at any or ali ofthese leveis, 
depending on the needs ofyour network. The feature is configured using the Modular Quality ofService 
(QoS) Command-Line Interface (CLI) (MQC) . -
Configuring traffic policing in a three-level hierarchical structure pm~id<;:s a 'greater degree of 
granularity for traffic policing. 

Refer to the following document for more information: 

http://www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/1 22t/122t 13/ft31evel .htm 

Modular QoS CU (MQC) Unconditional Packet Discard 

This feature allows customers to classify traffic matching certain criteria and then configure the syster 
to unconditionally discard any packets matching that criteria. This feature is configured using the 
Modular Quality of Service Command-Line Interface (MQC) feature . 

Refer to the following document for more information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftcbdrp.htm 

MPLS DiftServ Tunneling Modes 

MPLS DiffServ Tunne1ing Modes allows service providers to manage the QoS that a router will provide 
to an MPLS packet in an MPLS network. MPLS DiffServ Tunneling Modes conforrns to the IETF draft 
standard for Uniforrn, Short Pipe, and Pipe modes, and to Cisco-defined extensions for sca1ab1e CLI 
management o f those modes at customer edge, provi der edge, and core routers. 

Refer to the following document for more information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/122newft/1 22t/122t 13/ftdtmode .ht 
m 

MPLS label Distribution Protocol (LDP) MIB 

Multiprotoco11abel switching (MPLS) is a packet forwarding techno1ogy that uses a short, fixed-1eng­
va1ue called a labe1 in packets to determine the next hop for packet transport through an MPLS network. 
by nieans of 1abe1 switching routers (LSRs). 

Refer to the following document for additiona1 inforrnation : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/ldpmib 13.ht 
m 

MPLS Virtual Private Networks 

''Y 

The Virtual Private Network (VPN) feature for Multiprotocol Label Switching (MPLS) allows a 
Cisco lOS network to deploy sca lable IPv4 Layer 3 VPN backbone services. 

This feature was originally introduced in 12 .0(5)T. This rel ease introduces the command. 
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MGCPModel 

The MGCP 1.0 Including NCS 1.0 and TGCP 1.0 Profiles feature provides protocols for RGWs and 
TGWs, which sit at the border o f the packet network to provide an interface between traditional , 
circuit-based voice services and the packet network. Residential gateways offer a small number of 
analog line interfaces, while trunking gateways generally manage'~l(:lrge ·rmmber o f digital trunk 
circuits. 

Refer to the following document for more information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/122t/122t4/ft_24mg l .htm 

MGCP Gateway Support for the Bind Command 

Previous Media Gateway Control Protocols (MGCP) implementation did not allow the assignment of 
particular IP addresses for sourcing MGCP commands and media packets, which could cause firewall 
and security problems. With this feature, you can configure interfaces on which control and media 
packets can be exchanged. This new functionality allows you to separa te signaling from voice by binding 
control (MGCP signaling) and media (Real-Time Transport Protocol, or RTP voice, fax, and modem) to 
specific gateway interfaces. Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/ftxbind .htm 

Mobile IP-Challenge/Response Extensions 

The Mobile IP-Challenge/Response Extensions feature enables a foreign agent to authenticate a mobile 
node by sending mobile foreign challenge extensions (MFCE) and mobile node-AAA authentication 
extensions (MNAE) to the home agent in registration requests. Refer to the following document for 
additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 13/ ft_chext.htm 

Mobile IP-Fastswitching Support on Foreign Agent 

The Mobile IP-Fastswitching Support on Foreign Agent feature enables packets to be fast switched 
from the foreign agent both in the direction o f the mobile no de and through the reverse tunnel. In the 
direction o f the mobile node, packets will be properly fast-switch~d for global IP addresses. However, 
this feature does not support fast-switching to mobile nodes using private home addresses . 

Fast-switching packets through the reverse tunnel is achieved by intercepting packets before cache 
lookup and dynamically switching them through the correct tunnel interface. 

Mobile IP-Generic NAI Support and Home Address Allocation 
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The Mobile IP-Generic NAI Support and Home Address Allocation feature allows a mobile node to be 
identified by using a network access identifier (NAI) instead o f an IP address (home address). The NAI 
is a character string similar to an email address in that it is formatted as either user or user@realm but 
it need not be a valid e-mail address. 



Additionally, this feature allows you to configure the home agent to allocate addresses to mobile nodes 
either statically (including multiple static addresses per NAI flow) or dynamically. Home address . 
allocation can be from address pools configured locally, through either J?HCP server access, or from the 
AAA server. 

Refer to the following document for more information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 13/ftnaiadd .htm 

Mobile IP Home Agent Policy Routing 

The Mobile IP Home Agent Policy Routing feature supports route maps on Mobile IP tunnels created at 
the home agent. This feature allows an ISP to provide service to multiple customers. While reverse 
tunneling packets, the home agent looks up where the packet should go. For example, if an address 
corresponds to a configured network access identifier (NAI) realm name (such as cisco.com), the packet 
goes out interface I, which has a connection to the Cisco network. If an address corresponds to another 
NAI realm name (such as nortel.com), the packet goes out interface 2, which has a connection to the 
Norte! network. This feature was designed to route traffics through VPNs back to an enterprise network. 

Refer to the following document for more information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/fthapoli .htm 

Mobile IP -IPsec for Home Agent to Foreign Agent Tunnel 

The Mobile IP- IPsec for Home Agent to Foreign Agent Tunnel enables the use o f IPSec on the home 
agent to foreign agent tunnel. 

Crypto map configuration must be applied to both the tunne l and physical interfaces. For details refer to 
the "Configuring Cisco Encryption Technology" chapter in the Release 12 .2 Cisco !OS Security 
Configuration Guide. 

Mobile IP-MIB Support for NAI and HA Redundancy 

The CISCO-MOBILE-IP-MIB is enhanced to add support for following features: 

1. -Compliance with RFC 2794 for mobile nodes identified by Network Access Identifiers (NAI). 

The following tables are defined in the MIB to support NAI based mobile nodes (MN): 

• cmiFaRegVisitorTable 

• cmiHaRegCounterTable 

• cmiSecAssocTable 

• cmiSecViolationTable 

These tables are the same as the corresponding tables in the RFC2006-MIB (MIP MIB) in terms o f the 
information they provide , but índices are changed so that entries for mobile nodes which are not 
identified by the TP address will also be included in the table. 
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Refer to the following document for additionai information: 

http://www.cisco.com/un ivercd/cc/td/doc/product/software/ios i22/ i22newft/ i22t/ i22t i3/ftvpn i3 .htm 

MPLS VPN-Carrier Supporting Carrier-1Pv4 BGP Label Distribution 

This feature enabies you to configure your carrier supporting carrier network to enabie Border Gateway 
Protocol (BGP) to transport routes and Multiprotocoi Label Switching (MPLS) iabels between the 
backbone carrier provider edge (PE) routers and the customer carricr customer edge (CE) routers. 
Previously you had to use La bel Distribution Protocoi (LDP) to carry ~he (ábels and an internai gateway 
protocoi (IGP) to carry the routes between PE and CE routers to achieve the same goal. 

This feature was originally introduced in Cisco lOS Reiease i2.0(2i )ST. This release integrates the 
feature in to Cisco lOS Reiease i2.2( i3 )T. 

Refer to the following document for additional inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios i22/ i22newft/122t/122t i3/ftcscli3.htm 

MPLS VPN-Inter-AS-1Pv4 BGP Label Distribution 

This feature enabies you to set up a VPN service provider network so that the autonomous system 
boundary routers (ASBRs) exchange 1Pv4 routes with MPLS labels ofthe provider edge (PE) routers. 
Route reflectors (RRs) exchange VPNv4 routes, using multihop, multiprotocol, Externai Border 
Gateway Protocol (EBGP). This configuration saves the ASBRs from having to store ali the VPNv4 
routes. Using the route reflectors to store the VPNv4 routes and forward them to the PE routers results 
in improved scalability. 

This feature was originally introduced in Cisco lOS Release l2.0(2l)ST. This release integrares the 
feature into Cisco lOS Release l2.2(13)T. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios i22/ i22newft/ i22t/ i22t i3/ftiasli3 .htm 

MPLS VPN-MIB Notifications 
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The MPLS VPN technoiogy allows service providers to offer intranet and extranet VPN services that 
directly connect their customers' remote offices to a public network with the same security and service 
leveis that a private network offers. The Provider-Provisioned VPN (PPVPN)-MPLS-VPN MIB 
notifications provide SNMP notification for criticai MPLS VPN events. 

The MPLS VPN-MIB Notifications feature provides the following benefits: 

• A standards-based SNMP interface for retrieving inforrnation about criticai MPLS VPN events. 

• The generation and queuing o f notifications that cal! attention to major changes in the operational 
status o f MPLS VPN enabled interfaces; the forwarding o f notification messages to a designated 
NMS for evaluation and action by network administrators. 

• Advanced warning when VPN routing tables are approaching or exceed their capacity. 

• Warnings about the reception of i Ilegal labels on a VRF enabled interface. Such receptions may 
indicate misconfiguration or an attempt to violate security. 

This feature was originally introduced in Cisco lOS Reiease i2.0(2i )ST. This reiease integrates the 
feature into Cisco lOS Reiease i2.2(13)T. 

Refer to the following document for additional information: 

( 



• New and Changed lnformation 

http://www.cisco.com/univercd/cc/td/doc/product/software/iosl22/122newft/ 122t/122t 13/ftvpnm 13.ht 
m 

The MS CHAP Version 2 feature in Cisco lOS Release 12.2(13)T introduces the ability ofCisco routers 
to utilize Microsoft Challenge Handshake Authentication Protocol Version 2 (MS CHAP V2) 
authentication for PPP connections between a computer us ing a Microsoft Windows operating system 
anda network access server (NAS). MS CHAP V2 authentication is a_~_upd~ted version ofMS CHAP 
that is similar to, but incompatible with MS CHAP Version I (VI). MS .CHAP V2 introduces mutual 
authentication between peers and a change password feature. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftmschap.ht 
m 

Multicast-VPN-IP Multicast Support for MPLS VPNs 

The Multicast-VPN-IP Multicast Support for MPLS VPNs feature allows a service provider to 
configure and support multicast traffic in a Multiprotocol Label Switching (MPLS) Virtual Private 
Network (VPN) environment. Because MPLS VPNs support only unicast traffic connectivity, deploying 
the Multicast-VPN feature in conjunction with MPLS VPN allows service providers to offer both unicast 
and multicast connectivity to MPLS VPN customers. 

This feature supports routing and forwarding ofmulticast packets for each individual VPN routing and 
forwarding (VRF) instance, and it also provides a mechanism to transpor! VPN multicast packets across 
the service provider backbone. 

The Multicast-VPN feature in Cisco lOS software provides the ability to support the multicast feature 
over a Layer 3 VPN. As enterprises extend the reach of their multicast applications, service providers 
can accommodate these enterprises over their MPLS core network. lP multicast is used to stream video, 
voice, and data to an MPLS VPN network core. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122tl3/ftmltvpn.htm 

Multiclass Multilink PPP 

•tr·• • 

Previous implementations o f Cisco lOS Multilink PPP (MLP) include support for Link Fragmentatio· 
lnterleaving (LFl). This feature allows the delivery of delay-sensitive packets, such as the packets of ~ 
Voice call, to be expedited by omitting the PPP Multilink Protocol header and sending them as raw PPP 
packets in between the fragments o f larger data packets. Th is feature works well on bundles consisting 
ofa single link. However, when the bundle contains multiple links there is no way to keep the interleaved 
packets in sequence with respect to each other. 

The Multiclass Multilink PPP (MCMP) feature in Cisco lOS Release 12.2(13)T addresses the 
limitations o f MLP LFI on bundles containing multiple links by introducing multiple data classes. 
Normal data traffic and delay-sensitive data traflic are divided in to Class O and Class I, respectively. 
Class O data traffic is subject to fragmentation justas regular Multilink packets are. Class I data traffic 
can be interleaved but never fragmented . The next transmit sequence num}?er, expected sequence 
number, unassigned fragment list, working packet, lost fragment timer, fastswi tching mode, and ali 
statistics are managed per-class, rather than for the buhd"le as a whole. 

Refer to the following document for additional information : 
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http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft 
m 

NAT Default lnside Server 

The NAT Default Inside Server feature provides for the need to forward packets from the outside to a 
specified inside local address. Traffic is redirected that does not match any Network Address Translation 
(NAT) entries and the packets are not dropped. 

Refer to the following document for additional information : 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 13/ftnatis.htm 

NAT lntegration with MPLS VPNs 

Network Address Translation (NAT) and MPLS VPNs can now be configured on a single device to work 
together. NAT can differentiate which MPLS VPN it receives IP traffic from even ifthe MPLS VPNs are 
ali using the same IP addressing scheme. This enhancement enables MPLS VPN customers the ability 
to provide common shared services across multiple MPLS VPN customers while ensuring that each 
MPLS VPN is completely separate from the other. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/ftnatvpn.htm 

NAT MIB (Read-Only) 

This feature introduces support for the Network Address Translation (NAT) MIB. NAT provides tables 
for translating internai network addresses externai network addresses . The NAT MIB provides objects 
for the monitoring and management ofNAT bindings and session using SNMP. In this release, access to 
the MIB is limited to the read-only levei. No new or modified Cisco lOS commands are associated with 
this MIB. 

For details on the management options provided by the MIB, see the CISCO-IETF-NAT-MIB.my file 
available in the "SNMP v2 MIBs" section o f the Cisco.com MIB page at 
http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml. Additional information on the MIB 
is available in the form o f an internet draft (draft-ietf-nat-natmib ), available through www.ietf.org. 

NAT Protocol T ranslation 

Network Address Translation - Protocol Translation (NAT PT) is an 1Pv6 translation mechanism 
illlowing 1Pv6-only devices to communicate with IPv4-only devices, and vice versa. NAT PT was 
designed using RFC 2766 as a migration tool to help customers transition their IPv4 networks to 1Pv6 
networks. Using existing IPv4 NAT capability and adding a protocol translator allows NAT PT to provi de 
direct communication between hosts speaking a different network protocol. 

NAT Stateful Failover of Network Address Translation 
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There is an increasing rieed to provide highly resilient IP networks where application connectivity 
continues unaffected by potential failure to links and routers at the Network Address Translation (NAT) 
border. The Stateful NAT feature allows two or more networkaddress translators to function as a 
translation group. A backup router running NAT provides translation services in the evento f failure of 
the ac tive translator. 
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• New and Changed lnfonnation 

Refer to the foliowing document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/122t 13/ftsnat.htm 

Cisco lOS NAT supports ali H.225 and H.245 message types, including those sent in the RAS protocol. 
RAS provides a number o f messages that are used by software clients and Voice over IP (VoiP) devices 
to register their location, request assistance in cali setup, and contrai bandwidth. The RAS messages are 
directed toward an H.323 gatekeeper. .; -

Some RAS messages include IP addressing information in the payload, typicaliy meant to register a user 
with the gatekeeper or leam about another user already registered. I f these messages are not known to 
NAT, they cannot be translated to an IP address that wili be visible to the public. 

Previously, NAT did not support H.323 v2 RAS messages. With this enhancement, embedded IP 
addresses can be inspected for potential address translation. 

This feature was previously released in Cisco lOS Release 12.2(4)T on the Cata lyst 2900, Catalyst 
2900XL, Catalyst 4000 series, Catalyst 5000 family switches with an instalied Route Switch Module 
Catalyst 6000, Catalyst 8500 series, Cisco 800 series, Cisco I 000 series, Cisco 1400 series, Cisco 16\ 
series, Cisco 1700, Cisco 2600 series, Cisco 3600 series, Cisco 4000 series, Cisco 6400 series, 
Cisco 7000 series, Cisco 8500 series, Cisco 12000 series, Cisco MC3810, Cisco uBR900 series, 
Cisco uBR 7200, and LightStream I O I O series platforms. This release is porting the feature in to the 
IAD2420 platform. 

NAT-Support of H.323 v2 Call Signaling 

Cisco lOS NAT supports ali H.225 and H.245 message types, including FastConnect and Alerting, as 
parto f the H.323 v2 specification. 

Previously, NAT only supported H.323 version I and that was specific only to the Microsoft NetMeeting 
application. With this enhancement, any product that makes use o f these message types wili be able to 
pass through a Cisco lOS NAT configuration without any static configuration. 

This feature was previously released in Cisco lOS Release 12.1(5)T on the Cisco Catalyst 2900, 
Cisco Catalyst 2900XL, Cisco Catalyst 4000 series, Cisco Catalyst 5000 family switches with an 
instalied Route Switch Module, Cisco Catalyst 6000 series, Cisco Catalyst 8500 series, 
Cisco LightStream I O I O series, Cisco 800 series, Cisco I 000 series, Cisco 1400 series, Cisco 1600 
series, Cisco 1700 series, Cisco 2500 series, Cisco 2600 series, Cisco 3600 series, Cisco 4000 series, 
Cisco AS5300, Cisco AS5400, Cisco AS5800, Cisco 6400 series, Cisco 7000 series, Cisco 8500 series 
Cisco 12000 series, Cisco MC3810, Cisco uBR900, and Cisco uBR7200 platforms. This release is 
porting the feature into the Cisco IAD2420 platform. 

NetWare link Services Protocol (NLSP) 

WJfW • 
"\) 

The NetWare Link Services Protocol (NLSP) will no longer be offered after Cisco lOS 
Release 12.2(13)T. NLSP commands will not appear in future releases o f the Cisco lOS software 
documentation set . 
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Next Hop Resolution Protocol (NHRP) for IPX 0 
,ÚL 

The Next Hop Resolution Protocol (NHRP) for IPX will no longer be offered after · co 1 
Release 12.2(13)T. NHRP for IPX commands will not appear in future releases ofthe Cisco lOS 
software documentation set. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/122t 13/ftjencrg.htm 

OSPF Support for Multi-VRF on CE Routers 

The OSPF Support for Multi-VRF on CE Routers feature provides the capability o f suppressing provi der 
edge (PE) checks which are needed to prevent loops when the PE is performing a mutual redistribution 
o f packets between the OSPF and BGP protocols. When VRF is used on a router that is nota PE (that 
is, one that is not running BGP), the checks can be turned offto allow for correct population ofthe VRF 
routing table with routes to IP prefixes. 

OSPF multi-VRF allows you to split the router in to multi pie virtual routers, where each router contains 
its own set of interfaces, routing table, and forwarding table. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 120/ 120newft/ 1201 imit/ 120st/ 120st21 /os 
pfvrfLhtm 

Packet Classification Based on layer 3 Packet length 

This feature allows customers to match and classify traffic on the basis o f the layer 3 length in the IP 
header o f a packet. The layer 3 length is the IP datagram plus the IP header. 

Traffic that matches a particular layer 3 length can be organized into specific classes that can, in turn, 
receive specific user-defined quality of service (QoS) treatment (for example, a certain amount of 
bandwidth or an IP Precedence value) when that class is included in a policy map. 

This feature provides the added capability o f matching and classifying traffic on the basis o f the layer 3 
length in the IP packet header. This new match criterion is in addition to the other match cri teria, such 
as the IP precedence, differentiated services code point (DSCP) value, class of service (CoS), currently 
available . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/122t/122tl3/ftmchpkt .ht 
m 

Packet Classification Using the Frame Relay DLCI Number 

Ol-2339-04 Rev. GO 

The Packet Classification Using the Frame Relay DLCI Number feature allows customers to match and 
classify traffic based on the Frame Relay data-link connection identifier (DLCI) number associated with 
a packet. This new match criterion is in addition to the other match criteria, such as the IP Precedence, 
Differentiated Service Code Point (DSCP) value, Class of Service (CoS), currently available. 

The Packet Classification Using the Frame Relay DLCI Number feature extends the functionality ofthe 
Modular Quality of Service (QoS) Command-Line Interface (CLI) (MQC). 

Refer to the following document for additional information : 

http: //www.c isco.com/uni vercd/cc/td /doc/product/software/ ios 122/ 122newft/122t/122t 13/ftpcdlci .htm 
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Using the Per VRF AAA feature, Internet Service Providers (ISPs) can partition authentication, 
authorization, and accounting (AAA) services based on Virtual Route Forwarding (VRF). This feature 
perrnits the Virtual Home Gateway (VHG) to communicate directly with the customer's RADIUS server, 
which is associated with the customer's Virtual Private Network (VPN), without having to go through a 
RADIUS proxy. Thus, ISPs can scale their VPN offerings more efficiently because they no longer need 
to proxy AAA to provide their customers with the tlexibility they demand. 

This feature was originally introduced in Cisco lOS Release 12.2(1 )D~. This release is porting the 
feature in to the Cisco 7100 series, Cisco 7500 series, and Cisco 7700 -series platforrns. 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 13/ftvrfaaa .htm 

Percentage-Based Policing and Shaping 

This feature provides the ability to configure traffic policing and traffic shaping based on a percentage 
o f bandwidth available on the interface. Configuring traffic policing and traffic shaping in this manner 
enables customers to use the same policy map for multi pie interfaces with differing amounts of 
bandwidth. 

PPPoE Client DOR ldle-Timer 

This feature supports the dial-on-demand routing (DDR) interesting traffic control list functionality of 
the dialer interface with a PPP over Ethemet (PPPoE) client, but also keeps original functionality 
(PPPoE connection up and always on after configuration) for those PPPoE clients that require it. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 13/ftppecls.htm 

Privilege Command Enhancement 

This feature simplifies the configuration o f privilege leveis for specific commands through the 
enhancement of the privilege levei global configuration command. A privilege levei can now be 
specified for ali keyword options of a command with a single command-line interface (CU) command. 
Previously, separate "privilege levei" commands were required for each keyword combination of a 
command. This enhancement can significantly redu c e the number o f commands needed to configure user 
privilege leveis and correspondingly reduce the size of configuration files . 

Refer to the following document for additional inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t 13/ftpri enh.htm 

RADIUS Attribute 52 and Attribute 53 Gigaword Support 

The RADIUS Attribute 52 and Attribute 53 Gigaword Support feature introduces support for Attribute 
52 (Acct-lnput-Gigawords) and Attribute 53 (Acct-Output-Gigawords) in accordance with RFC 2869. 
Attribute 52 keeps track o f the number o f times the Acct-lnput-Octets counter h as rolled o ver the 32-bit 
integer throughout the course ofthe provided service; attribute 53 keeps track o f the number o f times the 
Acct-Output-Octets counter has rolled over the 32-bit integer throughout the delivery o f service. Both 
attributes can be present only in Accounting-Request records where the Acct-Status-Type is set to "Stop" 
or " Interim-Update ." These attributes can be used to keep accurate track ofand bill for usage. 
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This feature was originally introduced in Cisco lOS Release 12.2(4)B . No addit 
has been added. 

RADIUS Attribute 77 for DSL 

The RADIUS Attribute 77 for DSL feature introduces support for Attribute 77 (Connect-Info) to carry 
the textual name o f the virtual circuit class associated with the given permanent virtual circuit (PVC). 
(Although attribute 77 does not carry the unspecified bit rate (UBR), the UBR can be inferred from the 
classname used if one UBR is set up on each class .) Attribute 77 is.st:nt frp,m the network access server 
(NAS) to the RADIUS server via Accounting-Request and Accouilting-Response packets. 

This feature was originally introduced in Cisco lOS Release 12.2( 4)B. No additional platform support 
has been added. 

RADIUS Centralized filter Management 

Before the RADIUS Centralized Fi I ter Management feature, wholesale providers (who provide premi um 
charges for customer services such as access control lists [ACLs]) were unable to prevent customers 
from applying exhaustive ACLs, which could impact router performance and other customers. This 
feature introduces a centralized administration point- a filter server-for ACL management. The filter 
server acts as a centralized RADIUS repository for ACL configuration. 

Whether or not the RADIUS server that is used as the filter server is the same server that is used for 
access authentication, the network access server (NAS) will initiate a second access-request to the til ter 
server. I f configured, the NAS will use the filter-id name as the authentication usemame and the filter 
server password for the second access-request. The RADIUS server will attempt to authenticate the 
filter-id name, retuming any required filtering configuration in the access-accept. 

Beca use downloading ACLs is time consuming, a local cache is maintained on the NAS. I f an ACL na me 
exists on the local cache, that configuration will be used without consulting the filter server. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ ft_ ftrmn .htm 

RADIUS EAP Support 
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The EAP RADIUS Support feature allows users to apply to the client authentication methods that may 
not be supported by the network access server; this is done via the Extensible Authentication Protocol 
(EAP). Before this feature was introduced, support for various authentication methods for PPP 
connections required custam vendor-specific work and changes to the client and NAS . 

EAP is an authentication protocol for PPP that supports multiple authentication mechanisms that are 
negotiated during the authentication phase (instead ofthe link contrai protocol [LCP] phase). EAP 
allows a third-party authentication server to interact with a PPP implementation through a generic 
interface. 

This feature was originally introduced in Cisco lOS Release 12.2(2)XB5 . This release is porting the 
feature into the Catalyst 4000, Cisco AS5350, Cisco AS5800, Cisco AS5850, Cisco 05, Cisco 806, 
Cisco 820, Cisco 1400 series, Cisco 1600 series, Cisco 1600R, Cisco 2500 series, Cisco 2600 series, 
Cisco 3620, Cisco 7100 series, Cisco 7200 series, Cisco 7500 series, Cisco MC3810, Cisco SOHO 70 
series, Cisco SOH078, Cisco uBR7200, Cisco uBR920 
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• New and Changed lnfonnation 

ical Line ID 

The RADIUS Logical Line ID feature enables users to track their customers on the basis ofthe physical 
!ines in which the customers' calls originate. Thus, users can better maintain the profile database oftheir 
customers as the customers move from one physical tine to another. 

Logical Line ldentification (LLID) is an alphanumeric string (which must be a minimum of one 
character anda maximum of253 characters) that is a logical identification o f a subscriber tine. LLID is 
maintained in a RADIUS server customer profile data base. This customer profi le data base is connected 
to a L2TP access concentrator (LAC) and is separate from the RADIUS server that the LAC and L2TP 
Network Server (LNS) use for the authentication and authorization (}f~corrÍÍng users. When the 
customer profile database receives a preauthorization request from the LAC, the server sends the LLID 
to the LAC as the Calling-Station-ID attribute (attribute 31 ). 

The LAC sends a preauthorization request to the customer profile database when the LAC is configured 
for preauthorization. Configure the LAC for preauthorization using the subscriber access pppoe 
pre-authorize command. 

This feature was originally introduced in Cisco lOS Release 12.2(8)B. No additional platform support 
has been added. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/1 22t/ 122t 13/ftlineid.htm 

RSVP Local Policy Support 

The RSVP Local Policy Support feature allows network administrators to create default and access 
controllist (ACL)-based policies. These policies, in turn, control how RSVP filters its signalling 
messages to allow o r deny quality o f service (QoS) to networking applications based on the IP addresses 
o f the requesting hosts. 

This feature is being introduced in Cisco lOS Release 12.2(13)T. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122t/ 122t 13/ftrsvplp.htm 

RSVP Refresh Reduction and Reliable Messaging 

• W}IW 
\ 

~ 

The RSVP Refresh Reduction and Reliable Messaging feature includes refresh reduction, which 
improves the scalability, latency, and reliabitity ofRSVP signalling by introducing the following 
extensions: 

• Reliable messages (MESSAGE_ID, MESSAGE_ID_ACK objects, and ACK messages) 

• Bundle messages (reception and processing only) 

• Summary refresh messages (MESSAGE_ID_LIST and MESSAGE_ID_NACK objects) 

This feature was originally introduced in Cisco lOS Release 12.2( li )S. This re lease integrates the 
feature into Cisco lOS Release 12.2( 13)T. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/122t/ 122t 13/ftrsvpre.htm 
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Session limit Per VRF 

The Session Limit Per VPN Routing and Forwarding lnstance (VRF) feature enables session limits to 
be applied on ali VPDN groups associated with a common VPDN virtual template . Before the 
implementation o f Session Limit Per VRF, a single default template carrying the configuration values o f 
a subset o f VPDN group commands were associated with ali VPDN groups configured on the router. 
Session Limit Per VRF enables you to create, define and name multiple VPDN templates . You can then 
associate a specific template with a VPDN group. A session limit can be configured at the VPDN 
template levei to specify a combined session limit for ali VPDN grolJpS associated with the configured 
VPDN template . _. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122b/ 122b_ 4/12 
b_vrf.htm 

Show Command Output Redirection 

This feature adds the capability to redirect output from Cisco lOS CLI show commands to a file . For 
each show command issued, a new file can be created, or the output can be appended to an existing file. 
Command output can optionally be displayed on-screen while being redirected to a file by using the tee 
keyword. Redirection is available using a pipe (i) character after any show command, combined with the 
redirect, append, or tee keywords. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/ftshowre.htm 

Simple Multicast Routing Protocol (SMRP) for Apple T alk 

The Simple Multicast Routing Protocol (SMRP) for AppleTalk will no longer be offered after Cisco lOS 
Release 12.2(13)T. NLSP commands will not appear in future releases ofthe Cisco lOS software 
documentation set. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftjencrg .htm 

SIP and H.323 Fax Enhancements 

Ol-2339-04 Rev. GO 

The SlP and H.323 Fax Enhancements feature adds an assortment of fax transfer enhancements to the 
Cisco lOS gateway implementations of H.323 and Session Initiation Protocol (SIP) call control 
protocols. The enhanced areas include the use of: 

• H.323 and SIP fax pass-through 

• H.323 and SIP T.38 fax relay fallback protocols 

• H.323 and SIP NSE s for T.38 fax relay 

• H.323 and SIP resource reservation (RSVP) protocol 

• H.323 and SlP call admission control (CAC) 

Refer to the following document for additional information : 

http://www.ci sco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftsihfax .htm 
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I~ ~ai h ra~~f r Enhancements Using the Reter Method 

(; p ~· , The SIP-Call Transfer Enhancements Using the Refer Method feature provides blind and attended call 
transfer capabilities to supplement the Bye and Also methods already implemented on Cisco lOS 
Session lnitiation Protocol (SIP) gateways. The SIP-Call Transfer Enhancements Using the Refer 
Method feature is compatible with the original forms o f call transfer and with third-party call-control 
protocols. The SIP-Call Transfer Enhancements Using the Refer Method feature enables application 
service providers (ASPs) to provide attended transfer and blind transfer in accordance with emerging 
SIP standards. 

-
Refer to the following document for additional information : -' 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newftl1 22t/122t 13/ ftsipref.htm 

SIP Enhanced 180 Provisional Response Handling 

This feature provides the ability to enable or disable early media cut-through on Cisco lOS gateways for 
SIP 180 response messages. The new feature allows you to specify whether 180 messages with Session 
Description Protocol (SDP) are handled in the same way as 183 responses with SDP. The 180 Ringin? 
message is a provisional or informational response used to indicate that the INVITE message has be{ 
received by the user agent and that alerting is taking place. Both 180 and 183 messages may contain SDP 
which allow an early media session to be established prior to the call being answered. 

Prior to the implementation o f the new feature, Cisco gateways handled a 180 Ringing response with 
SDP in the same manner as a 183 Session Progress response; that is, the SDP was assumed to be an 
indication that the far end was going to send early media. Cisco gateways handled a 180 response without 
SDP by providing local ringback, rather than early media cut-through. The new feature provides the 
capability to ignore the presence or absence o f SDP in 180 messages, and as a result , treat ali 180 
messages in a uniform manner. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newftl1 22t/ 122t 13/ft 180sdp.htm 

SIP Extensions for Caller ldentity and Privacy 

This feature provides support for privacy indication, as well as network verification and screening of a 
call participant's name and number. Cisco implements the new feature on Cisco SIP lOS trunking 
gateways by supporting a new header, Remote-Party-ID. In previous SIP implementations, the From 
header was used to indicate calling party identity, and once defined in the initial INVITE request, could 
not be modified for the duration ofthat session. lmplementing the Remote-Party-ID header, which ca~ 
be modified, added or removed as a cal! session is being established, overcomes previous limitations ar. 
enables call participant verification and screening 

Refer to the following document for additional information : 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 1221122newftl1 22t/1 22t 13/ft sipext.htm 

SIP Gateway Compliance to RFC2543-bis-04 

• W}I:M 

RFC2543-bis-04 contains severa! changes to Session lnitiation Protocol (SIP) gateway code . The SIP 
Gateway Compliance to RFC2543-bis-04 fe ature updates Cisco SIP Voice over IP (VoiP) gateways with 
the latest RFC changes. Ali changes are compatible with oi der RFC versio.ns. Some o f the changes 

· include: 

• Comparison o f SIP URLs for equality . 
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• 487 messages are now sent for BYE requests before disconnecting a c 

• Updated processing of 3xx redirection responses. 

• Updated DNS SRV query procedures. 

• Interpretation ofuser parameters before dial-peer matching. 

• CANCEL requests can no longer have a route header. 

• user=phone parameter no longer required in SIP URLs. 

• Obsoletion o f the 303 and 411 SIP cause codes. 
d 

• The Content-Type header can now have an empty Session Description Protocol (SDP) body. 

• Optional "s=" line in Session Description Protocol (SDP). 

• Inclusion of Allow headers to INVITEs and 2xx responses. 

• Use o f simultaneous Cancel and 2xx Class Responses . 

SIP Redirect Processing Enhancements 

The SIP Redirect Processing Enhancements feature allows flexibility in the handling of incoming 
redirect or 3xx class ofresponses so they can be enabled or disabled through the command-line interface 
(CLI). The default mode is enabled, in which Session Initiation Protocols (SIP) gateways handle 
incoming 3xx messages as per RFC 2543 . RFC 2543 states that redirect response messages are used by 
SIP user agents (UA) to initiate a new Invite when a UA leams that a user has moved from a previously 
known location. Ifredirect handling is disabled through the CLI, the UA treats incoming 3xx responses 
as 4xx erro r class responses. The call is not redirected, and is instead released with the appropriate PSTN 
cause code. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 13/ftsipmaz .htm 

SNMP Notification Logging 

SSG Autologoff 
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Systems that support Simple Network Management Protocol (SNMP) often need a mechanism for 
recording notification information as a hedge against lost notifications, whether those are traps or 
informs that exceed retransmission limits. The Notification Log MIB provides a common infrastructure 
for other MIBs in the form of a locallogging function . The SNMP Notification Logging feature adds 
Cisco lOS command-line interface (CLI) commands to change the size ofthe notification log, to set the 
global ageout value for the log, and to display logging summaries at the command line. 

Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ios 120/ 120newft/ 120limit/ 120s/ 120s22/ftm 
iblog.htm 

The SSG Autologoff feature enables the Cisco Service Selection Gateway (SSG) to verify connectivity 
with each host at configured intervals. I f SSG detects that the hostis not reachable from SSG, then it 
automatically initiates the logoff for that host. 

Refer to the following document for additional information: 

http: / /www.ci se o .com/un ivcrcd/ccltd/doc/prod uct/softwarc/ ios I 2 2/ I 22ncwft/1 22t/1 22tl3 /ssg/indcx. ht 
1ll 
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I e Host Key 

The SSG Port-Bundle Host Key feature enhances communication and functionality between the Service 
Selection Gateway (SSG) and the Cisco Subscriber Edge Services Manager (SESM) by introducing a 
mechanism that uses the host source IP address and source port to identify and monitor subscribers. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ssg/index.ht 
m 

SSG TCP Redirect for Services 

The SSG TCP Redirect for Services feature redirects certain packets, which would otherwise be 
dropped, to captive portais that can handle the packets in a suitable manner. For example, packets sent 
upstream by unauthorized users are forwarded to a captive portal that can redirect the users to a logon 
page. Similarly, i f users try to access a service to which they have not logged on, the packets are 
redirected to a captive portal that can provide a service logon screen. 

The captive portal can be any server that is programmed to respond to the redirected packets . I f the \ 
Cisco Subscriber Edge Services Manager (SESM) is used as a captive portal, unauthenticated J 
subscribers can be sent automatically to the SESM logon page when they start a browser session. In 
SESM Release 3.1(3), captive portal applications can also redirect to service logon pages, advertising 
pages, and message pages. The SESM captive portal application can also capture a URL in a subscriber's 
request and redirect the browser to the originally requested URL after successfu l authentication. 
Redirected packets are always sent to a captive portal group that consists of one or more servers. SSG 
selects one server from the group in a round-robin fashion to receive the redirected packets. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/ 122t 13/ssg/index.ht 
m 

Subscriber Service Switch (SSS) 

The Subscriber Service Switch (SSS) was developed in response to a need by Internet service providers 
for increased scalability and extensibility for remote access service selection and Layer 2 subscriber 
policy management. This Layer 2 subscriber policy is needed to manage tunneling o f PPP, Ethemet, 
Frame Relay, and other link-1eve1 protoco1s in a policy-based bridging fashion 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1 22t/122t 13/ft_sss.htm 

Support for IPsec ESP Through NAT 

The ability to support multiple concurrent IPsec ESP tunnels or connections through a router configured 
with Network Address Trans1ation (NAT) can now be utilized when the NAT router is configured in 
over1oad or Port Address Translation (PAT) mode . 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/1 22t/122t 13/ftnatesp.htm 
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T.38 Fax Relay for VoiP H.323 provides standards-based fax relay protocol suppo 3 gateways 
and gatekeepers . T.38 is an ITU-T recommended standard for fax relay. Since T.38 is a standards-based 
implementation for fax relay, Cisco gateways and gatekeepers are able to interwork with third-party 
H.323 devices that support T.38 protocol. 

This feature was previously released in Cisco lOS Release 12.1 (3)T on Cisco 2600 series, Cisco 3640, 
and Cisco MC381 O platforms. This release is porting the f e ature in to the IAD2420 platform. 

Terminal Line Security for PAD Connections 

X.25 closed user group (CUG) service is a network service that allows subscribers to be segregated into 
private subnetworks with limited outgoing and incoming access . A data terminal equipment (DTE) 
device becomes a member o f a CUG by subscription; the DTE must obtain membership from its network 
servi c e for the set o f CUGs to which it needs access. 

The Terminal Line Security for PAD Connections feature allows CUG services to be configured on 
terminal lines, enabling terminal lines to participate in X.25 CUG security for packet 
assembler/disassembler (PAD) connections. CUG services can be applied to console I ines, auxiliary 
lines, and tty and vty devices . Configuring CUG services on terminal ]ines allows you to specify CUG 
protection for I ines that are parto f the point o f presence (POP) . Before the introduction o f this feature, 
CUG services could be configured only on X.25 synchronous data communications equipment (DCE) 
interfaces. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftcugpad .htm 

Update to the lnterworking of Cisco MGCP Voice Gateways and Cisco CaiiManager Version 3.2 
Feature 

This document describes updates to the lnterworking o/Cisco MGCP Voice Gateways and Cisco Cal/ 
Manager Version 3.2 feature . This update introduces the mgcp validate domain-name command, which 
enables you to check ifthe domain name or host name and the IP address received as part ofthe endpoint 
names sent from the Cal I Agent (CA) or Cisco CaiiManager (CCM) match with the ones that have been 
configured on the gateway (GW). This check is valid for the MGCP messages received from the CA or 
CCM only. 

Use the new mgcp validate domain-name command first before configuring MGCP in a Voice over IP 
(VoiP) network. 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122t/122t 13/ftvalid.fm 

Update to the playout-delay Command 
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In environments with long network delays, T.38 fax relay can be unsuccessful. The fax keyword was 
added to the p1ayout-de1ay command to allow users to decrease the playout delay value to compensare 
for long network de1ays when necessary. · 

Refer to the following document for additional information : 

h tt p ://www .c i sco .c o m/ un i \'C rcd/cc / td/d oc/pro d uc t/ soft warc/ ios 1 2 2/ 122new ft / 1 22t / 122t 1 3/ft_pd fax. htm 
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• New and Changed lnfonnation 

1 
<v ~irtuafRo ter Redundancy Protocol (VRRP) 

( 1, \ 
. -'XlO ' -:.. : There are severa! ways a LAN client can determine which router should be the first hop to a particular 

\ ~\lo' \J remote destination. The client can use a dynamic process or static configuration. Examples of dynamic 
· router discovery are as follows: 

VLAN Range 

• Proxy ARP-The client uses Address Resolution Protocol (ARP) to get the destination it wants to 
reach, and a router will respond to the ARP request with its own MAC address. 

• Routing protocol-The client listens to dynamic routing protocol updates (for example, from 
Routing Information Protocol [RIP]) and forms its own routing tahle. •. 

~ 

• IRDP (ICMP Router Discovery Protocol) client-The client runs ali Internet Control Message 
Protocol (ICMP) router discovery client. 

The drawback to dynamic discovery protocols is that they incur some configuration and processing 
overhead on the LAN client. Also, in the event of a router failure, the process of switching to another 
router can be slow. 

An alternative to dynamic discovery protocols isto statically configure a default router on the client. 
This approach simplifies client configuration and processing, but creates a single point offailure. I f the 
default gateway fails, the LAN client is limited to communicating only on the local IP network segme 
and is cut off from the rest o f the network. 

The Virtual Router Redundancy Protocol (VRRP) feature can solve the static configuration problem. 
VRRP enables a group ofrouters to forma single virtual router. The LAN clients can then be configured 
with the virtual router as their default gateway. The virtual router, representing a group o f routers, is also 
known as a VRRP group. 

VRRP is supported on Ethernet, Fast Ethernet, and Gigabit Ethemet interfaces, and on MPLS VPNs and 
VLANs. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1201120newft/ 120limit/ 120st/ 120st 18/st 
_vrrpx .htm 

Using the VLAN Range feature , you can group VLAN subinterfaces together so that any command 
entered in a group applies to every subinterface within the group . This capability simplifies 
configurations and reduces command parsing. 

Refer to the following document for additiona1 information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1221 imit/ 122b/ 122b_ 4/1 . 
b_rang.htm 

Voice and Quality of Service Features for ADSL and G.SHDSL on Cisco 1700, Cisco 2600, and 
Cisco 3600 Series Routers 

Cisco 1700 series, Cisco 2600 series, and Cisco 3600 series routers with ADSL or G.SHDSL WAN 
interface cards support the integration ofvoice and data over the same ADSL or G.SHDSL circuit using 
Voice over IP (VoiP) . Cisco 2600 series and Cisco 3600 series routers with ADSL or G.SHDSL WAN 
interface cards also support the integration o f voice and data over the same ADSL or G.SHDSL circuit 
using Voice over ATM (VoATM). 

This feature was originally introduced in Ci sco IOS Release l2. 2(4)XL. Thi s release is porting the 
fe ature into the Cisco 1700 seri es platforms. 
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Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122limit/122x/122xl/122x 
14/ft_qgdsl.htm 

Voice Call Tuning 

This feature provides tools for quickly taking spot performance measurements ofvoice call performance 
while the call is up. You also have the ability to change the echo canceller and jitter buffer parameters 
o f a call while the call is in progress. Audible effects can be imme.di-ately .ooticed, aiding in problem 
determination and resolution. The feature provides real-time call ~onitor and manipulation on the 
interface between Cisco lOS software and the digital signalling processors (DSPs) by addressing the 
following two items: 

• Development of real-time status of a call, including packet tlow indication, DSP state, echo 
canceller state, and j itter state. 

• Real-time manipulation of echo canceller and jitter buffer parameters. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/122t 13/ftvdsptn .htm 

VPDN Multihop by DNIS 

VRRP Support 
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The Cisco VPDN Multihop by DNIS feature allows dialed number identification service (DNIS)-based 
multihop capability in a virtual private dial-up network (VPDN), which enables customers that dia! in to 
a network using a standard telephone I in e to take advantage o f the aggregation capability offered by 
multihop switching. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122limit/122b/ 122b_8/ftv 
mhopd.htm 

There are severa! ways a LAN client can determine which router should be the first hop to a particular 
remote destination. The client can use a dynamic process or static configuration. Examples of dynamic 
router discovery are as follows : 

• Proxy ARP 

• Routing protocol 

• IRDP (ICMP Router Discovery Protocol) client 

The drawback to dynamic discovery protocols is that they incur some configuration and processing 
overhead on the LAN client. Also, in the event o f a router failure , the process of switching to another 
router can be slow. 

An altemative to dynamic discovery protocols is to statically configure a default router on the client. 
This approach simplifies client configuration and processing, but creates a single point o f failure . I f the 
default gateway fails, the LAN client is limited to communicating only on the local IP network segment 
and is cut off from the rest o f the network. 

-----... -........ _ -... -. ' ~ .. ~ . 
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he Virtual Router Redundancy Protocol (VRRP) feature can solve the static configuration problem. 
RRP enables a group ofrouters to forma single virtual router. The LAN clients can then be configured 

with the virtual router as their default gateway. The virtual router, representing a group ofrouters , is also 
known as a VRRP group. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ ios 120/ 120newft/ 1201imit/120st/ 120st 18/st 
_vrrpx .htm 

X.25 Suppression of Security Signaling Facilities 

This feature allows the X.25 Call Redirection/Call Deflection Notification (CRCDN) and Called Line 
Address Modified Notification (CLAMN) security signaling fa cilities to be disabled (suppressed) in 
packets that transit data communication equipment that uses a mix o f Intemational Telecommunication 
Union Telecommunication Standardization Sector T (ITU-T) 1980 and 1984 X.25 protocols . 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 13/ftsupsgx.htm 

Xerox Network Systems (XNS) 

The Xerox Network Systems (XNS) feature will no longer be offered after Cisco lOS Release 12.2(13)T. 
XNS commands will not appear in future releases o f the Cisco lOS software documentation set. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 13/ftjencrg .htm 

New Hardware Features Supported in Cisco lOS Release 12.2(11)11 

The following new hardware features are supported in Cisco lOS Release 12.2( 11 )TI. Some o f these 
features may have been introduced on other hardware platforrns in earlier Cisco lOS software releases. 

Cisco 3640A Router 

The Cisco 3640A is identical to the Cisco 3640 router in terms o f physical characteristics, interface 
support, performance and memory. The Cisco 3640A router will support the same Cisco lOS feature sets 
as the Cisco 3640 router, but requires a different minimum version o f Cisco lOS software. 

Hardware Platforms and Modules Newly Supported in Cisco lOS 
Release 12.2(11)T 

The following hardware platforms and modules are now supported in Cisco lOS Release 12.2(ll)T. 
These platforrns and modules were first introduced in earlier Cisco lOS software releases. 

16-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 Series . 

~-t&W 

The 16-port Ethernet switch network module was ori ginally introduced in Cisco TOS Release 12.2(8)T. 
Ci sco TOS Release 12.2( li )T adds stacking and fl ow control fe atures to the previously released feature. 
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Se e the "16-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 
page 224 or refer to the following document for additiona1 information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t li /ft 1636nm.ht 
m. 

Cisco 1760 Router 

The Cisco 1760 router is a voice-and-data-capable router that provi<!,es Voice-over-IP (VoiP) 
functionality and can carry voice traffic (for example, telephone cafís and•faxes) over an IP network. 
Using one or two WAN connections, the router links small-to-medium-size remote Ethemet and Fast 
Ethernet LANs to central offices. 

The Cisco 1760 router is available in two models . The Cisco 1760 runs data and data-plus-voice images , 
providing digital and analog voice support. The Cisco 1760-V includes ali the features needed for 
immediate integration of data and voice services with support for multiple voice channels . 

Refer to the documents at the following location for additional information: 

h ttp : I /www. cisco. com/u n ivercd/ cc/td/ doe/ prod uct/ access/ acs_se rv I 53 001 i ndex. h tm . 

Cisco AS5350 Universal Gateway 

The Cisco AS5350 Universal Gateway is the only one-rack-unit, two, four, or eight PRI gateway that 
provides universal services-data, voice, and fax services on any service, any port. The Cisco AS5350 
offers high performance and high reliability in a compact, modular design . This cost-effective platform 
is ideally suited for Internet service providers (ISPs) and enterprises that require innovative universal 
services. 

Refer to the documents at the following location for additiona1 information: 

http://www.cisco.com/univercd/cc/td/doc/product/access/acs_serv/as5350/index.htm. 

Cisco AS5850 Universal Gateway 

The Cisco AS5850 Universal Gateway provides the highest concentration o f port and Integrated 
Services Digital Network (ISDN) terminations available in a single remote access server product. The 
Cisco AS5850 is specifically designed to meet the demands of large service providers such as Post, 
Te1ephone, and Te1egraphs (PTTs), regional bel! operating companies (RBOCs), inter-exchange carriers 
(IXCs), and large Internet service providers (ISPs) . 

Refer to the documents at the following 1ocation for additional information: 

http://www.ci sco .com/univercd/cc/td/doc/product/access/acs_serv/as5850/index.htm. 

Cisco Signaling link Terminal (SLn Dual Ethernet 
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The Cisco Signaling Link Terminal (SLT) Dual Ethernet feature adds Cisco Cisco Signaling Link 
Terminal dual Ethernet support to the virtual switch controller (VSC). This enhanced Cisco SLT support 
provides two IP networks and two additional Session Manager sessions (for a total of four Session 
Manager sessions) for improved backhaul communication. These additions increase the resilience of 
Cisco SLT and VSC communications by supporting two Reliable User Datagram Protocol (RUDP) 
sessions from each Ethernet interface to each VSC. These VSC enhancements help to determine when 
to sw itch Ethernets and when to switch VSC activity. 

- ' D)C: 
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The Cisco SLT, which is based on the Cisco 2611 router, is shipped with two Ethemet interfaces. Unti1 
this feature was released, the Cisco SLT and VSC solution supported only one o f the two Ethernet 
interfaces. Both Session Manager sessions had to travei over this single Ethemet interface. The 
Cisco Signaling Link Terminal Dual Ethemet feature supports the second Ethemet, which improves the 
resilience o f the backhaul IP communications. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newftll 22tll 22tll /ftsltdua.htm. 

New Software Features in Cisco lOS Release 12.2(11)T 

The following new features are supported in Cisco lOS Release 12.2( li )T. Some o f these features may 
have been introduced on other hardware platforrns in earlier Cisco lOS software releases . 

AAA-PPP-VPDN Non-Biocking 

~ .. 

Previously, Cisco lOS created a statically configurable number o f processes to authenticate calls . E ar · 
o f these processes would handle a single cal!, but in some situations the limited number o f processes 
could not keep up with the incoming cal! rate. This resulted in some calls timing out. The 
AAA-PPP-VPDN Non-Blocking feature changes the software architecture such that the number of 
processes will not limit the rate of cal! handling. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
in to the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforrns. 

Accounting of VPDN Disconnect Cause 

"\, . 
··~ 

~ .. 

In the past, whenever a Layer 2 Tunneling Protocol (L2TP) or Layer 2 Forwarding (L2F) session fails 
or disconnects, the network access server (NAS) and Home GateWay (HGW) reporta very generic 
disconnect-cause code, such as "LOST CARRIER". These generic codes do not provide enough detailed 
inforrnation for accounting and debugging purposes, creating a need for disconnect-cause codes that 
provide more detailed inforrnation. The Accounting ofVPDN Disconnect Cause feature adds eight new 
disconnect-cause codes. These eight disconnect-cause codes describe the status ofVirtual Private Dialup 
Network (VPDN) failures and disconnects more specifically than existing generic disconnect-cause 
codes. These new disconnect-cause codes can be found in the Cisco /OS Security Con.figuration Guide, 
Re1ease 12.2 located at the following URL: 

h ttp: I lwww. cisco .com/uni vercd/ cc/td/ doc/prod uct/ software/ i os I 2 2/ I 22 c gcr/ fsecu r_ c/fa ppendx/frada ttr/ 
scfrdat3 .htm. 

Refer to the following document for additional inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newftll 22tll 22t4/ftacldir.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 
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ACL Authentication of lncoming rsh and rcp Requests 

~ .. 

To enable the Cisco lOS software to receive incoming remo te shell (rsh) protocol and remote copy (rcp) 
protocol requests, customers must configure an authentication database to control access to the router. 
This configuration is accomplished by using the ip rcmd remote-host command. 

Currently, when using this command, customers must specify the local user, the remote host, and the 
remote user in the database authentication configuration. For users who can execute commands to the 
router from multiple hosts, multiple database authentication configuration entries must be used, one for 
eachho~ . -

~ 

This feature allows customers to specify an access list for a given user. The access list identifies the hosts 
to which the user has access. A new argument, access-list, has been added that can be used with this 
command to specify the access list. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftauth.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms. 

ACL Default Direction 

~ .. 

The ACL Default Direction feature allows you to change the filter direction (where filter direction is not 
specified) to inbound packets only; that is, you can configure your server to fi! ter packets that are coming 
toward the network. 

This feature introduces the radius-server attribute 11 direction default command, which allows you 
to change the default direction of filters for your access controllists (ACL) via RADlUS . (RADlUS 
attribute 11 (Filter-Id) indicates the name o f the filter list for the user.) Enabling this command allows 
you to change the filter direction to inbound-which stops traffic from entering a router, thereby 
reducing resource consumption-rather than the outbound default direction, which waits until the traffic 
is about to leave the network before filtering. Refer to the following document for additional 
inforrnation : 

http://www.cisco.com/univercd/cc/td /doc/product/softwarelios 122/ 122newft/ 122t/ 122t4/ftacldir.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
in to the Cisco AS5300, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Advanced Voice Busyout 
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The local voice busyout feature provides a way to busy out a voice port or DS-0 group (time slot) i f a 
state change is detected in a monitored network interface (o r interfaces). When a monitored interface 
changes to a specified state-to out-of-service or in-service-the voice port presents a seized/busyout 
condition to the attached PBX or other customer premises equipment (CPE). The PBX or other CPE can 
then attempt to select an alternate route . 



~ .. 
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Advanced Voice Busyout adds the following functionality to the local voice busyout feature: 

• For V o ice o ver lP (VolP), monitoring o f links to remote, IP-addressable interfaces by use o f service 
assurance agent (SAA) 

• Configuration by voice class to simplify and speed up the configuration ofvoice busyout on multiple 
voice ports 

Using the Advanced Voice Busyout feature you can perform the following tasks: 

• Configure individual voice ports to enter the busyout state i f an SAA probe signal returned from a 
remote, IP-addressable interface detects loss ofiP connectivity by _Q:[ossi'lg a specified delay or loss 
threshold. .i 

• Define voice classes with specified busyout conditions, and assign a particular voice class to any 
number o f voice ports. 

• SAA probe monitoring o f remo te interfaces is intended for use with VoiP networks, although it can 
also be used with Voice over Frame Relay (VoFR) and Voice over ATM (VoATM) networks. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/ 122xa/ 122 
xa_2/ft_cacbo .htm . 

Note This feature was originally introduced in Cisco lOS Release 12.1(3)T. Cisco lOS Release 12.2(4)T 
ported the feature in to the Cisco 7200 series routers and added support for new and modified commands. 
This release is porting the feature into the 1760 routers and the Cisco AS5300, Cisco AS5350, 
Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Analog Centralized Automatic Message Accounting E911 Trunk 

Cisco lOS Release 12.2(ll)T is the first Cisco lOS release that introduces the Analog Centralized 
Automatic Message Accounting (CAMA) E911 feature that adds E911 connectivity features to the 
Cisco 2600 series and Cisco 3600 series routers . 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122tll /acam_91l.ht 
m. 

Asynchronous Line Monitoring 

Before Cisco lOS Release 12.2(4)T, the Cisco lOS software did not provide a method for displaying 
asynchronous character mode traffic flowing out of an asynchronous line. Therefore, when a user tried 
to troubleshoot difficult asynchronous problems, the user had to use RS-232 datascopes to examine the 
data stream. This method is detailed and cumbersome. The Asynchronous Line Monitoring feature that 
is available in Cisco lOS Release 12.2( 4 )T allows the monitoring o f inbound and outbound character 
mode asynchronous traffic on another terminal line . To monitor inbound or outbound asynchronous 
character mode traffic on the port to be monitored, enter the monitor traffic line command in privileged 
EXEC mode. 

This feature increases the efficiency of the user who performs troubleshooting on asynchronous 
character mode traffic problems. 

Refer to the following document for additional information: 

http :/ /www.c i sco.com/univercd/cc/td /doc/product/soft wa re/ ios 122/ I 22ncw ft / 122 t/ 122 t I I /fta sync. htm . 
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~ .. 
Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 

into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

ATM Service Levei Monitoring (SLM) 

The Cisco Service Assurance Agent (SA Agent) is an embedded performance monitoring utility in Cisco 
lOS software. The ATM Service Levei Monitoring (SLM) feature ~~ands the capabilities o f the SA 
Agent to provide detailed monitoring statistics for your ATM networl$:. Monitoring service leveis for 
ATM connections allows service providers to ensure that their networks are meeting or exceeding the 
performance outlined in service levei agreements (SLAs). 

The ATM Service Levei Monitoring feature can also be used with Cisco Networking Services (CNS). A 
device running CNS, such as the IE2 I 00, can be used to retrieve the ATM performance statistics 
generated by the SA Agent. Additionally, these results can be passed to other devices running third-party 
monitoring software. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios I 22/1 22newft/l 22t/l 22t I 1/ftatmslm .htm 

Barge-ln and Busy Line Verify Operator Services 

The Barge-In and Busy Line Verify Operator Services feature enhances Simple Gateway Control 
Protocol (SGCP)/Media Gateway Contrai Protocol (MGCP) gateway conferencing capabilities to 
support the Busy Line Verification/Operator Interrupt (BLV/01) feature . The Busy Line Verification 
feature permits an operator to establish a connection to a customer's Iine to verify a busy condition for 
a calling party. The Operator Interrupt feature allows the operator to speak to the customer and to 
connect the calling party and customer, if appropriate. These enhancements support other call flows such 
as call pickup with barge-in that require the ability to conference a second call in to an existing two-party 
call without intervention by parties in the existing cal!. No explicit configuration is required to enable 
this feature. 

The MGCP Basic CLASS and Operator Services feature introduced conferencing to support three-way 
calling on SGCP and MGCP gateways. It is described in MGCP Basic CLASS and Operator Services at 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios I 22/ I 22newft/ I 22t/ I 22t2/ftmgcpgr.htm. 

Basic Service Relationships (H.225 Annex G) 
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Cisco's H.225 Annex G implements the minimal set of Annex G features needed to allow Cisco border 
elements to interoperate with any ClearingHouse border element. This feature enhances Cisco's H.225 .0 
Annex G support to include basic Service Relationships and Usage Reporting. The feature provides 
enhanced interoperability with a ClearingHouse border element and third party border element as well 
as address resolution for interdomain call routing. 

Refer to the following document for additional information: 

http://www.ci sco .com/uni vercd/cc/td/doc/product/software/ ios I 22/ I 22newft/l 22t/l 22t I I /ft_srang .htm . 
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• New and Changed lnfonnation 

~ .. 

The BGP Conditional Route lnjection feature enables you to originate a prefix into BGP without the 
corresponding match. The routes are injected in to the BGP table only i f certain conditions are met. The 
most common condition is the existence o f a less-specific prefix. _ 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/ 122t 11 /ft li bpri .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

BGP H ide Locai-Autonomous System 

~ .. 

The BGP Hide Local-Autonomous System feature introduces the no-prepend keyword to the neighbor 
local-as command. The use ofthe no-prepend keyword allows a network operator to configure a Border 
Gateway Protocol (BGP) speaker to not prepend the local autonomous system number to any routes that 
are received from externai peers. This feature can be used to help transparently change the autonomous 
system number o f a BGP network and ensure that routes can be propagated throughout the autonomous 
system, while the autonomous system number transition is incomplete. Because the local autonomous is 
not prepended to these routes, externai routes will not be rejected by internai peers during the transition 
from one autonomous system number to another. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t li /ft li bhla.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the fe ature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms. 

BGP Link Bandwidth 

The Border Gateway Protocol (BGP) Link Bandwidth feature is used to advertise the bandwidth o f a11 ) 
autonomous system exit link as an extended community. The BGP Link Bandwidth feature is supported 
by the internai BGP (iBGP) and externai BGP (eBGP) multipath features . The link bandwidth extended 
community indicates the preference o f an autonomous system exit link in terms o f bandwidth. The link 
bandwidth extended community attribute may be propagated to ali iBGP peers and used with the BGP 
multipath features to configure unequal cost load balancing. When a router receives a route from a 
directly connected externai neighbor and advertises this route to iBGP neighbors, the router may 
adverti se the bandwidth of that link. Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/1 22t I I /ft li b_lb.htm 
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Note !his featu~e was originall~ introduced in Cis~o lOS Release 12.2(2)T. This relea eis p1orting ~l!'e 'fi ature 
mto the Cisco AS5300, C1sco AS5400, and Cisco 5800 platforms. · · / 

BGP Multipath load Sharing for Both eBGP and iBGP in an MPLS-VPN 

~ .. 
Note 

The BGP Multipath Load Sharing for eBGP and iBGP feature allows you to configure multipath Ioad 
balancing with both externai BGP ( eBGP) and internai BGP (iBGP} paths in Border Gateway Pro toco! 
(BGP) networks that are configured to use Multiprotocol Label S~Itching· (MPLS) Virtual Private 
Networks (VPNs). This feature provides improved load balancing deployment and service offering 
capabilities and is useful for multi-homed autonomous systems and Provider Edge (PE) routers that 
import both eBGP and iBGP paths from multihomed and stub networks. Refer to the following document 
for additional information : 

http://www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/ 122t/ 122t li /ft li bmpl.ht 
m. 

This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

BGP Prefix-Based Outbound Route Filtering 

The BGP Prefix-Based Outbound Route Filtering feature uses Border Gateway Protocol (BGP) 
outbound route filter (ORF) send and receive capabilities to minimize the number o f BGP updates that 
are sent between peer routers. The configuration ofthis feature can help reduce the amount ofresources 
required for generating and processing routing updates by filtering out unwanted routing updates at the 
source. Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122tlllftll borf.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

Call Admission Control Based on CPU Utilization 

OL-2339-04 Rev. GO 

The Preauthentication with ISDN PRI feature permits the Cisco AS5300 and AS5800 universal access 
servers to deny incoming calls exceeding a preconfigured threshold, permitting the selection o f a system 
CPU load levei value. This feature helps ensure the quality o f service (QoS) o f existing calls and 
reliability o f system processes by preventing system overload that is caused by excessive incoming calls. 
The feature rejects new digital calls (PRI, channel-associated signaling [CAS], and ISDN), with minor 
disruption to system users. 

Refer to the following document for additional information : 

http://www.cisco.com/un ivercd/cc/td /doc/product/access/acs_serv/as5 800/sw _conf/ ios_l22/dt61294.ht 
m. · 
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ali Adl1}iss on Control for H.323 VoiP Gateways 
~ ,, .... 

\ r-0;.../;j ./ ·.:;; Before the call admission control feature was available, gateways did not have a mechanism to prevent 
('!.}? \... calls from entering when certain resources were not available to process the cal!. This situation caused 

~ .. 

new calls to fail with unreported behavior and potentially caused the calls in progress to have 
quality-related problems. 

This feature set provides the ability to support resource-based call admission control processes. These 
resources include system resources such as CPU, memory, and call volume and interface resources such 
as call volume. 

I f system resources are not available to admit the call, the following iwo kinds o f actions are provided: 
system denial (which busy outs ali ofT 1 o r E 1) o r per-call denial (which disconnects, hairpins, o r plays 
a message or tone) . Ifthe interface-based resource is not available to admit the call , the call is dropped 
from the session protocol (such as H.323). 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newftll 22t/ 122t li /ftcac58.htm . 

Note The Call Admission Control for H.323 VoiP Gateways feature was previously released in Cisco lOS 
Release 12.2(4)T on the Cisco 2600 and Cisco 3600 routers and Cisco MC3810 multiservice 
concentrators. This feature has been added to the Cisco AS5300, Cisco AS5800, and Cisco AS5850 in 
Cisco lOS Release 12.2(ll)T. 

Call Status T racking Optimization 

~ . 
WJfW 

'. 

In an H.323 Voice-over-IP (VoiP) network, gatekeepers use information request (IRQ) messages to 
obtain information about a certain call or ali calls from an endpoint (for example, an originating 
gateway). The gatekeeper can send an IRQ to request information from the endpoint, which responds 
with an information request response (IRR). The gatekeeper can also use the IRR Frequency field in the 
initial admission confirm (ACF) message to instruct the endpoint to periodically report with IRR 
messages during call admission . 

Currently, the Cisco gatekeeper maintains the call states o f ali calls it has admitted to track bandwidth 
usage. In addition, the gatekeeper must be able to reconstruct call structures for a newly transferred 
gateway from an altemate gatekeeper, i f a gatekeeper switchover has occurred. In a gatekeeper 
switchover, the new gatekeeper sends an IRQ message with the call reference value (CRV) set to zero to 
the newly registered gateway to obtain information about existing calls before the switchover. 

I f a gateway supports a large volume o f calls, the number ofiRR messages as responses to an IRQ wi' 
the CRV set to zero could be CPU intensive and cause congestion. Additionally, i f a gatekeeper serve, 
many endpoints or high-capacity gateways, the IRQ requests and the resulting IRR messages received 
can flood the network, causing high CPU utilization and network congestion. 

The Call Status Tracking Optimization feature provides the following methods to address this potential 
problem: 

A command-line interface (CLI) command to configure IRR frequency that is included in the ACF 
message . Currently, the IRR frequency is set to 240 seconds ( 4 minutes), based on an average 
4-minute cal! hold time. The IRR allows the gatekeepers to terminate cal ls for which a disengage 
request (DRQ) has not been received. Ifmissing DRQs are nota problem; the IRR frequency can be 
set to a larger value than 4 minutes, minimizing the number o f unnecessary IRRs sent by a gateway. 
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• A CLI command to disab1e the gatekeeper from sending an IRQ with the CRV set Jro wht e 

gatekeeper is requesting the status o f ali calls after its initialization. Disab1ing the IRQ can e i mina te 
unnecessary IRR messages in cases where the reconstruction of call structures can be postponed 
unti1 the next IRR, or in cases where the call information is no 1onger required because calls are 
terminated before the periodic IRR is sent. Disab1ing the IRQ is advantageous i f direct bandwidth 
contro1 is not used in the gatekeeper. 

• The number ofretries for sending the DRQ is increased from two to nine. lfthe re1iabi1ity ofDRQ 
messages is increased, a 1onger period can be used before the next IRR is sent. Increasing the 
number ofDRQ retries from two to nine increases DRQ re1iabüi.ty. T,his va1ue is not configurab1e. 

Refer to the following document for additiona1 information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newftll 22t/ 122t ll / ft_csto2 .htm. 

Call T racker show Commands Extensions 

Before Cisco lOS Release 12.2( li )T, the show calltracker a c tive EXEC command and the show 
calltracker history EXEC command provided a simp1e way to examine the Call Tracker active tab1e and 
Call Tracker history tab1e in chrono1ogica1 order. The extensions to these commands avai1ab1e in 
Cisco lOS Re1ease 12.2( 11 )T allow the command output to be reverse collated ( output from most recent 
to 1east recent) or to be fi1tered by call category or service type . Historica1 data for disconnected call 
sessions can be fi1tered by subsystem type. 

Refer to the following document for additiona1 information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newftll 22tll 22t lllftca1l.htm. 

CEF on Multipoint GRE T unnels 

~ .. 

The CEF on Mu1tipoint GRE Tunne1s feature enab1es Cisco Express Forwarding (CEF) switching ofiP 
traffic to and from mu1tipoint generic routing encapsu1ation (GRE) tunne1s. Tunne1 traffic can be 
forwarded to a prefix through a tunnel destination when both the prefix and the tunne1 destination are 
specified by the app1ication. 

Note This feature was originally introduced in Cisco lOS Re1ease 12.2(8)T as CEF-Switched Mu1tipoint GRE 
Tunnel. This re1ease is porting the feature into the Cisco AS5300, Cisco AS5350, Cisco AS5400, 
Cisco AS5800, and Cisco AS5850 p1atforms. 

Certificate Autoenrollment 
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The Certificate Autoenrollment feature allows you to configure your router to automatically request a 
certificate from the certification authority (CA) that is using the parameters in the configuration. Thus, 
operator convention is no longer required at the time the enrollment request is sent to the CA server. 

Automatic enrollment will be performed on startup for any trustpoint CA that is configured and does not 
have a valid certificate. When the certificate- which is issued by a trustpoint CA that has been 
configured for autoenrollment-expires, a new certificate is requested. A1though this feature does not 
provide seam1ess certificate renewal, it does provide unattended recovery from expiration. 

Refer to the following document for additiona1 information : 

http :l/www.c isco.com/uni vc rcd/cc/fd/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftautoen .htm . 



Certificate Enrollment Enhancements 

~ .. 

The Certificate Enrollment Enhancements feature introduces tive new subcommands to the crypto ca 
trustpoint command-ip-address (ca-trustpoint), password ( ca-trustpoint), serial-number, 
subject-name, and usage. These commands provide new options for .iertifie<tte requests and allow users 
to specify fields in the configuration instead o f having to go through proinpts. (However, the prompting 
behavior remains the default i f this feature is not enabled.) Thus, users can preload ali necessary 
information into the configuration, allowing each router to obtain its certificate automatically when it is 
booted. 

Refer to the following document for additional information : 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftenrol2 .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.1(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5800 platforms. 

Circuit Interface ldentification Persistence for SNMP 

~ .. 

The Circuit Interface MIB (CISCO-CIRCUIT-INTERFACE-MIB) provides a MIB object (cciDescr) 
which can be used to identify individual circuit-based interfaces for SNMP monitoring. The Circuit 
Interface Identification Persistence for SNMP feature maintains this user-defined name o f the circuit 
across reboots, allowing the consistent identification o f circuit interfaces. Circuit Interface Identification 
Persistence is enabled using the snmp mib persist circuit global configuration command. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (4)T. This release is porting the feature 
into the Cisco AS5300 platform. 

Cisco Gateway Management Agent 

•tt• • 

~ .. 

The Cisco Gateway Management Agent (CGMA) feature provides an eXtensible Markup Language 
(XML) interface to support real-time management of a Cisco lOS gateway (GW). Currently, GWs 
provide statistics using Simple Network Management Protocol (SNMP) and do not support real-time 
polling. The CGMA feature allows GWs to communicate with third-party management applications 
using XML over TCP/IP. 

Note The Cisco Gateway Management Agent feature was previously released in Cisco lOS Release 12.2(8)T 
on the Cisco 2600 series, the Cisco 3600 series, and the Cisco 7200 series routers. In Cisco lOS 
Release 12.2(11 )T, this feature is now supported on the Cisco AS5300, Cisco AS5350, Cisco AS5400, 
Cisco AS5800, and Cisco AS5850 platforms . 
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Cisco Gateway Management Agent (CGMA) Phase 2 

~. 

The Cisco Gateway Management Agent (CGMA) Phase 2 feature provides additional enhancements for 
the Cisco Gateway Management Agent (CGMA) feature. The CGMA provides an eXtensible Markup 
Language (XML) interface to support real-time management o f a Cisco lOS gateway. Currently, 
gateways provide statistics using Simple Network Management Protocol (SNMP) and do not support 
real-time polling. The CGMA feature allows gateways to communicate with third-party management 
applications using XML over TCP/IP. 

Refer to the following document for additional information: -
·' http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftcgma2 .htm . 

Note The Cisco Gateway Management Agent (CGMA) Phase 2 feature was previously released in Cisco lOS 
Release 12.2(8)T on the Cisco 2600 series, the Cisco 3600 series, and the Cisco 7200 series routers . In 
Cisco lOS Release 12.2(11 )T, this feature is now supported on the Cisco AS5300, Cisco AS5350, 
Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Cisco H.323 Multizone Enhancements 

~. 

The Cisco H.323 Multizone Enhancements feature enables the Cisco gateway to provide information to 
the gatekeeper with the use of additional fields in the RAS (registration, admission, and status) 
messages. 

Previously, the source gateway attempted to set up a call to a destination IP address as provided by the 
gatekeeper in an Admission Confirm (ACF) message. I f the gatekeeper was unable to resolve the 
destination E.164 phone number to an IP address, the incoming call was terminated. 

This version o f the H.323 software adds support to allow a gatekeeper to provi de additional destination 
information and modify the destinationlnfo fie1d in the ACF. The gateway will include the canMapA1ias 
associated destination information in setting up the call to the destination gateway. 

Refer to the following document for additional information: 

http:/ /www.ci sco.com/univercd/ cc/td/doc/product/access/acs_serv /as5 800/sw _con f!ios_l22/pu I 0244 x. 
htm. 

Note This feature was originally introduced in Cisco lOS Re1ease 12.0(7)T on the Cisco 2600 series, the 
Cisco 3600 series, and the Cisco 7200 series routers, and the Cisco MC3 81 O and Cisco AS5300 
platforms. This re1ease is porting the feature into the Cisco AS5350, Cisco AS5400, Cisco AS5800, and 
Cisco AS5850 platforms. 

Cisco lOS T elephony Service Version 2.0 
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The Cisco lOS Telephony Service Version 2.0 feature was previously released in Cisco lOS 
Release 12.2(8 )T. In Cisco lOS Re1ease 12.2(11 )T, there are minor enhancements to this feature, which 
is now referred to as Cisco lOS Telephony Service Version 2.0 I. Refer to the following document for 
information about the enhancements added to this release: 

h ttp :/ /www.ci sco.com/u n ivercd/cc/td / doc/prod uct/access/i p_ph/ i p_ks/ i p key2 . htm. 



• New and Changed lnfonnation 

Version Checker 

The Cisco VCWare Version Checker feature adds Cisco VCWare version checker waming output at 
bootup and when you use the show vfc version vcware and show vfc version dspware commands. 

This new version checker feature detects possible mismatches between Cisco lOS software and 
Cisco VCWare and DSPWare. I f a software mismatch is found, a compatibility mismatch waming is 
output at bootup and when the show vfc version commands are used. If no mismatch is found, there is 
no advisory output. Because the new information is advisory only, there is no action taken whether the 
software is compatible or incompatible. _ 

This feature applies only to the Cisco AS5300. Refer to the followiri'g document for additional 
information: 

http://www.cisco .com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/122t/ 122t 11 /ftvdspck.htm 

CISCO-BULK-FILE-MIB Enhancements 

~ .. 

The Cisco Bulk File Creation MIB (CISCO-BULK-FILE-MIB.my) is a MIB module for creating and 
deleting bulk files ofSNMP data for file transfer. The CISCO-BULK-FILE-MIB Enhancements featu ) 
enhances the Cisco Bulk File Creation MIB to support selective-row-transfer and 
notification-on-file-creation. Prior to this enhancement, when the MIB was used to dump large tables 
(for example, the ccHistoryTable), much of the data transfer consisted of duplicated data. This feature 
allows the SNMP manager to specify a starting row in the SNMP Get request. 

This feature also introduces a notification that can be sent when file creation is complete or when there 
is an error during file creation. Specifically, this feature modifies the CISCO-BULK-FILE-MIB by 
introducing four new MIB objects (cbfDefineFileNotifyOnCompletion, cbfDefineObjectTablelnstance, 
cbfDefineObjectNumEntries, cbfDefineObjectLastPolledlnst) anda new notification object 
(cbfDefineFileCompletion). For details, refer to the CISCO-BULK-FILE-MIB.my file, available 
through Cisco.com MIB FTP site at the following URL: 

ftp://ftp.cisco.com/pub/mibs/v2/CISCO-BULK-FILE-MIB.my. 

Note This feature was originally introduced in Cisco lOS Release 12.1 (8)T. This release is porting the feature 
into the Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

CISCO-SIP-UA-MIB Enhancements Providing Functional Parity to SIP related CU 

The CISCO-SIP-UA-MIB Enhancements Providing Functional Parity to session initiation protocol (SIJ 
related CLI feature has Simple Network Management Protocol (SNMP)/command-line interface (CLIJ 
MIB enhancements to maintain parity with SIP features released to date . 

No documentation work is required. The MIB is "self-documenting." 

CNS Agents SSL Security 

• WJtW 

v 

CNS Agents SSL Security is a Cisco lOS software feature that allows for the configuration o f a secure 
connection between the CNS Agent, running on the Cisco lOS software7based device, anda CNS Server. 
Secure Socket Layer (SSL) encryption for CNS connections is enabled on the Cisco lOS device (CNS 
Agent) side using the encrypt keyword with the cns config initial or cns c.onfig partia! global 
configuration mode commands . 
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Note This feature was originally introduced in Cisco IOS Release 12.1 (8)T. This release is p ature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

CNS Configuration Agent 

~ .. 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes this by 
making applications network-aware and increasing the intelligence_(l[the petwork elements. CNS SDK 
provides building blocks to a range o f customers in market segmehts such as Enterprise, service 
provider, independent software vendors, and system integrators . 

The CNS Configuration Agent supports routing devices by providing: 

• Initial configurations 

• Incrementai (partia!) configurations 

• Synchronized configuration updates 

Refer to the following document for further information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t2/ftcns_ca .htm . 

Note This feature was originally introduced in Cisco IOS Release 12.1 (4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

CNS Event Agent 

CNS is a foundation technology for linking users to network services. CNS SDK accomplishes this by 
making applications network-aware and increasing the intelligence ofthe network elements. CNS SDK 
provides building blocks to a range o f customers in market segments such as Enterprise, service 
provider, independent software vendors, and system integrators . 

The CNS Event Agent is parto f the Cisco IOS infrastructure that allows Cisco IOS applications, for 
example CNS Configuration Agent, to publish and subscribe to events on a CNS Event Bus. CNS Event 
Agent works in conjunction with CNS Configuration Agent. 

Refer to the following document for further information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftcns_ea.htm. 

Note This feature was originally introduced in Cisco IOS Release 12.1 ( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

Configuring a Gatekeeper to Provide Nonavailability lnformation for Terminating Endpoints 
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An H.323 Location Request (LRQ) message is sent by a gatekeeper to another gatekeeper to request a 
terminating endpoint. The second gatekeeper determines the appropriate endpoint on the basis o f the 
information contained in the LRQ message. However, sometimes ali the terminating endpoints are busy 
servicing other calls and none are available . Ifyou configure the 1rq reject-resource-low command, the 
second gatekeeper will reject the LRQ request ifno terminating endpoints are .available. lfthe command 
is not configured, the second gatekeeper will allocate and retum a terminating endpoint address to the 
sending gatekeeper even i f ali the terminating endpoints are busy. 

• ... ,-fi'"_ ~, .... 
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Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t li /ft_lrqrj.htm. 

Connect-lnfo RADIUS Attribute 77 

The Connect-lnfo RADlUS Attribute 77 feature enables the network access server (NAS) to report 
Connect-lnfo (attribute 77) in accounting "start" and "stop" records that are sent to the RADlUS client. 
The "start" and "stop" records allow you to compare transmit and receive speeds and have a realistic 
view o f a user session. Comparing transmit and receive speeds is impoiUnt be,cause many modem speeds 
are often different at the end o f the modem connection (after negotià'tion) . 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/122t li /ftattr77 .htm. 

Customer Profile ldle Timer Enhancements for lnteresting Traffic 

~ .. 

The Customer Profile Idle Timer Enhancements for Interesting Traffic feature supports a PPP idle timer 
based on interesting traffic for dialer interfaces. 

Refer to the following document for additional inforrnation: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /ftprfidl.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T as lnteresting Traffic PPP and 
Customer Profile ldle Timer. This release is porting the feature into the Cisco AS5300, Cisco AS5400, 
and Cisco AS5800 platforms. 

Default VPDN Group T emplate 

~ .. 
Note 

The Default VPDN Group Template feature introduces the ability to configure global default values for 
virtual private dialup network (VPDN) parameters in a VPDN template . These global default values are 
applied to ali VPDN groups, unless specific values are configured for individual VPDN groups. 
Previously, the Cisco lOS software required that VPDN parameters be configured for each individual 
VPDN group i f the system default values were not desired . 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t8/ftdevpdn .htm . 

This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

DF Bit Override Functionality with IPSec Tunnels 

• •tt:• 

The DF Bit Override Functionality with IPSec Tunnels feature allows customers to configure the setting 
ofthe DF bit when encapsulating tunnel mode lPSec traffic on a glqba! or per-interface levei. Thus, if 
the DF bit is set to clear, routers can fragment packets regardless o f the original DF bit setting. Refer to 
the following document for additional information : · 

http://www.cisco.com/univercd/ccftd/doc/product/software/ios 12 2/ I 22newft / 122t/ I 22t2/ftd fi psc. htm . 
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~ .. 
Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release~;<t,,_ • .....,K< 

into the Cisco AS5300 and Cisco AS5400 platforrns. 

DHCP Client-Dynamic Subnet Allocation API 

~ .. 

The DHCP Client-Dynamic Subnet Allocation API feature is an application program interface (API) that is 
called by the DHCP Server- On-Demand Address Pool Manager feature.for obtaining a subnet or releasing a 
subnet to the source server via DHCP. This feature allows automated.-êonfigúiation o f layer 3 devices for 
simplified deployment. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

DHCP Client on WAN Interfaces 

~ .. 

The DHCP Client on WAN Interfaces feature extends the Dynamic Host Configuration Protocol (DHCP) 
to allow PPP over ATM (PPPoA) and certain ATM interfaces to acquire an IP address through DHCP. 
By using DHCP rather than the IP Control Protocol {IPCP), a DHCP client can acquire other useful 
inforrnation such as DNS server addresses, the DNS default domain name, and default route. 

Previously, the ip address dhcp interface configuration command could only be used on Ethemet 
interfaces. This feature allows the ip address dhcp command to be used on WAN interfaces. 

Refer to the following document for additional inforrnation: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftwandhp .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5800 platforrns. 

DHCP Relay-MPLS VPN Support 
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The DHCP relay agent inforrnation option (option 82) enables a Dynamic Host Configuration Protocol 
(DHCP) relay agent to include inforrnation about itselfwhen forwarding client-originated DHCP 
packets to a DHCP server. The DHCP server can use this information to implement IP address or other 
parameter-assignment policies. The DHCP relay agent inforrnation option is organized as a single DHCP 
option that contains one or more suboptions that convey information known by the relay agent. 

In some environments, a relay agent resides in a network element that also has access to one or more 
Multiprotocol Label Switching (MPLS) Virtual Private Networks (VPNs) . A DHCP server that wants to 
offer service to DHCP clients on those different VPNs needs to know the VPN in which each client 
resides. The network element that contains the relay agent typically knows about the VPN association 
o f the DHCP client and includes this information in the relay agent information option. 

The DHCP Relay-MPLS VPN Support feature allows the relay agent to forward this necessary 
VPN-related information to the DHCP server using the following three suboptions o f the DHCP relay 
agent information option: 

• VPN identifier 

Subnet selection 

Doe: 



~ .. 

Server identifier override 

The DHCP Relay-MPLS VPN Support feature enables a network administrator to conserve address 
space by allowing overlapping addresses. The relay agent can now support multiple clients on different 
VPNs, and many of these clients from different VPNs can share the same lP address. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftdhmpls.htm . 

Note This feature was originally introduced in Cisco lOS Release 12 .2(8)T~ ·"fhis re-lease is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms. 

DHCP Relay Agent Support for Unnumbered Interfaces 

Relay agents are used to forward requests and replies between clients and servers when they are not on 
the same physical subnet. Relay agent forwarding is distinct from the normal forwa rding o f an lP router, 
where lP datagrams are switched between networks somewhat transparently. Relay Agents receive 
Dynamic Host Configuration Protocol (DHCP) messages and then generate a new DHCP message to 
send out on another interface. 

The Cisco lOS DHCP relay agent supports lP unnumbered interfaces . The DHCP relay agent 
automatically adds a static host route specifying the unnumbered interface as the outbound interface. 

DHCP Server-On-Demand Address Pool Manager 

The DHCP Server-On-Demand Address Pool Manager is a feature in which pools of IP addresses can 
be dynamically increased or reduced in size depending on the address utilization levei. This feature 
supports address assignment using the Dynamic Host Configuration Protocol (DHCP) for customers 
using private addresses. Each on-demand address pool (ODAP) is configured and associated with a 
particular Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN). 

When configured, the ODAP is populated with one or more subnets leased from a source server and is 
ready to serve address requests from DHCP clients or from PPP sessions. The source server can be a 
remote DHCP server ora RADlUS server (via AAA). Currently, only the Cisco Access Registrar 
RADlUS server supports ODAPs. Subnets can be added to the pool when a certain utilization levei (high 
utilization mark) is achieved. When the utilization levei falls below a certain levei (low utilization mark), 
a subnet can be retumed to the server from which it was originally leased. 

This feature allows customers to optimize their use ofiP addresses, thus conserving address space. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/122t8/ftondhcp.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

DHCP Server-Option to Ignore Ali BOOTP Requests 

• W{!•W 

·~ 

The DHCP Server-Option to Ignore Ali BOOTP Requests feature introduces the following new global 
configuration command: ip dhcp bootp ignore. This command allows the Cisco lOS DHCP server to 
ignore received BOOTP requests . 
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Dia ler CEF 

~ .. 
Note 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftdbootp.htm. 

This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5400 platform. 

The Dialer CEF feature introduces Cisco Express Forwarding (CEF) support for dialer interfaces. The 
Dialer CEF feature allows packets to be CEF switched across dia ler interfaces rather than being low-end 
switched (LES) or fast switched. Compared to fast switching, CEF switching support improves 
switching performance by decreasing CPU utilization and lowering the packet loss rate. Refer to the 
following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4/ftdlrcef.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(4 )T. This release is porting the feature 
into the Cisco AS5300 and Cisco AS5400 platforms. 

Dia ler Persistent 

~ .. 

The Dialer Persistent feature allows the connection settings in a dial-on-demand routing (DDR) dialer 
profile to be configured as persistent, that is, the connection is not tom down until the shutdown EXEC 
command is entered on the dialer interface. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ I 22newft/ I 22t/122t I 1/ftdperst.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5800 platforms. 

Dia ler Watch Connect Delay 

~ .. 

The Dialer Watch Connect Delay feature introduces the ability to configure a delay in bringing up a 
secondary link when a primary link that is monitored by Dialer Watch goes down and is removed from 
the routing table. Previously, the router would instantly dia! a secondary route without allowing time for 
the primary route to come back up. When the Dialer Watch Connect Delay feature is configured, the 
router will check for availability ofthe primary link at the end ofthe specified delay time before dialing 
the secondary link. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios I 22/ I 22newft/ I 22t/ 122t8/ftdialwl.htm. 

Note This feature was originally introduced in Cisco lOS Release I 2.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 
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~ .. 

agement Event and Expression MIB Persistence 

The MIB Persistence feature allows the SNMP data o f an MIB to be persistent across reloads; that is, 
MIB inforrnation retains the same set object values each time the user reboots. Refer to the following 
document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122t4/ftmibpr I .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4)T. _This release is porting the 
Distributed Management Event MIB Persistence feature into the CisçoAS5300, Cisco AS5400, 
Cisco AS5800 platforrns, and the Distributed Management Expression MIB Persistence feature into the 
Cisco AS5300 and Cisco AS5800 platforrns. 

Distributed Management Event MIB Conformance to RFC 2981 

~ .. 

Prior to Cisco lOS Release 12.2(4)T3, Event MIB support in Cisco lOS software was based on the IETF 
internet draft version. In Cisco lOS Release 12.2(4)T3, the Cisco implementation ofthe EVENT-MIB 
was updated to comply with the finalized version ofthe Event MIB, as defined in RFC 2981 . For detai 
see RFC 2981, available through the IETF web site at http://www.ietf.org. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T3 . This release is porting the 
feature into the Cisco AS5300 and Cisco AS5400 platforrns. 

DLSw+ Enhanced Load Balancing 

~ .. 

In a network with multiple capable paths, the Data Link Switch Plus (DLSw+) Load Balancing 
Enhancements feature improves traffic load balancing between peers by distributing new circuits based 
on existing loads and the desired ratio. 

For each capable peer (peers that have the lowest or equal cost specified), the DLSw+ Load Balancing 
feature calculates the difference between the desired and the actual ratio o f circuits being used on a peer. 
lt detects the path that is underloaded in comparison to the other capable peers and assigns new circuits 
to that path until the desired ratio is achieved. 

Note This feature was originally introduced in Cisco lOS Release 12.0(3 )T. This release is porting the feature 
into the Cisco AS5350 platforrn. 

DLSw+ Peer Group Clusters 

• W{fW 

The DLSw+ Peer Group Clusters feature reduces the explorer packet replication that typically occurs in 
a large Data Link Switch Plus (DLSw+) peer group design, where there are multiple routers connected 
to the same LAN. 

The DLSw+ Peer Group Clusters feature associates DLSw+ peers (that are connected to the same LAN) 
into logical groups. Once the multiple peers are defined in the same peer group cluster, the DLSw+ 
Border Peer recogrlizes that it does not have to forward explorers to more than one member within the 
same peer group cluster. 
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Note This feature was originally introduced in Cisco lOS Release 12.0(3)T as DLSw+ Peer Clusters. This 
release is porting the feature into the Cisco AS5350 platform. 

DTMF Events Through SIP Signaling 

The DTMF Events Through SIP Signaling feature adds support for sending dual tone multifrequency 
(DTMF) notifications using NOTIFY messages from a session initiation pr\.).tocol (SIP) gateway. The use 
ofDTMF signaling for this feature enables support for advanced teiephony services. Currently there are 
a number o f application servers and service creation platforms that do not support media connections. 
To provide value added services to the network, these servers and platforms need to be aware o f signaling 
events from a specific participant in the cal!. After the serve r o r platform is aware o f the DTMF events 
that are being signaled, it can use third-party call contrai, or other signaling mechanisms, to provide 
enhanced services. Examples o f the types o f services and platforms that are supported by this feature are 
various voice web browser services, Centrex switches/business service platforms, calling card services, 
and unified message servers. Ali o f these applications require a method for the use r to communicate with 
the application outside ofthe media connection. The Preauthentication with ISDN PRI feature provides 
this signaling capability. 

The output generated by the show si p-ua statistics command displays the enhanced SIP Response and 
Total Traffic Statistics available with the new feature. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122tll22t 11/ftnotify.htm. 

DTMF Relay for SIP calls Using Named Telephone Events 

Easy VPN Server 
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The DTMF Relay using Named Telephone Events feature adds support for relaying dual tone 
multifrequency (DTMF) tones and hookflash events in session initiation protocol (SIP) on Cisco Voice 
over IP (VoiP) gateways (note that this feature is implemented for SIP only). Using Named Telephone 
Events (NTE) to relay DTMF tones provides a standardized means o f transporting DTMF tones in RTP 
packets according to section 3 ofRFC 2833, RTP Payloadfor DTMF Digits, Telephony Tones and 
Telephony Signals, developed by the Internet Engineering Task Force (IETF) Audio!Video Transport 
(AVT) working group. RFC 2833 defines formats ofNTE RTP packets used to transpor! DTMF digits, 
hookflash, and other telephony events between two peer endpoints. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122limit/122x/122xb/ 122 
xb_2/ft_dtmf.htm. 

The Easy VPN Server feature introduces server support for the Cisco VPN Client Release 3.x software 
clients and Cisco VPN hardware clients. lt allows a remate end user to communicate using IP Security 
(IPSec) with any Cisco lOS Virtual Private Network (VPN) gateway. Centrally managed IPSec policies 
are "pushed" to the client by the server, minimizing configuration by the end user. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftunity.htm . 

1 Uoc: 3697 
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This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Enable Multilink PPP via RADIUS for Preauthentication User 

The Enable Multilink PPP via RADIUS for Preauthentication User feature allows you to selectively 
enable and disable Multilink PPP (MLP) negotiation for different US<ê!:§ via .RADIUS vendor-specific 
attribute (VSA) preauth:ppp-multilink=l. ,; · 

You can enable MLP by configuring the ppp multilink command on an interface, but then this command 
enables MLP negotiation for ali connections and users on that interface; that is, you cannot selectively 
enable or disable MLP negotiation for specific connections and users on an interface. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/122t/122t li /ftppprad .htm 

Encrypted Vendor-Specific Attributes 

~A 

The Encrypted Vendor-Specific Attributes feature introduces support for the following three types of 
string vendor-specific attributes (VSAs): 

o Tagged string VSA-To retrieve the right value for this VSA, the Tag field must be parsed correctly. 
The value for this field can range only from OxOI through OxlF. lfthe value is not within the 
specified range, the RADIUS server will ignore the value and consider the Tag field to be a part of 
the attribute string field. 

o Encrypted string VSA-This VSA has a Salt field that ensures the uniqueness ofthe encryption key 
that is used to encrypt each instance o f the VSA. The first and most significant bit o f the Salt field 
must be set to 1. 

o Tagged and Encrypted string VSA-This VSA is similar to encrypted string VSAs except this VSA 
h as an additional Tag field . I f the Tag field is not within the valid range (OxO I OxO I through Ox I F), 
it is considered to be part ofthe Salt field. 

Refer to the following document for additional information: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftencvsa.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the featu 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

Enhanced Codec Support for SIP Using Dynamic Payloads 

The Enhanced Codec Support for SIP Using Dynamic Payloads feature enhances codec selection and 
payload negotiation between originating and terminating session initiation protocol (SIP) gateways. The 
Enhanced Codec Support for SIP Using Dynamic Payloads feature provides the following SIP 
enhancements: 

o Additional codec support 

o Dynamic payload configuration 

Enhanced SDP messages 
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The feature adds support, which varies on different platforrns, for eight additional 

• Clear-channel 

• G723ar53 

• G723ar63 

• G723r53 

• G726rl6 

• G726r24 -' 
• G729br8 

• GSM-EFR 

The feature adds support for dynamic payloads by expanding SIP ability to advertise and negotiate 
available codecs. The feature al so expands the Session Description Protocol (SDP) message body ofSIP 
INVITE requests, which describe codec capabilities o f the SIP gateway. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t li /ftcodec.htm . 

Enhanced Debug Capabilities for Cisco Voice Gateways 

The Enhanced Debug Capabilities for Cisco Voice Gateways feature provides a uniform call identifier 
to track calls end-to-end, filter calls based on certain cri teria, and provide more concise debug 
commands. Previously i f ali debugs were turned on, the debug output would wrap around, so viewing a 
smaller amount of debug output to effectively identify the problem areas was criticai. 

Another requirement was single-call tracing that enables a single call, based on certain cri teria, to be 
traced end-to-end in the gateway. A generic forrnat to identify the trace call was required also and was 
needed across Media Gateway Control Protocol (MGCP), Session Initiation Protocol (SIP), H.323, voice 
telephony service providers (VTSPs), session applications, interactive voice response (IVR), Call 
Contrai Applications Programming Interface (CCAPI) and digital signal processors (DSPs). 

The voice call debug command was implemented to give the user the choice of displaying the full GUID 
or reduces the length ofGUID by displaying the headers only. The full-guid keyword displays a full call 
trace and the default is displaying the header only. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/122t li /ft_dbgsy.htm 

Enhanced Password Security 
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The Enhanced Password Security feature allows you to configure Message Digest 5 (MD5) encryption 
for usem ame passwords. Before the introduction o f this feature, there were two types o f passwords 
associated with usernames: Type O, which is a clear text password visible to any user who has access to 
privileged mo de on the router, and type 7, which is a password with a weak, exclusive, o r type 
encryption. Type 7 passwords can be retrieved from the encrypted text by using publicly available tools. 

Use the username secret command to configure a username and an associated MD5-encrypted secret. 

Refer to the following document for additional information: 

http://www.ci sco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_md5.htm . 
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This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

Enhanced T est Command 

The Enhanced Test Command feature introduces two new commands-aaa user profile and aaa 
attribute-that allow you to create a named user profile with calling I iRe identification (CLID) or dialed 
number identification service (DNIS) attribute values, which can be- ~~~ociited with a test aaa group 
command. 

Use the aaa attribute command to add CLID or DNIS attribute values to a user profile, which is created 
by using the aaa user profile command. The CLID or DNIS attribute values can be associated with the 
record that is going out with the user profile (via the test aaa group command), thereby providing the 
RADIUS server with access to CLID or DNIS attribute information for ali incoming calls. Refer to the 
foliowing document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftaaacmd .htr 

Note This feature was originaliy introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Enhanced VoiceXML Diagnostics 

With the Enhanced VoiceXML Diagnostics feature, debugging output can be filte red for ali VoiceXML 
applications except the application named in the debug condition application voice command. When 
this command is configured, the gateway displays debugging messages only for the specified VoiceXML 
application when using the debug vxml and debug http client commands. 

Refer to the following documents for additional information: 

• Cisco lOS TCL and VoiceXML Application Guide: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t 11/ivrapp/in 
dex .htm . 

• Cisco VoiceXML Programmer's Guide: 

h ttp: //www.ci sco.com/univercd/ cc/td/ doc/prod uct/ software/ i os 122/rel_ docs/vx m I prg/i ndex. h tm. 

Enhancements for lhe Cisco VG200 Voice Gateway 

• W{!W 

The Enhancements for the Cisco VG200 Voice Gateway feature provides the Cisco VG200 p1atform 
with increased voice gateway feature parity to the Cisco 2600 series, Cisco 3600 series, and Cisco 3700 
series . This feature is also supported on the Cisco VG200XM p1atform upgrade. The Cisco VG200XM 
is new for Cisco lOS Release 12.2(11 )T and is a more powerful version o f the Cisco VG200, offering 
higher processing power and improved performance. 

The Cisco VG200 platforms provide the following default memory options: 

• CiscoVG200- 8 MB ofFlash, 64MB ofDRAM 

• Cisco CG200XM-16 MB ofFlash, 64MB ofDRAM 

The Enhancements for the Cisco VG200 Voice Gateway fe ature includes the following fe atures: 
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• FXO Answer and Disconnect supervision-Enables analog Foreign Exchange Office ) ports 
to monitor call-progress tones and to monitor voice and fax transmissions retumed from a PBX or 
from the PÚblic Switched Telephone Network (PSTN). 

• NM-HDV-1 Tl/E 1-12-This digital voice card provides telephony interface signaling support, 
providing a lower density digital solution. 

• Private-line automatic ringdown (PLAR)-Provides an off-premises extension (OPX) from a priva te 
PBX. Also provides dia! tone from a remote PBX. 

• Proprietary Transfer Code-Enables the Cisco VG200 (acting al> a PSTN gateway with an 
Survivable Remote Site Telephony (SRST) or ITS device) to s~pport Cisco proprietary call transfer 
from the SRST or ITS device back to the PSTN. 

Enhancing Raw Buffer Management: Audit and Prepopulation for Channei-Associated Signaling 

Event T racer 

~ .. 

This feature implements an audit process to reclaim leaking raw buffers on a channel-associated 
signaling (CAS) interface. 

Buffers pass voice data between subsystems in a voice-call-control infrastructure. However, pool 
management and the improper usage ofbuffers result in either process memory exhaustion or system 
crashes. Both are relatively difficult to troubleshoot. Auditing raw buffers allows you to detect and 
reclaim leaking buffers on the CAS interface and thus to improve buffer availability and be memory 
efficient. 

Auditing raw buffers provides the following monitor scheme: When a raw message is allocated, the start 
time stamp is recorded. An audit process periodically (every 2 minutes) reclaims active raw messages 
that are more than 1 O minutes old and retums the buffers to the appropriate pool. The I 0-minute window 
allows enough time for ali the call-related events to pass through. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122t li /ftrawr ll.htm 

The Event Tracer feature provides a binary trace facility for troubleshooting Cisco lOS software. This 
feature gives Cisco service representatives additional insight in to the operation o f the Cisco lOS 
software and can be useful in helping to diagnose problems in the unlikely event o f an operating system 
malfunction or, in the case o f redundant systems, route processo r switchover. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1201120newft/120limit/120s/ 120s 18/evn 
ttrcr.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Fax and Modem Pass-Through over VoiP 
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Fax and modem pass-through are supported on the Cisco 2600 series, Ci sco 3600 series, and the 
Cisco 3700 series modular access routers beginning in Cisco lOS Release 12 .2( li )T. 
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On detection ofthe fax or modem tone on an established VoiP call, the gateways switch into modem fax 
or pass-through mode: the voice codec and configuration is suspended and the pass-through parameters 
are loaded for the duration ofthe fax or modem session. This changes the bandwidth needed for the call 
to the equivalent ofG.711. 

With pass-through, the fax o r modem traffic is carried between the two. gat~ways in RTP packets, using 
an uncompressed format resembling the G.711 codec. Packet redundancy may be used to mitigate the 
effects o f packet loss in the IP network. Even so, fax and modem pass-through remain susceptible to 
packet loss, jitter and latency in the IP network. The two endpoints must be clocked synchronously for 
this type o f transport to work predictably. 

The Fax and Modem Pass-Through feature is also known as Voice Band Data (VBD) by the lnternational 
Telecommunication Union (ITU). VBD refers to the transport o f fax o r modem signals o ver a voice 
channel through a packet network with an encoding appropriate for fax or modem signals . The minimum 
set of coders for VBD mode is G.711 ulaw and alaw with VAD disabled. For modem transport, Ect 
cancellation is also be disabled. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /faxapp/index 
.htm. 

Fax Detection (Single-number Voice and Fax) 

~ .. 
Note The Fax Detection (Single-number Voice and Fax) feature is also known under the feature title Fax 

Detection for Cisco AS5300, Cisco AS5350 and Cisco AS5400. 

On Cisco AS5300, Cisco AS5350, and Cisco AS5400 gateways that are equipped with voice feature 
cards (VFCs), the fax detection feature lets service providers deploy unified communication applications 
in which each subscriber has a single E.164 number for both voice mail and fax mail. When configured 
for fax detection, the gateway automatically listens to incoming calls to discriminate between voice and 
fax. The gateway then routes the calls to the appropriate application or server. 

Refer to the following document for additiona1 information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /faxapp/ind, 
.htm. 

Fax Detection for VoiceXML 

• W{!:M 

\ 

With the Fax Detection for VoiceXML feature, when a VoiceXML fax detection app lication is configured 
on the gateway, callers can dia! a single number for both voice and fax calls . The gateway automatically 
detects that a call is a fax transmission by listening for comfort noise generation (CNG), the distinctive 
fax "calling" tone . When configured for fax detection, the Cisco VoieeXML gateway continuously 
listens to incoming calls to determine which calls are voice or fax . The gateway then routes the calls to 
the appropriate application or media server. 

Refer to the following documents for additional information: 

Cisco lOS TCL and VoiceXML Application Guide: 
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http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t 
dex.htm. 

• Cisco VoiceXML Programmer's Guide: 

http: I lwww. cisco. com/uni vercd/ cc/td/ doc/prod uct/ software/ i os I 2 2/re I_ docs/vx m I p rg/i ndex. h tm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)XB on the Cisco AS5300 platform. 
This release is porting the feature into the Cisco 3640 series, Cisco ~660 series, Cisco AS5350, and 
Cisco AS5400 platforms. .; 

Fax Relay Packet Loss Concealment 

~ .. 

The Fax Relay Packet Loss Concealment feature improves the current real-time fax over IP (commonly 
known as fax relay) implementation in Cisco gateways, allowing fax transmissions to work reliably over 
higher packet loss conditions. 

In addition, this feature includes enhanced real-time fax debug capabilities and statistics. These debugs 
and statistics will give better visibility into the real-time fax operation in the gateway, allowing for 
improved field diagnostics and troubleshooting. 

These improvements include configuration offax relay Error Correction Mode (ECM) on the Voice over 
IP (VoiP) dial peer. ECM provides for error-free page transmission. This mode is available on fax 
machines that include memory for storage ofthe page data (usually high-end fax machines) . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 1221 imit/ 122x/ 122xb/ 122 
xb_2/ft_0393 .htm. 

Note This feature was previously released in Cisco lOS Release 12.1 (3)T on the Cisco AS5300 and 
Cisco AS5850 platforms. This release is porting the feature into the Cisco AS5400 platform. 

G.Ciear, GSMFR, and G. 726 Codecs and Modem and Fax Pass-Through for Cisco Universal Gateways 
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The following features are now available on Cisco AS5300, Cisco AS5350, Cisco AS5400, 
Cisco AS5400HPX, and Cisco AS5850 universal gateways. 

The G.Ciear, GSMFR, and G.726 Codecs and Modem and Fax Pass-Through for Cisco Universal 
Gateways feature provides support for G.Clear, GSMFR, and G.726 codecs, as well as support for 
modem and fax. Pass-through for Cisco universal gateways. 

G.Clear guarantees bit integrity when transferring a DS-0 through a gateway server, supports the 
transporting o f nonvoice circuit data sessions through a V o ice over IP (VoiP) network, and enables the 
VoiP networks to transport ISDN and switched 56 circuit-switched data calls . With the availability of 
G.Ciear, ISDN data calls that do not require bonding can be supported. 

The GSMFR codec was introduced in 1987. The GSMFR speech co der h as a frame size o f 20 ms and 
operates ata bit rate of 13 kbps. GSMFR is an Regular Pulse Excited- Linear Predictive (RPE-LTP) 
coder. 

The G.726 Adaptive Differential PCM (ADPCM) voice codec operates at bit rates of 16, 24, and 32 kbps . 
ADPCM provides the following: 

• Voice mail recording and playback that is a requirement for Internet voice mail. 



oice transport for cellular, wireless, and cable markets. 

High voice quality voice transport at 32 kbps. 

In addition, modem and fax pass-through services are supported. When service providers and 
aggregators are implementing VoiP, they sometimes cannot separa te fax or data traffic from voice traffic . 
These carriers that aggregate voice traffic over VoiP infrastructures require service offerings to carry fax 
and data as easily as voice. 

On detection of the modem answer tone, the gateways switch in to modem pass-through mode. With 
modem pass-through, the modem traffic is carried between the two gaieways in RTP packets, using an 
uncompressed o r lightly compressed voice codec-G. 711 ulaw, G. 7 J;tãlaw, ·o r V o ice Band Data (VBD) . 
Packet redundancy may be used to mitigate the effects ofpacket loss in the IP network. Even so, modem 
pass-through remains susceptible to packet loss andjitter and latency in the IP network. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /ft_gho st.htm . 

Gatekeeper Endpoint Control Enhancements 

The Gatekeeper Endpoint Control Enhancements feature provides enhancements to the Cisco lOS 
gatekeeper, including commands to allow both forced unregistration o f an endpoint and rejection o f new 
registrations or calls when a Gatekeeper Transaction Message Protocol (GKTMP) server is down or 
unreachable. This feature also provides both forced unregistration o f an endpoint using a GKTMP 
command from an application server and a command to enable faster reconnection to a GKTMP server 
when its TCP connection fails . 

Refer to the following document for additional inforrnation: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t li /ftgkece2 .htm 

Gatekeeper-to-Gatekeeper Authentication 

The Gatekeeper-to-Gatekeeper Authentication feature provides additional security for H.323 networks 
by introducing the ability to validate intra-domain and interdomain gatekeeper-to-gatekeeper Location 
Request (LRQ) messages on a per-hop basis . When used in conjunction with per-ca li security using the 
interzone ClearToken (IZCT), network resources and security holes are protected from hackers. The 
IZCT was introduced in the Inter-Domain Gatekeeper Security Enhancement feature released in 
Cisco lOS Release 12.2(2)XA and Cisco lOS Release 12.2(4)T. 

The Gatekeeper-to-Gatekeeper Authentication feature provides a Cisco Access Token (CAT) to carry 
authentication within zones. The CAT is used by adjacent gatekeepers to authenticate each other and . 
configured on a per-zone basis. In addition, service providers can specify inbound passwords to 
authenticate LRQ messages coming from foreign domains and outbound passwords to be included in 
LRQ messages to foreign domains. 

This release documents two new commands: security password-group and security zone. 

Refer to the following document for additional inforrnation: 

http: //www.c isco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/122t/ 122t li /ft_idlrq .htm . 
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Generic Routing Encapsulation (GRE) Tunnel Keepalive 

Note 

The GRE Tunnel Keepalive feature provides the capability o f configuring keepalive packets to be sent 
over IP-encapsulated generic routing encapsulation (GRE) tunnels. You can specify the rate at which 
keepalives will be sent and the number o f times that a device will continue to send keepalive packets 
without a response before the interface becomes inactive. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/grekpliv.htm . -- .,. . 
.i 

This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms. 

Global Modem Counters 

The Global Modem Counters feature adds two new global call counters for ISDN calls to the Cisco lOS 
software. In Cisco lOS Release 12.2(ll)T, this feature is supported only on the Cisco AS5800 universal 
access server. The CISCO-POP-MGMT-MIB has been updated with two new objects, 
cpmCaiiVolSucciSDNDigital and cpmCallVolAnalogCallCiearedNormally. The 
cpmCallVolSucciSDNDigital object allows the Cisco lOS software to track the number of successful 
incoming and outgoing ISDN digital data calls that have occurred since the system was started. The 
cpmCaiiVolAnalogCallClearedNormally object allows the Cisco lOS to track the number of successful 
incoming and outgoing analog data calls. 

No new commands have been introduced with this feature. To use this feature, enable System Network 
Management Protocol (SNMP) and the corresponding OIDs for these new objects. To obtain lists of 
supported MIBs by platform and Cisco lOS release, and to download MIB modules, go to the Cisco MIB 
website on Cisco.com at the following URL: 

http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs.shtml. 

Globalized Cadence and Tone for Cisco lOS Gateways 

Because previously Cisco CallManager and Cisco lOS gateways were configured independently and 
may lead to configuration mismatches, Cisco CallManager is now preconfigured to provide cadences and 
tones for the user's locale. 1t is no longer necessary for you to configure the cptone command on the 
gateway. This feature shows the user how to verify which locale is preconfigured on Cisco CaiiManager. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t li /ft_glbl.htm. 

GTD for GKTMP using SS7 lnterconnect version 2.0 
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The GTD for GKTMP using SS7 Interconnect version 2.0 feature consists ofthe following two features: 

• GTD for GKTMP using SS7 Interconnect for Voice Gatekeeper version 2.0 

• GTD for GKTMP using SS7 Interconnect for Voice Gateway version 2.0 

The GTD for GKTMP Using SS7 lnterconnect version 2.0 feature provides additional functionality to 
Cisco gateways and gatekeepers in a Cisco SS7 Interconnect for Voice Gateways Solution. The generic 
tran sparency descriptor or generic telephony descriptor (GTD) format is defined in the a Cisco 
proprietary draft. GTD form at define s parameters and messages of existing SS7 ISUP protocol s in text 
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• New and Changed lnfonnation 

format and allows SS7 messages to be carried as a payload in the H.225 registration, admission, and 
status (RAS) messages between the GW and GK. GTD messages can also be transported between GWs 
and GKs in H.323 messages. With the GTD feature, the GK extracts the GTD message and the externai 
route server derives routing and accounting information based upon the GTD information provided from 
the Cisco Gatekeeper Transaction Message Protocol (GKTMP). 

Currently routing on Cisco GWs is based on generic parameters such as originating number, destination 
number, and port source. Adding support for SS7 ISUP messages allows the VoiP network to use 
additional routing enhancements found in traditional TDM switches. 

-
Refer to the following document for additional information : d 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /ftgtdpy2 . htm 

H.323 Call Redirection Enhancements 

~ .. 

The user-to-user information element (UUIE) o f the Facility message is used primarily for call 
redirection. The UUIE contains a field, facilityReason , that indicates the nature o f the redirection. The 
H.323 C ali Redirection Enhancements feature adds support for two o f the reasons: 
routeCallToGatekeeper and callForwarded. It also provides a nonstandard method for using the Facil. 
message to effect call transfer. 

Refer to the following document for additional information: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftcallrd . htm. 

Note This feature was previously released in Cisco lOS Release 12.2(2)T on Cisco 1700, Cisco 2600 series, 
Cisco 3600 series, Cisco MC381 O, Cisco AS5300, and Cisco uBR924 platforms. This release is porting 
the feature into the Cisco AS5850 platform. 

H.323 Dual T one Multifrequency (DTMF) Relay Using Named T elephone Events 

• WffW 

Until now, the Named Telephone Event (NTE) method of dual tone multifrequency (DTMF) relay was 
available on Cisco gateways only for Session Initiation Protocol (SIP) and Media Gateway Contrai 
Protocol (MGCP) gateways. The H.323 Dual Tone Multifrequency Relay Using Named Telephone 
Events feature adds support for this method for H.323 gateways. 

Cisco H.323 gateways advertise capabilities using the H.245 capabilities messages . By default, they 
advertise that they can receive ali DTMF relay modes. Ifthe capabilities ofthe remote gateway do not 
match, the Cisco H.323 gateway transmits DTMF tones as in-band voice. Configuring DTMF relay o· 
the Cisco H.323 gateway sets preferences for how the gateway handles DTMF transmission. I f multiple 
methods are configured, the priority is as follows: 

• Cisco RTP 

• RTPNTE 

• H.245 signal 

• H.245 alphanumeric 

In addition to support for NTE, the H.323 Dual Tone Multifrequency Relay Using Named Telephone 
Events feature provides support for asymmetrical payload types. Payload types can differ between local 
and remote endpoints. Therefore, the Cisco gateway can transmit one payload type value and receive a 
different payload type value. 

There are no new or modified commands . 
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Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t ll /fth3dtmf.htm 

H.323 Redundant Zone Support 

The Redundant H.323 Zone Support feature allows users to configure multi pie gatekeepers to service the 
same zone or technology prefix. This feature can be used with the Gateway Support for Alternate 
Gatekeepers feature , which allows a user to configure a gateway to-point to two gatekeepers ( one as the 
primary and the other as the alterna te) . Together, these features allow a user to configure a Cisco gateway 
to send location requests (LRQs) to two or more Cisco gatekeepers- one as a primary and the others as 
back up gatekeepers. Ali gatekeepers are active . The gateway can choose to register with any one (but 
not ali) ata given time. 

Note This feature was previously released in Cisco lOS Release 12. 1 (I )T. This release is porting the feature 
into the Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

iBGP Multipath Load Sharing 

~ ... 

When a Border Gateway Pro toco! (BGP) speaker router with no local policy configured receives multi pie 
network layer reachability information (NLRl) from the internai BGP for the same destination, the router 
will choose one internai BGP path as the best path. The best path is then installed in the IP routing table 
o f the router. 

The Internai BGP Multipath Load Sharing feature enables the BGP speaker router to select multiple 
internai BGP paths as the best paths to a destination. The best paths or multipaths are then installed in 
the IP routing table o f the router. 

Refer to the following document for further information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/ 122t I I /ftll bml s.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

IGMP MIB Support Enhancements for SNMP 

~ ... 

The Internet Group Management Protocol (JGMP) is used by lP hosts to report their multicast group 
memberships to ·neighboring multicast routers . The IGMP MIB describes objects that enable users to 
remotely monitor and configure IGMP using Simple Network Management Protocol (SNMP). It also 
allows users to remotely subscribe and unsubscribe from multicast groups. The lGMP MIB Support 
Enhancements for SNMP feature adds fui! support ofRFC 2933 (Internet Group Management Protocol 
MIB) in Cisco lOS software. There are no new or modified Cisco lOS commands associated with this 
feature . 

For complete details on the lGMP MIB, see the JGMP-STD-MIB .my file available from the Cisco MIB 
website on Cisco.com at http ://www. ci sco.com/public/sw-center/nctmgmt/c!ntk/mibs .shtml. 

Note Thi s feature was originally introduced in Cisco lOS Rclease 12.2( 4)T. This re lease is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 
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• New and Changed lnfonnation 

IKE-1 

'· 
·~·· · ' ' it~ e A~~ssivf Mode 

\ q ~KÍ:-Initiate Aggressive Mode feature allows you to specify RADIUS Tunnel attributes 
C p \_ÇT~/ei-Ciient-Endpoint [66] and Tunnei-Password [69]) for an IPSec peer and to initiate an IKE 

~ .. 

~ressive mode negotiation with the tunnel attributes. This feature is best implemented in a crypto 
hub-and-spoke scenario, in which the spokes initiate IKE aggressive mode negotiation with the hub by 
using the preshared keys that are specified as tunnel attributes and stored on the AAA server. This 
scenario is scalable because the preshared keys are kept ata central repository (the AAA server) and 
more than one hub router and one application can use the informatio_~ 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t81ft_ikeag.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

lntegrated Signaling Link Terminal 

The Integrated Signaling Link Terminal feature pulls existing Cisco distributed Message Transfer Part 
(MTP) SS7 signaling architecture functionality-previously available only on Cisco 26xx-based 
signaling link terminais (SLTs)-directly onto a single Cisco AS5350 or Cisco AS5400. Like the 
Cisco 26xx-based SLT, the Integrated SLT on a Cisco AS5350 or Cisco AS5400 backhauls upper-layer 
Signaling System 7 (SS7) protocols across an IP network using Cisco Reliable User Datagram Protocol 
(RUDP), terminating the MTPl and MTP2 layers ofthe SS7 protocol stack at the Media Gateway 
Controller (MGC). 

Using the 2-, 4-, or 8-PRI dia! feature card (DFC) or the CT3 (28-PRI) DFC card, this feature is designed 
for small points ofpresence (POPs) that require only one or two network access servers (NASs) or 
Voice-over-IP (VoiP) gateways as parto f a dial or VoiP solution. This feature eliminates the use o f the 
Cisco 26xx-based SLT in the product configuration. 

When the Integrated Signaling Link Feature feature is implemented, a Cisco AS5350 or Cisco AS5400 
functions as an SS7 signaling data link terminal and as a NAS, voice gateway, or both when universal 
ports are used. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 1221122newft/122t/122t li /ftintslt.htm . 

lntegrated IS-IS Point-to-Point Adjacency Over Broadcast Media 

• WfJM 

~ .. 
Note 

When a network consists o f only two networking devices that are connected to broadcast media and 
using the integrated IS-IS protocol, it is better for the system not to have to handle the link as a broadcast 
link but rather as a point-to-point link. The lntegrated IS-IS Point-to-Point Adjacency Over Broadcast 
Media feature introduces a new command to make IS-IS behave as a point-to-point link between the 
networking devices . Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftissp2p.htm . 

This feature was originally introduced in Cisco IOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms . 
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lnteractive V o ice Response Version 2.0 on VoiP Gateways 

Interactive Voice Response {IVR) consists o f simple voice prompting and digit collection to gather caller 
inforrnation for authenticating the user and identifying the destination . IVR applications can be assigned 
to specific ports or invoked on the basis of dialed number identification service (DNIS) . An IP Public 
Switched Telephone Network (PSTN) gateway can have severa! IVR applications to accommodate many 
different gateway services, and you can customize the IVR applications to present different interfaces to 
the various callers. 

IVR systems provide information in the forrn o f recorded messages.:t:lver telephone I ines in response to 
user input in the formo f spoken words, o r more commonly, dual toi'ie multifrequency (DTMF) signaling. 
IVR uses Tool Command Language (TCL) scripts to gather inforrnation and to process accounting and 
billing. 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_ivr72 .htm. 

Note This feature was originally introduced in Cisco lOS Release 12. 1 (3 )T. This release is porting the feature 
into the Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

Inter-Doma in Gatekeeper Security Enhancement 

The Inter-Domain Gatekeeper Security Enhancement feature provides a means of authenticating and 
authorizing H.323 calls between the administrative domains oflntemet Telephone Service Providers 
(ITSPs). 

An interzone C1earToken (IZCT) is generated in the originating gatekeeper (OGK) when a location 
request (LRQ) is initiated or an admission confirrnation (ACF) is about to be sent for an intrazone call 
within an ITSP 's administrative domain. As the IZCT traverses the routing path, each gatekeeper (GK) 
stamps the IZCT's destination GK ID with its own ID. This identifies when the IZCT is being passed 
over to another ITSP's domain . The IZCT is then sent back to the OGW in the location confirmation 
(LCF) message. The OGW passes the IZCT to the terminating gateway (TGW) in the SETUP message. 
The TGW forwards the IZCT in the admission request (ARQ) answerCall field to the terminating 
gatekeeper {TGK), which then validates it. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/ 122xa/ 122 
xa_2/ft_ctoke.htm. 

Interface Alias Long Name Support 
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The Interface Alias (i fAlias) is a user-specified description o f an interface used for SNMP network 
management. The ifAlias is an object in the Interfaces Group MIB (IF-MIB), which can be set by a 
network manager to "name" an interface. The ifAlias value for an interface or subinterface can be set 
using the description command in interface configuration mode, or by using a Set operation from a 
Network Management System. 

Before Cisco lOS Release 12.2(2)T, i fAlias descriptions for subinterfaces were limited to 64 characters . 
A new Cisco IOS software command, snmp ifmib ifalias long, configures the system to handle ifAlias 
descriptions o f up to 256 characters. I fAlias descriptions appear in the output o f the show interfaces 
CU command. Refer to the followin g document for further information : 

htt p:l/www.c i sco.com/un ivc rcd/cc/td /doc/produc t/so ft warc/ i os I 22/ 122ncwft/ I 22t/ I 22t2 /ftshowi f.htm . 
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• New and Changed lnfonnation 

~ .. 

The Interface Index (Iflndex) is a user-specified identification number for an interface used in SNMP 
network management. The Iflndex is an object in the Interfaces Group;:MIB .(IF-MIB), which can be set 
by a network manager to consistentiy identify an interface. A new C1sco lOS software command, show 
snmp mib ifmib ifindex, allows the user to dispiay the Iflndex identification numbers assigned to 
interfaces and subinterfaces using the CU. The IFindex provides a way to display these vaiues without 
the need for a Network Management Station. Refer to the following document fo r further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122t/ 122t2/ftshowif.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

Internai Cause Code Consistency Between SIP and H.323 

The Internai Cause Code Consistency Between SIP and H.323 feature establishes a standard set of 
categories for internai causes o f voice call faiiures. Before this feature, the cause code passed when an 
internai faiiure occurred was not standardized or based on any defined ruies. The nonstandardization ied 
to confusing or incorrect cause code information, and possibly contributed to billing errors. 

The H.323 and SIP standard cause codes that are now generated accurateiy reflect the nature of each 
internai faiiure . This makes H.323 and SIP consistent with cause codes generated for common problems. 
Aiso, for each internai failure, an ITU-T Q.850 reiease cause code is aiso assigned. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/i22t/122t 11/ftbibble.htm . 

lnterworking of Cisco MGCP Voice Gateways and Cisco CaiiManager Version 3.2 

The Interworking of Cisco MGCP Voice Gateways and Cisco CaiiManager Version 3.2 feature allows 
Cisco voice gateways to act as redundant faii -pver MGCP gateways. The new functionality includes the 
following configurable options: 

• Cisco CaiiManager Redundancy-A fallback Cisco CaiiManager instance can assume contrai ofthe 
backup voice gateways in the event o f a failure; another pai r o f resources can be specified for use in 
case the primary fallback Cisco CaiiManager also fails . 

• Supplementary Services-During a faii-over event, call ho id, call transfer when the line is busy or 
there is no answer, call forwarding, and three-party call conferencing to and from the Public 
Switched Telephone Network (PSTN) ora private branch exchange (PBX) are supported. 

• Cisco CallManager Switchback-This feature allows reestablishment o f communication with the 
primary Cisco CallManager when it becomes availabie after fallback resources have assumed 
contrai. 

Refer to the following document for additional information: 

http: //www.cisco.com/un ivercd/cc/td /doc/product/soft ware/ ios 122/ 122newft/ 122t/ 122t I 1/ ft_cc ml .htm. 
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lnterworking Signaling Enhancements for H.323 and SIP VoiP 

~ .. 

The Interworking Signaling Enhancements for H.323 and SIP VoiP feature enables VoiP networks to 
properly signal the setup and tear-down of calls when interworking with PSTN networks . These 
enhancements ensure that in-band tones and announcements are generated when needed so that the voice 
path is cut-through at the appropriate point o f call setup and that early alerting (ringing) does not occur. 
In addition, support for network-side ISDN and the reducing of speech clipping is addressed. 

Note This feature was originally introduced in Cisco lOS Release 12. 1 (51J. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

IP Multicast MIB Enhancements 

~ .. 

This feature enhances the IP multicast routing protocol in Cisco lOS software by adding MIB variables 
to query the number o f (S, G) and (*, G) entries. It also adds support for high-speed interface counters . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

IPSec VPN High Availability Enhancements 

~ .. 

The IPSec VPN High Availability feature consists of two new features-Reverse Route lnjection and 
Hot Standby Router Protocol and IPSec-that work together to provi de users with a simplified network 
design for VPNs and reduced configuration complexity on remate peers with respect to defining gateway 
lists. 

Reverse Route lnjection 

Reverse Route Injection (RRI) is a feature designed to simplify network design for Virtual Private 
Network (VPNs) in which there is a requirement for redundancy or load balancing. RRI works with both 
dynamic and static crypto maps . 

In the dynamic case, as remate peers establish IPSec security associations (SAs) with an RRI-enabled 
router, a static route is created for each subnet or host protected by that remate peer. For static crypto 
maps, a static route is created for each destination o f an extended access-list rui e. 

When routes are created, they are injected into any dynamic routing protocol and distributed to 
surrounding devices. This traffic flows, requiring IPSec to be directed to the appropriate RRI router for 
transport across the correct SAs to avoid IPSec policy mismatches and possible packet loss. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco 1760 series router and the Cisco AS5300 and Cisco AS5050 platforms. 
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Hot Standby Router Protocol and IPSec 

Hot Standby Router Protocol (HSRP) is designed to provide high network availability by routing IP 
traffic from hosts on Ethernet networks without relying on the availability of any single router. HSRP is 
particularly useful for hosts that do not support a router discovery protocol, such as ICMP Router 
Discovery Protocol (IRDP) , and do not have the functionality to switch to a new router when their 
selected router reloads or loses power. Without thi s functionality, a router that loses its default gateway 
because o f a router failure is unable to communicate with the network. 



New and Chan nfor;mation 

r::; 'i ' .. 

~ .. 
Note 

c;}RP~oo Lrnblo on LAN into<f"" u'ing "'ndby oomm•nd lino intorl'•oo (CLI) oomm•nd,. !t '' 
o$'p\s ·btr~ use the standby IP address from an interface as the local IPSec identity, or local tunnel 

By using the standby IP address as the tunnel endpoint, failover can be applied to VPN routers by using 
HSRP. Remote VPN gateways connect to the local VPN router via the standby address that belongs to 
the a c tive device in the HSRP group. In the event o f failover, the standby device takes over ownership 
o f the standby IP address and begins to service remo te VPN gateways. 

This feature was originally introduced in Cisco lOS Release 12.2(8')T. This release is porting the feature 
into the Cisco 1760 series router and the Cisco AS5300 and Cisco AS5050 platforms. 

Further Documentation 

Refer to the following document for further information about the IPSec VPN High Availability 
Enhancements feature : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 121 / 121 newft/12 l limit/121 e/121 e9/ipse 
cha.htm. 

1Pv6 for Cisco lOS Software 

~ .. 

1Pv6, formerly called IPng (next generation), is a replacement for the current version ofiP (version 4) . 
Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ipv6/index.ht 
m. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5300 and Cisco AS5400 platforms. 

ISDN and V.120 Support for NextPort DSPs 

The ISDN and V.120 Support For NextPort DSPs feature provides full coverage for digital calls and 
performance enhancement for V.120 calls. The feature permits terminating synchronous ISDN and 
V.120 sessions without customer intervention. This feature allows the Cisco AS5350 and Cisco AS5400 
to terminate more than 256 ISDN sessions per channelized T3 (CT3) controller by adding ISDN 
capacity. This feature is mandatory for wholesale dia! installations in which ISDN is being used . Th. 
feature permits V.120 calls to operate on the NextPort digital signal processor (DSP) instead of on the 
CT3 controller to reduce activity on the CPU and to increase the V.120 call capability. Support for these 
enhancements is automatic, and no configuration steps are required . 

ISDN-NFAS with D Channel Backup 

\ 
\, 

ISDN Non-Facility Associated Signaling (NFAS) allows a single D channel to control multiple PRI 
interfaces. A backup D channel can be configured for use when the primary NFAS D channel fails. Any 
hard failure causes a switchover to the backup D channel and currently connected calls remain 
connected. The ISDN-NFAS with D Channel Backup feature al so supports the DMS I 00 and NI2 switch 
types. 

Once the channelized Tlcontrollers are configured for ISDN PRI, only the NFAS primary D channel 
must be configured; its configuration is di stributed to ali the members o f the associated NFAS group. 
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Refer to the following document for additional information : 

http: I !www. c i se o. com/uni vercd/ cc/td/ doe/ product/ access/ acs_serv I as5 800/ sw _ 
m. 

Note This feature was originally introduced in Cisco lOS Release 11.3(3)T. This release is porting the feature 
into the Cisco AS5850 platform. Note that the feature is also known as NFAS with D Channel Backup. 

IVR: Configuring Dynamic Prompts .i 

The functionality o f dynamic prompts, an existing Cisco lOS feature, has been expanded in Cisco lOS 
Release 12.2(11 )T to play out International Organization for Standardization (ISO) fonnatted time and 
date, and visible noncontrol ASCII characters. Dynamic prompts allow a TCL application to play the 
date and time infonnation on a Cisco voice gateway. The information is first retrieved by using the clock 
command in the Toolkit Command Language (TCL) library and then played through dynamic prompts 
using the multilanguage script. 

The media play command in the TCL library plays the specified dynamic prompt on the specified call 
leg. The English version ofthe multilanguage TCL script must be enabled before you use the media play 
command; it allows a dynamic prompt to play string and visible noncontrol ASCII characters. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t 11 /actap/index .h 
tm . 

IVR: Customizing Accounting T emplates 

You can create an accounting template to customize your accounting records based on your billing 
needs. An accounting template is a text-based interface that allows you to customize and define the 
content o f that template and helps reduce billing traffic from the gateway to the accounting servers. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t li /actap/index.h 
tm . 

IVR: Directing AAA Requests 

Cisco lOS Release 12.2( 11 )T introduces the capability o f splitting authentication, authorization, and 
accounting (AAA) requests to RADIUS servers based on account number, called party number, and 
incoming trunk groups . 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td /doc/product/software/ ios 122/122newft/122t/ 122t 11 /actap/index .h 
tm . 

IVR: Enhanced Multilanguage Support 
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This feature releases the infrastructure to support Tool Command Language (TCL)-based script 
interpreters, which allow you to easily add new languages to your router or access server. You can add 
a new language by creating a TCL script that interprets prompts into a sequence ofaudio file s or silences. 
The underlying Cisco lOS dynami c prompting code interfaces with the TCL script to translate the 

·-----~--
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c. 
<v r- - ~-.. ' \ 
, ( (~Àr{J 0 me sage in to a sequence o f URLs that point to audio files . Then, the Cisco lOS software plays the 
· \ \0 -:se uence ofaudio files as a dynamic prompt. New TCL-script language interpreters operate 

~ .. 

· ultaneously with the current built-in languages: Spanish, Chinese/Mandarin, and English. Adversely, 
new TCL-script language interpreters can replace one o r more o f the built-in languages by overwriting 
the built-in Ianguage functionality. 

Note This feature does not release any specific TCL scripts. 

Note Although the Ianguage intelligence comes from a TCL-based language script, once you configure a 
language any system (TCL IVR 1.0, 2.0, VxML, MGCP, and so on) on your router can use the configured 
Ianguage with little to no change to Cisco lOS Software. 

Refer to the following document for additional inforrnation: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftmulti l.htm . 

~ ) 
Note This feature was originally introduced in Cisco lOS Release 12.2(2)T as Enhanced Multi lingual Support 

for Cisco lOS Integrated Voice Response. This release is porting the feature into the Cisco AS5300, 
Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforrns. 

L2TP Large-Scale Diai-Out 

~ .. 

The L2TP Large-Scale Diai-Out feature enables the router to dial multiple Layer 2 Tunnel Protocol 
(L2TP) access concentrators (LACs) from a single L2TP network server (LNS). The LACs are signaled 
through the LNS and use L2TP to establish the dia) sessions. User-defined profiles can be configured on 
an authentication, authorization, and accounting (AAA) server and retrieved by the LNS when dial-out 
occurs.The L2TP Large-Scale Dial-Out feature also supports multiple LACs bound into one stack group, 
call traffic load balancing, and outbound call congestion management. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /ftl2lsdo .htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforrns. 

L2TP Security 

• 

The L2TP Security feature provides enhanced security for tunneled PPP frames between the Layer 2 
Transport Protocol (L2TP) access concentrator (LAC) and the L2TP network server (LNS). Previous 
releases o f the Cisco lOS software provided only a one-time, optional mutual authentication during 
tunnel setup with no authentication of subsequent data packets or control messages. In situations in 
which the L2TP is used to tunnel PPP sessions over an untrusted infrastructure such as the Internet, the 
security attributes ofL2TP and PPP are inadequate. PPP provides noprotection ofthe L2TP tunnel, and 
current PPP encryption protocols provi de inadequate key management and no authentication or integrity 
mechanisms. The L2TP Security feature allows the robust security features o f IP Security (IPSec) to 
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The deployment ofMicrosoft Windows 2000 demands the integration ofiPSec with L2TP because this 
is the default virtual priva te dialup network (VPDN) networking scenario. This integration o f protocols 
is also used for LAN-to-LAN VPDN connections in Microsoft Windows 2000. The L2TP Security 
feature provides integration o f IPSec with L2TP in a solution that is scalable to large networks with 
mínima! configuration. 

Refer to the following document for additional information : d 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/122t li /ftl2tsec .htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400 and Cisco AS5800 platforms. 

Location Confirmation (LCF) Enhancements for Alternate Endpoints 

This feature was originally introduced in Cisco lOS Release 12.2(4)T; see the "Location Confirmation 
Enhancements for A1ternate Endpoints" section on page 370 . Cisco lOS Release 12.2(11)T documents 
the new endpoint alt-ep collect command. In addition, effective with Cisco lOS Release 12.2( 11 )T, 
dup1icate alternate endpoints that are received in a Location Confirmation (LCF) message are removed 
from the conso1idated 1ist of endpoints. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t4/ft_lcfep .htm. 

Low Latency Queueing with Priority Percentage Support 
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This feature allows you to configure bandwidth as a percentage within 1ow latency queueing (LLQ). 
Specifically, you can designa te a percentage of the bandwidth to be allocated to an entity (such as a 
physical interface, a shaped ATM permanent virtual circuit (PVC), ora shaped Frame Re1ay PVC) to 
which a policy map is attached. Traffic associated with the po1icy map will then be given priority 
treatment. This feature also allows you to specify the percentage o f bandwidth to be allocated to 
nonpriority traffic classes. 

This feature modifies two existing commands-bandwidth and priority. This feature adds a new 
keyword to the bandwidth command-remaining percent. The feature also changes the functionality 
o f the existing percent keyword. These changes result in the following commands for bandwidth: 
bandwidth·percent and bandwidth remaining percent. The bandwidth percent command configures 
bandwidth as an abso1ute percentage ofthe total bandwidth on the interface. The bandwidth remaining 
percent command allows you to allocate bandwidth as a relative percentage o f the total bandwidth 
available on the interface. This command allows you to specify the re1ative percentage ofthe bandwidth 
to be allocated to the classes o f traffic. 

This feature also adds the percent keyword to the priority command. The priority percent command 
indicates that the bandwidth will be allocated as a percentage ofthe total bandwidth ofthe interface. You 
can then specify the percentage (that is, a number from I to I 00) to be allocated by using the percentage 
argument with the priority percent command. 



• New and Changed lnfonnation 
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Unlike the bandwidth command, the priority command provides a strict priori ty to the traffic class, 
which ensures low latency to high priority traffic classes. Refer to the following document for additional 
information: 

http: //www.cisco .com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122t2/ftllqpct.htm. 

Note This feature was originally introduced in Cisco IOS Release 12.0(5)T. This release is porting the feature 
into the Cisco AS5300 platform. 

MD5 File Validation 

~" 

The MD5 File Validation feature allows you to check the integrity o f a Cisco lOS software image by 
comparing its MD5 checksum value against a known MD5 checksum value for the image. MD5 values 
are now made available on Cisco.com for ali Cisco IOS software images for comparison against local 
system image values. 

To perform the MD5 integrity check, execute the verify command using the new "/md5" keyword. For 
example, executing the verify tlash:c7200-is-mz.122-2.T.bin /mdS command will calcula te and disp 
the MD5 value for the software image. Compare this value with the value available on Cisco.com for 
this image. 

Alternatively, you can get the MD5 value from Cisco.com first, then specify this value in the command 
syntax. For example, executing the verify tlash:c7200-is-mz.122-2.T.bin /MDS 
8b5f3062c4caeccae72571440e962233 command will display a message verifying that the MD5 values 
match or that there is a mismatch. 

A mismatch in MD5 values means that either the image is corrupt or the wrong MD5 value was entered. 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Media Gateway Control Protocoi-Based Fax (T.38) and Dual Tone Multifrequency (IETF RFC 2833) 
Relay 

• W{fW 
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The MGCP-Based Fax (T.38) and DTMF (IETF RFC 2833) Relay feature adds support for fax relay and 
DTMF relay with MGCP. This feature provides two modes o f implementation for each component: 
gateway (GW)-controlled mode and call agent (CA)-controlled mode. In GW-controlled mode, GWs 
nego tia te DTMF and fax relay transmission by exchanging capability information in Session DescriptiL 
Protocol (SDP) messages . That transmission is transparent to the CA. GW-controlled mode allows use 
ofthe MGCP-Based Fax (T.38) and DTMF (IETF RFC 2833) Relay feature without upgrading the CA 
software to support the feature . In CA-controlled mode, CAs use MGCP messaging to instruct GWs to 
process fax and DTMF traffic. For MGCP T.38 Fax Relay, the CAs can also instruct GWs to revert to 
GW-controlled mode i f the CA is unable to handle the fax contrai messaging traffic ; for example, in 
overloaded or congested networks . 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 1221imit/ 122x/ 122xb/ 122 
xb_2/ftmgcpfx.litm . 

Note Fax CODEC up-speeding is not supported . 
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Note debug voip rtp [ali I narned-event]- Enables the new debug flag and displays rec~ption.~ ansmission 

ofRTP named events is not supported on the Cisco AS5850, since the voice packets are CEF and would 
not be visible on the RSC card. 

~~ 
Note The Media Gateway Control Protocoi-Based Fax (T.38) and Dual Tone Multifrequency (IETF 

RFC 2833) Relay feature was previously released in Cisco lOS Rel~se 12.2(8)T on the Cisco 3600 
series and Cisco MC381 O. This feature h as been added to the Cisct> AS53ÕO, Cisco AS5400, and 
Cisco AS5850 platfonns in Cisco lOS Release 12.2(11)T. 

MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 

~~ 

The MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles feature implements the following Media 
Gateway Control Protocol (MGCP) protocols on the supported Cisco media gateways: 

• MGCP 1.0 (RFC 2705) 

• Network-based Cal! Signaling (NCS) 1.0, the PacketCable profile o f MGCP 1.0 for residential 
gateways (RGWs) 

• Trunking Gateway Control Protocol (TGCP) 1.0, the PacketCable profile ofMGCP 1.0 for trunking 
gateways (TGWs) 

Refer to the following document for additional infonnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t4/ft_24mg l.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5850 p1atfonns. 

MGCP Basic CLASS and Operator Services 
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The MGCP BCOS are a set of calling features, sometimes called "cus tom calling" features, that use 
MGCP to transmit voice, video, and data over the IP network. These features are usually found in 
circuit-based networks . MGCP BCOS brings them to the Cisco lOS gateways on packet-based networks . 

The MGCP BCOS software is built on the MGCP CAS PBX and AAL2 software package, and supports 
MGCP 0.1 and the earlier protocol versions Simple Gateway Control Protocol (SGCP) 1.1 and 1.5. 

The following MGCP BCOS features are available on Residential Gateways (RGWs) and Business 
Gateways (BGWs): 

• Distinctive power ring 

• Visual Message Waiting lndicator 

• Caller ID 

• Caller ID with Call Waiting 

• Call Forwarding 

• Ring Splash 

• Di stinctive Cal! Waiting Tone 

• Message Waiting Tone 
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• Stutter Dia! Tone 

• Off-Hook Warning Tone 

The following two features can be run as RGW or trunking gateway (TGW) features: 

• 911 calls 

This feature is supported in SGCP mode on Cisco 3660 and Cisco AS5300 platforms and in MGCP 
mode on ali five supported platforms. 

• Three-Way Calling 

This feature is supported on the Cisco 3660 and Cisco AS5300.;TGW platforms and on the Cisco 
MC3810 series, and Cisco 2600 RGW platforms. This feature cannot be supported on the G.728 and 
G.723 codecs. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/122newft/ 122t/122t2/ftmgcpgr.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the featr 
into the Cisco AS5300 platform. 

MGCP CAS PBX and AAL2 PVC 

The MGCP CAS PBX and AAL2 PVC software package is a solutions-oriented program that focuses on 
severa! customer gateway scenarios. These scenarios require features that address residential, business, 
and trunking gateway needs on a variety o f hardware platforms: 

• Residential cable connectivity 

• CAS and analog PBX connectivity 

• lncoming CAS support for trunking gateways that support operator services such as busy-line verify 
and barge-in xGCP support ofVoice over ATM Adaption Layer type 2 (VoAAL2) 

To answer these needs, the MGCP CAS PBX and AAL2 PVC feature combines and expands existing 
feature sets on the merged Simple Gateway Control Protocol (SGCP)/MGCP software platform as 
follows: 

• Voice over lP (VolP) support of selected channel-associated signaling (CAS) features 

• SGCP AAL2 features 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ftmgcptk .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco AS5300 and Cisco 5850 platforms. 

MGCP Generic Configuration Support for Call Manager {IP-PBX) 

• W{tM 

The MGCP Generic Configuration Support for Cal! Manager (lP-PBX) feature provides generic 
configuration support for Cisco lOS Media Gateway Control Protocol (MGCP) gateways with Cal! 
Manager. The gateways receive voice configuration from Call Manager by way ofan eXtensible Markup 
Language (XML) file that is downloaded from a TFTP server. 
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MGCP Line Package Enhancements for loop Current Feed Open (LCFO) 

The MGCP Line Package Enhancements for Loop Current Feed Open (LFCO) feature enhances Media 
Gateway Control Protocol (MGCP) residential gateway capabilities to support the generation o f the 
LFCO signal at the request ofthe call agent. LFCO is a new signal in the line package. This enhancement 
supports call flows that involve answering machines or other automated devices that act as the 
terminating party and will facilitate the notification o f the originating party's on-hook to such devices. 
There is no explicit configuration required to enable this feature . 

.i 

MGCP PRI Backhaul and T1-CAS Support for Call Manager (IP-PBX) 

ISDN PRI backhaul provides a method for transporting complete IP telephony signaling information 
from an ISDN PRI interface o f an MGCP voice gateway to Cisco CaiiManager through a highly reliable 
TCP connection. 

This feature works by terminating ali the ISDN PRI Layer 2 (Q.921) signaling functions in the Cisco lOS 
software on the MGCP voice gateway while, at the same time, packaging ali the ISDN PRI Layer 3 
(Q.931) signaling information in to packets for transmission to the Cisco CaiiManager through an IP 
tunnel over a highly reliable TCP connection. This methodology ensures the integrity of the Q.931 
signaling information being passed through the network for managing IP telephony devices. 

A rich set ofuser-side and network-side ISDN PRI calling functions is supported by the ISDN PRI 
backhaul feature . A single TCP connection is used by the gateway to backhaul ali the ISDN D channels 
to Cisco CaiiManager. The "SAP/Channel ID" parameter in the header of each message identifies 
individual D channels. In addition to carrying the backhaul traffic, the inherent TCP keepalive 
mechanism is also used to determine MGCP voice gateway connectivity to an available call agent. 

The MGCP voice gateway also establishes a TCP link to the backup (secondary) Cisco CaiiManager 
server. In the evento f Cisco CaiiManager switchover, the ISDN PRI backhaul functions are assumed by 
the secondary Cisco CaiiManager server. During this switchover, ali active ISDN PRI calls are 
preserved, and the affected MGCP gateway is registered with the new Cisco CaiiManager server through 
a Restart-in-Progress (RSIP) message to ensure continued gateway operation. 

TI CAS is supported in non-backhaul fashion and supported CAS signaling types on the 
Cisco CaiiManager are E&M, wink-start, and E&M delay-dial. E! CAS is not supported. 

MGCP Voice on Cisco AS5850 Universal Gateway 

Although the documents listed below were not written specifically for the Cisco AS5850, they still apply 
to the Cisco AS5850. MGCP Voice on Cisco AS5850 Universal Gateway include the following features: 

FGD-OS 911 Calls 

The 911 feature can be run as residential gateway (RGW) or trunking gateway (TGW) feature 

lnteractive Voice Response Version 2.0 on Cisco VoiP Gateway 

Refer to the following document for information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 t/121 t3 /dt_skyn.htm . 

Note The Configuring IVR on the Inbound VoiP Dia! Peer feature and the IVR Prompts Played on IP 
Call Legs feature is not supported. 
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Media Gateway Control Protocol Residential Gateway Support 

Refer to the following document for information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/121 t/ 121 t3 /mgcp 1213.ht 
m 

MGCP based Fax (T.38) and DTMF (IETF Ver.) Relay 

Refer to the following document for information: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 12-...2newft/ 1221imit/ 122x/ 122xb/ 122 
xb_2/ftmgcpfx.htm .;; 

Note Fax CODEC up-speeding is not supported. 

Note debug voip rtp [ali I named-event] - Enables the new debug flag and di splays reception.or 
transmission ofRTP named events is not supported on the Cisco AS5850, since the vo ice packets 
are CEF and would not be visible on the RSC card. 

MGCP VoiP Call Admission Control 

Refer to the following document for information : 

http: / /www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_04mac.htm 

Network Access Server Package for Media Gateway Control Protocol 

Refer to the following document for information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/ 122xb/ 122 
xb_2/ft_mgnas.htm 

PRI/Q.931 Signaling Backhaul for Call Agent Applications 

Refer to the following document for information: 

http://www.cisco.com/univercd/cc/td/doc/product/access/acs_serv/5300/sw _conf/ios_l21 /0 144cors.ht 
m 

Route-Switch-Controller Handover Redundancy on the Cisco AS5850 

See the "Route Switch Controller (RSC) Handover Redundancy" section on page 282 or refer to the 
following document for information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/ 122xb/ 122 
xb_2/handred.htm 

Note Route-Switch-Controller Handover Redundancy on the Cisco AS 58 50 features are not supported on the 
Cisco BTS I 0200. 

MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 

Refer to the following document for information: 

http ://lbj .cisco.com/push_targets I /ucdit/cc/td/doc/product/software/ ios 122/ 122newft / 122t/ 122t4/ft_24 
mgl.htm 
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MGCP CAS PBX and AAL2 PVC 

Refer to the following document for information: 
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http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 121 / 121 newft/ 12llimit/ 121 x/ 121 xm/121 
xm_5/ftmgcpba.htm . 

Further Documentation 

Refer to the following document for further information about the MGCP Voice on Cisco AS5850 
Universal Gateway feature: _ 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ios 1227122newft/ 122tl122t li /pull_daz.htm 

MGCP VoiP Call Admission Control 

MGCP VoiP Call Admission Control (CAC) determines i f calls can be accepted on the IP network on 
the basis o f available network resources. Before this release, Media Gateway Control Protocol (MGCP) 
Voice o ver IP (VoiP) calls were established regardless o f the available resources on the gateway o r 
network. The gateway had no mechanism for gracefully refusing calls i f resources were not available to 
process the call. New calls would fail with unexpected behavior and in-progress calls would experience 
quality-related problems. 

The MGCP VoiP Call Admission Contrai feature provides three CAC mechanisms to address the need 
for improved quality and predictable gateway behavior. The first mechanism is local/system CAC, which 
provides the ability to gracefully refuse calls on the basis o f the availability o f local gateway c ali 
processing resources such as CPU utilization and memory. The second CAC mechanism provides 
synchronization with Resource Reservation Protocol (RSVP) and reports the reservation request to the 
call agent. The third mechanism provides network congestion detection to gracefully refuse calls on the 
basis o f a measured levei o f congestion. 

Modem Relay Support on VoiP Platforms 
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When service providers and aggregators are implementing Voice over IP (VoiP), they sometimes cannot 
separate fax or data traffic from voice traffic . These carriers that aggregate voice traffic over VoiP 
infrastructures require service offerings to carry fax and data as easily as voice . 

Modem relay demodulates a modem signal at one voice gateway by decomposing the modem signal to 
digital form and then passing this signal as packet data to another voice gateway, where the signal is 
remodulated and sent to a receiving modem. The relay process distinguishes that the call is in fact a 
modem c ali. On detection o f the modem answer tone, the gateways switch in to modem pass-through 
mode. lfthe CM (call menu) signal is detected, the two gateways switch into modem relay mode. 

There are two ways to transport modem traffic over VoiP networks: 

With modem pass-through, the modem traffic is carried between the two gateways in Real-Time 
Transpor! Protocol (RTP) packets, using an uncompressed voice codec-G.711 u-law or a-law. 
Packet redundancy may be used to mitigate the effects o f packet loss in the IP network. Even so, 
modem pass-through remai ns susceptible to packet loss, jitter, and Iatency in the IP network. 

With modem relay, the modem signals are demodulated at one gateway, converted to digital form , 
and carried in Simple Packet Relay Transpor! (SPRT) protocol (which is a protocol running over 
User Datagram Protocol [UDP]) packets to the other gateway, where the modem signal is recreated 
and remodulated, and passed to the receiving modem . 

In thi s implementation, the call starts out as a voice cal I and then switches into modem pass-through 
mode and then into modem relay mode. 
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This feature significantly reduces the effects that dropped packets, latency, and j itter have on the modem 
session. Compared to modem pass-through, it also reduces the amount o f bandwidth used. Primary 
applications for this feature are transport of modem dial-up traffic over IP networks. 

This version o f modem relay is being made available before the ITU agrees on a standard 
implementation for this feature . This version ofthe modem relay feature will not interoperate with future 
versions based on the ITU implementation. When the standard ITU-based modem relay feature becomes 
available, the modem pass-through feature can be used for interopera_!>ility between pre-standard and 
standards-based modem relay platforms. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/ 122t 11 /ftmodrly.htm 

Modem Script and System Script Support in Large-Scale Diai-Out 

~ .. 

Modem connection and system login chat scripts are often used when asynchronous dial-on-demanc' 
routing (DDR) is configured. Currently, however, the large-scale dial-out network architecture does 1. 

allow chat scripts for a particular session to be passed through the network. Cisco lOS Release 12.2(2)T 
allows modem and system chat scripts to pass through large-scale dial-out networks by allocating two 
new authentication, authorization, and accounting (AAA) attributes for outbound service. 

The AAA attributes define specific AAA elements in a user profile. Large-scale dial-out supports Cisco 
attribute-value (AV) pairs and TACACS+ attributes. The Modem Script and System Script Support in 
Large-Scale Dial-Out feature provides two new outbound service attributes for passing chat scripts: 
modem-script and system-script. Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ft1schat. htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco AS5300 and Cisco AS5800 platforms. 

Monitoring Voice and Fax Services on the Cisco AS5350 and Cisco AS5400 Universal Gateways 

The Universal Port Dia! Feature Card (DFC) is a hardware card that processes voice and data services 
port technology for the Cisco AS5350 and Cisco AS5400. 

The ports on the Universal Port DFC support multi pie types of service including modem, digital, voic 
and fax . Ports can be aggregated at the s1ot levei o f the Universal Port module, the Service Processing 
Element (SPE) levei within the Universal Port module, and the individual port levei. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1211121 newft/12llimit/121 x/121 xm/121 
xm_5/ftupspe.htm . 

MPLS Label Distribution Protocol (LDP) 

Cisco MPLS la bel distribution pro toco! (LDP) allows the construction o f highly scalable and flexible IP 
Virtual Private Networks (VPNs) that support multi pie leveis of services. 
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LDP provides a standard methodology for hop-by-hop distribution of labels in an Multiprotoco 
Switching (MPLS) network by assigning labels to routes that have been chosen by the underlying 
Interior Gateway Protocol (IGP) routing protocols. The resulting label switch paths (LSPs) forward la bel 
traffic across an MPLS backbone to particular destinations . These capabilities enable service providers 
to implement Cisco MPLS-based IP VPNs and IP+ATM services across multivendor MPLS networks. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ft_ldp7t.htm. 

This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5350 platform. 

Using Multiprotocol La bel Switching (MPLS) VPN ID you can identify virtual priva te networks (VPNs) 
by a VPN identification number, as described in RFC 2685 . This implementation ofthe MPLS VPN ID 
feature is used for identifying a VPN. The MPLS VPN ID feature is not used to control the distribution 
o f routing information o r to associa te IP addresses with MPLS VPN ID numbers in routing updates . 

Multiple VPNs can be configured in a router. You can use a VPN name (a unique ASCII string) to 
reference a specific VPN configured in the router. Altemately, you can use a VPN ID to identify a 
particular VPN in the router. The VPN ID follows a standard specification (RFC 2685). To ensure that 
the VPN has a consistent VPN ID, assign the same VPN ID to ali the routers in the service provider 
network that services that VPN. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftvpnid.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5400 platform. 

Multicast Music on Hold Support for Call Manager (IP-PBX) 
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The Multicast Music on Hold Support for Call Manager (IP-PBX) feature provides the functionality to 
stream music from a Multicast Music on Hold (MOH) server to the voice interfaces o f on-net and off-net 
callers that have been placed on hold . 

This integrated multicast capability o f Cisco CaliManager 3.1 is implemented through the H.323 
signalirig plane in Cisco CaliManager. 

In an MOH environment, whenever caller A places caller B on hold, Cisco CaliManager requests the 
MOH server to stream RTP packets to the "on-hold" interface through the preconfigured multicast 
address. In this way, RTP packets can be relayed to appropriately configured voice interfaces in a VoiP 
network that have been placed on hold. 

Multiple MOH servers can be present in the same network, but each server must have a different Class 
D IP address, and the .address must be preconfigured in Cisco CallManager and the Cisco lOS MGCP 
voice gateways. 

The MOH feature enables you to subscribe to a music streaming service when using a Cisco lOS MGCP 
voice gateway. By means o f a preconfigured multicast address on a gateway, the gateway can "listen for" 
Real-Time Transport Protocol (RTP) packets that are broadcast from a default router in the network and 
ca n relay the pac kets to des ignated voice interfaces in the network. 

--------



RTP is the lntemet-standard protocol for transporting real-time data across a network, including audio 
and video information. Thus, RTP is well suited for media on demand and interactive services, such as 
IP telephony. 

The default router in the network for handling multicast traffic must have the following enabled: 

• Multicast routing 

• A multicast routing protocol, for example Pro toco! lndependent Multicast (PIM) o r Distance Vector 
Multicast Routing Protocol (DVMRP) 

• An IP routing protocol, for example Routing lnformation Protocoi:.(RIP).or Open Shortest Path First 
(OSPF) d 

When you configure a multicast address on a gateway, the gateway sends an Internet Gateway 
Management Protocol (IGMP) "join" message to the default router, indicating to the default router that 
the gateway is to receive RTP multicast packets. 

Multi pie RSA Keypair Support 

The Multi pie RSA Keypair Support feature allows the Cisco lOS software to maintain a distinct key . ) 
for each certification authority (CA) with which it is dealing . Thus, the Cisco lOS software can matcn 
policy requirements for each CA without compromising the requirements specified by the other CAs, 
such as key length, key lifetime, and general-purpose versus special-usage keys. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftmltkey.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforrns. 

NAT Support for SIP 

~ .. 

The Session lnitiation Protocol (SIP) is an application layer signaling protocol used for creating and 
controlling multimedia sessions with two or more participants. SIP is transported over TCP or UDP. The 
messages used in the protocol may have IP addresses embedded in the packet payload. I f a message 
passes through a router configured with Network Address Translation (NAT), the embedded inforrnation 
must be translated and encoded back to the packet. An Application Layer Gateway (ALG) is used with 
NAT to enable SIP. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ftnatsip .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Netflow Multiple Export Destinations 

The NetFlow Multiple Export Destinations feature enables configuration ofmultiple destinations ofthe 
NetFlow data . With this feature enabled, two identical streams ofNetFlow data are sent to the destination 
host. Currently, the maximum number of export destinations allowed is two. 
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The NetFlow Multiple Export Destinations feature improves the chances ofreceiving complete NetFlow 
data by providing redundant streams of data. Beca use the same export data is sent to more than one 
NetFlow collector, fewer packets will be lost. Refer to the following document for additional 
information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t2/dtnfdest.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300 and Cisco AS5800 platforms. 

Netflow T oS-Based Router Aggregation 

~~ 

The NetF1ow ToS-Based Router Aggregation feature provides the ability to enable limited router-based 
type ofservice (ToS) aggregation ofNetFlow Export data, which results in summarized NetFlow Export 
data to be exported to a collection device. The result is lower bandwidth requirements for NetFlow 
Export data and reduced platform requirements for NetF1ow data collection devices. Refer to the 
following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 120/ 120newft/120limit/ 120s/ 120s 15/dtn 
fltos.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(4 )T. This release is porting the feature 
into the Cisco AS5300 and Cisco AS5800 platforms. 

Network Access Server (NAS) Package for MGCP 

The Network Access Server (NAS) Package for MGCP feature adds support for the Media Gateway 
Contrai Protocol (MGCP) NAS package on the Cisco AS5350, Cisco AS5400, and Cisco AS5850. With 
this implementation, data calls can be terminated on a trunking media gateway that is serving as a NAS. 
Trunks on the NAS are controlled and managed by a call agent that supports MGCP for both voice and 
data calls . The call agent must support the MGCP NAS package. 

These capabilities are enabled by the universal port functionality of the Cisco AS5350, Cisco AS5400, 
and Cisco AS5850, which allows these platforms to operate simultaneously as network access servers 
and voice gateways to deliver universal services on any port at any time. These universal services include 
dia! access, real-time voice and fax, wireless data access, and unified communications. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/122xb/122 
xb_2/ft_mgnas.htm. 

Network Si de ISDN PRI Signaling, T runking, and Switching 
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The Network Side ISDN PRI Signaling, Trunking, and Switching feature enables Cisco lOS software to 
replicate the public switched network interface to a PBX that is compatible with the National ISDN (NI) 
switch types and European Telecommunications Standards Institute (ETSI) Net5 switch types. 

Routers and PBXs are both traditionally CPE devices with respect to the public switched network 
interfaces. However, for Voice over IP (VoiP) applications, it is desirable to interface access servers to 
PBXs with the access server representing the public switched network . . 

, ... -
:Doe: ----------- ·-· ·- . 



Enterprise organizations use the current VoiP features with Cisco products as a method to reduce costs 
for long distance phone calls within and outside their organizations. However, there are times that a call 
cannot go over VoiP and the call needs to be placed using the Public Switched Telephone Network 
(PSTN). The customer then must have two devices connected to a PBX to allow some calls to be placed 
using VoiP and some calls to be placed over the PSTN. In contrast, this feature allows Cisco access 
servers to connect directly to user-side CPE devices such as PBXs and allows vo ice calls and data calls 
to be placed without requiring two different devices to be connected to the PBXs. 

The ISDN Network Side ISDN PRI Signaling, Trunking, and Switching feature allows Cisco 
ISDN-enabled access servers to switch calls across interfaces as legac:x phone switches do today and to 
mimic the behavior o f the legacy phone switches. .-- - •· 

Refer to the following document for additional inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/ 121 t/121 t3 /dtpri_ni.htm. 

Nonblocking Gatekeeper AAA Interface 

The Nonblocking Gatekeeper AAA Interface feature enables Cisco gatekeepers to perform 
authentication, authorization, and accounting (AAA) through the gatekeeper interface at much highr 
call rates. 

There are no new or modified commands. 

Optimized PPP Negotiation 

The Optimized PPP Negotiation feature optimizes the time needed for PPP negotiation when a 
connection is made. PPP negotiation can include severa) cycles before the negotiation options are 
acknowledged. These negotiation cycles can cause a significant user-perceived delay, especially in 
networks with slow links such as a wireless data connection. Additionally, the PPP negotiation time can 
add significantly to the total time the user stays connected in these types o f connections. Changes to the 
PPP link control protocol (LCP) and PPP Internet Protocol Control Protocol (lPCP) negotiation 
strategies as part o f Cisco lOS Release 12.2( 4 )T and I ater releases make a reduction in the negotiation 
time possible. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11/ftcphneg.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 
into the Cisco AS5300 and Cisco AS5800 platforrns. 

OSP Debug Enhancement 

• •lt~· 

The OSP Debug Enhancement feature documents the new debug voip settlement ssl command. Use this 
command i f you find a connection o r I/O erro r with the Secure Socket Layer (SSL) connection after 
using the debug voip settlement error command. Tuming on the debug voip settlement ssl command 
allows the Open Settlement Protoco1 (OSP) to disp1ay detai1ed information for the SSL connection. 

Refer to the following document for additiona1 information: 

http ://www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/122t/ 122t I 1 /ftdbgosp.htm 
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The OSPF ABR Type 3 link-state advertisement (LSA) Filtering feature extends the ability o f an ABR 
that is running the OSPF protocol to filter type 3 LSAs between different OSPF areas. This feature aliows 
only specified prefixes to be sent from one area to another area and restricts ali other prefixes. Refer to 
the foliowing document for additional inforrnation: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/122newft/122t/122t li /ft li at3f.htm . 

Note This feature was originaliy introduced in Cisco lOS Release 12.2( 4)T.. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms . 

OSPF Sham-Link Support for MPLS VPN 

~ .. 

A sham link is a logical path within an Open Shortest Path First (OSPF) area; it represents an 
unnumbered point-to-point connection between two provider edge (PE) devices . Ali routers within the 
area see the link and use it during the shortest path first (SPF) computation. 

On PE routers the VPN Route Forwarding (VRF) routing table is populated by OSPF routes over the 
sham link. The sham link gives users the capability of specifying which path wili be used for traffic . 

Refer to the foliowing document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t8/ospfshmk.htm 

Note This feature was originaliy introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforrns. 

OSPF Stub Router Advertisement 

The OSPF Stub Router Advertisement feature aliows you to bring a new router into a network without 
immediately routing traffic through the new router and allows you to gracefully shut down or reload a 
router without dropping packets that are destined for other networks . This feature introduces three 
configuration options that allow you to configure a router that is running the Open Shortest Path First 
(OSPF) protocol to advertise a maximum or infinite metric to ali neighbors. Refer to the foliowing 
document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /ft li osra .htm . 

Note This feature was originaliy introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforrns. 

OSPF Update Packet-Pacing Configurable Timers 
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The OSPF Update Packet-Pacing Configurable Timers feature allows you to configure the rate at which 
Open Shortest Path First (OSPF) link-state advertisement (LSA) tlood pacing, group pacing, and 
retransmission pac ing updates occur. Refer to the following document fo r additional information : 

http://www.cisco.com/uni vercd/ccltd/doc/product/software/ios 122/ 122newft/1 22t/1 22t 11 /ft 11 opct.htm 
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Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the feature 

into the Cisco AS5300 platform. 

Particle Drivers 

The Parti c! e Drivers feature is a collection of performance and reliability improvements for the 
Cisco AS5350, Cisco AS5400, and Cisco AS5400HPX universal gate}Vays. lt includes particles-based 
packet drivers for improved performance. These particle drivers optiffiize Cisco lOS fast switching code 
and significantly improve the way Cisco lOS uses processor cache meriwry. Data packets for some 
protocols, such as MLPPP, IP Multicast, and cRTP, are fast switched with particle drivers. Cisco lOS 
CEF switching paths are highly optimized with particle drivers. 

PIAFS Wireless Data Protocol Version 2.1 for Cisco MICA Modems 

The PIAFS Wireless Data Protocol Version 2.1 for Cisco MICA Modems feature adds support for tht> 
Personal Handyphone Internet Access Forum Standard (PIAFS) using Cisco MICA technologies 
modems for the Cisco AS5300 and Cisco AS5800. PIAFS provides data connectivity between a client 
computer anda remote access server (RAS) using the Personal-Handyphone-System (PHS) digital cellular 
telephone system. PIAFS 2.1 allows the modem to shift speed during a connection between 32,000 and 
64,000 bps when initiated by a remote terminal adapter (TA). 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t li /ftblknt.htm. 

PIM Multicast Scalability 

~ .. 

The PIM Multicast Scalability feature enhances the Protocol Independent Multicast (PIM) protocol in 
Cisco lOS software by adding a new levei ofscalability. With this feature, edge devices can have a large 
number of multicast groups and users without increasing the CPU utilization of the router. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms. 

PIM MIB Extension for IP Multicast 

• ·WJlM 

Protocol Independent Multicast (PIM) is an IP Multicast routing protocol used for routing multicast data 
packets to multicast groups. RFC 2934 defines the Protocol Jndependent Multicast for !Pv4 MIB, which 
describes managed objects that enable users to remotely monitor and configure PIM using Simple 
Network Management Protocol (SNMP) . 

The PIM MIB Extension for IP Multicast feature introduces support in Cisco lOS software for the 
CISCO-PIM-MIB, which is an extension o f RFC 2934 and an enhancement to the existing Cisco 
implementation of the PIM MIB . 
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This feature introduces the following new classes o f PIM notifications: 

• neighbor-change- This notification results from the following conditions: 

- When the PIM interface of a router is disabled or enabled (using the ip pim command in 
interface configuration mode) 

- When the PIM neighbor adjacency ofa router expires or is established (defined in RFC 2934) 

• rp-mapping-change- This notification results from a change in the rendezvous point (RP) mapping 
information dueto either Auto-RP or bootstrap router (BSR) messages . 

• invalid-pim-message-This notification results from the followlng cortditions: 

- When an invalid (*, G) join or prune message is received by the device (for example, when a 
router receives a join or prune message for which the RP specified in the packet is not the RP 
for the multicast group) 

- When an invalid PIM regi ster message is received by the device (for example, when a router 
receives a register message from a multicast group for which it is not the RP) 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t4/ftpimmib. htm. 

Note This feature was originally introduced in Cisco IOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

Preauthentication with ISDN PRI and Channei-Associated Signalling Enhancements 

~. 

Preauthentication allows a Cisco network access server (NAS) to decide-on the basis o f the Dialed 
Number Identification Service (DNIS) number-whether to answer an incoming cal!. When an incoming 
call arrives from the public network switch but before it is answered, the NAS sends the DNIS number 
to a RADIUS server for authorization. 

The Preauthentication with ISDN PRI and Channel-Associated Signaling Enhancements feature 
provides additional support for preauthentication, which was introduced in a previous Cisco lOS release. 
For more information about preauthentication, refer to the Cisco lOS Release 12.1 (3)T feature module 
titled Preauthentication with ISDN PRI and Channel-Associated Signaling. 

This feature supports the use of attribute 44 by the RADIUS server application, which allows user 
authentication on the basis ofthe Calling Line Identification (CLID) number in the same transaction. For 
more information about attribute 44 and how it works with preauthentication, refer to the Cisco lOS 
Release 12.0(7)T feature module titled RADIUS Attribute 44 (Accounting Session ID) in Access 
Requests . 

This feature also supports the use of new RADIUS attributes. These RADIUS attributes are configured 
in the RADIUS preauthentication profiles to specify preauthentication behavior. They may also be used, 
for instance, to specify whether subsequent authentication should occur and, i f so, what authentication 
method should be used. Refer to the following document for additional information : 

http://www.cisco .com/univercd/cc/td/doc/product/software/ ios 121/121 newft/121 t/121 t5 /dtdt I .htm . 

Note This feature was originally introduced in Cisco lOS Release 12.1 (5)T. This release is porting the feature 
into the Cisco AS5350 and Cisco AS5850 platforms. 

. ........... ""----
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The PRI Backhaul Using the Stream Contrai Transmission Protocol and the ISDN Q.921 User 
Adaptation Layer feature fulfills the need for a standards-based PRI signaling backhaul that works with 
third-party cal! agents to enable solutions like Integrated Access, IP PBX, and Telecommuter. 

This feature provides the following: 

• PRI backhaul-Specific implementation for backhauling PRI. 

• Stream control transmission protocol (SCTP)-New general traftsport protocol that can be used for 
backhauling signaling messages. 

• ISDN Q.921 User Adaptation Layer (IUA)-Mechanism for backhauling any Layer 3 protocol that 
normally uses Q.921. 

This feature provides a configuration interface for Cisco lOS software implementation and implements 
the protocol message flows for SCTP and lUA. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t4!ft_0546.htrr •. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5850 platform. 

PRIIQ.931 Signaling Backhaul for Call Agent Applications 

~ .. 

The PRIIQ.931 Signaling Backhaul for Cal! Agent Applications feature implements PRIIQ.931 
signaling backhaul support for cal! agent applications on the Cisco 2600 and Cisco 3600 series routers 
and Cisco MC381 O series access concentrators. PRI/Q.931 signaling backhaul is the transporto f PRI 
signaling (Q.931 and above layers) between a media gateway (such as a Cisco access server, router, or 
concentrator) and a media gateway controller (Cisco VSC3000). 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/access/acs_serv/as5400/sw _conf/ ios_122/ 122_2x/ 12 
2xb/pul0 144.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.l(l)T on the Cisco AS5300 platform 
This release is porting the feature into the Cisco AS5350, Cisco AS5400, and Cisco AS5850 platform, 

PSTN Fallback 

• W}IW 

~I 

The goal o f PSTN fallback isto monitor congestion in the IP network and either redirect calls to the 
PSTN or reject calls based on the network congestion . Calls can be rerouted to an altemate IP destination 
o r to the PSTN i f the IP network is found unsuitable for voice traffic at that time. The use r defines the 
congestion thresholds based on the configured network . This functionality enables the service provider 
to give a reasonable guarantee about the quality ofthe conversation to their VoiP users at the time o f cal! 
admission . 

Ol-2339-04 Rev. GO 



~ .. 
Note PSTN fallback does not provide assurances that a VoiP call that proceeds over the IP network is 

protected from the effects of congestion. This is the function of the other Quality of Service (QoS) 
mechanisms such as IP Real-Time Transport Protocol (RTP) priority or low latency queuing (LLQ). 

~ .. 

PSTN fallback includes the following features : 

• Offers flexibility to define the congestion thresholds based on the network. 

- Defines a threshold based on Calculated Planning lmpairment Factor (ICPIF), which is derived 
as part of lnternational Telecommunication Union (ITUtG.} 13. 

- Defines a threshold based solely on packet delay and loss measurements. 

• Uses Service Assurance Agent (SAA) probes to provide packet delay,jitter, and loss information for 
the relevant IP addresses. Based on the packet loss, delay, and j itter encountered by these probes, an 
ICPIF or delay and loss values are calculated. 

• ls supported by calls ofany codec. Only G.729 and G.711 have accurately simulated probes. Calls 
ofall other codecs are emulated by a G.711 probe. 

For more information, including configuration tasks and examples, and command references for PSTN 
fallback, please refer to PSTN Fallback. Refer to the following document for additional information 
about the Cal! Admission Control for H.323 VoiP Gateways feature: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/ 122xa/ 122 
xa_2/ft_pfavb.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release is porting the feature 
into the Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

QSIG for TCL IVR 2.0 

Q.SIG support is required for European countries to interconnect enterprise customers to a wholesale 
voice solution. The Q.SIG for TCL IVR 2.0 feature provides transparent Q.SIG interworking when using 
a TCL IVR version 2.0 voice application on a Cisco lOS voice gateway. This functionality can be 
enabled using a new CLI on the POTS or VoiP dia! peer. Before this feature, Q.SIG messages were 
interpreted by the TCL IVR 2.0 application, rather than passed transparently to the remote endpoint. 

R2 and ISUP T ransparency and R2-to-ISUP lnterworking Enhancements 
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The R2 and ISUP Transparency and R2-to-ISUP lnterworking Enhancements feature provides 
enhancements to ISDN User Part (ISUP) transparency, R2-to-ISUP interworking, and R2 transparency 
using Generic Transparency Descriptor (GTD) objects in Cisco lOS Release 12.2( 11 )T. This release 
also provides support for Calling Line ID Presentation (CLIP) and Calling Line ID Restriction (CLIR) 
and is part of the Cisco SS7 lnterconnect for Voice Gateways Solution. 

This feature adds the following functionality: 

• Additional platform support for Cisco AS5800, Cisco AS5850, Cisco 3660, and Cisco 7200 series 
routers . 

• CLIP and CLIR interworking between ISUP and H.225. 

• Global Cal! Correlation TD GTD parameter generation. 
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Global Call Correlation ID GTD parameter relay through the originating and terminating gateways 
between the Cisco SC2200 NI2+ and H.323 interfaces. 

• Nonstandard CPC values support using FDC. 

• R2-to-ISUP delayed release interworking using GTD. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t li /ft_i sup l.htm. 

RADIUS Attribute 66 (Tunnei-Ciient-Endpoint) Enhancements 

Virtual private networks (VPNs) use Layer 2 Forwarding (L2F) or Layer 2 Tunnel Protocol (L2TP) 
tunnels to tunnel the link layer o f high-level protocols (for example, PPP) o r asynchronous High-Level 
Data Link Control (HDLC)) . Internet service providers (ISPs) configure their network access servers 
(NASs) to receive calls from users and forward the calls to the customer tunnel server. Usually, the ISP 
maintains only information about the tunnel server-the tunnel endpoint. The customer maintains the IP 
addresses, routing, and other user data base functions o f the tunnel serve r users . 

The RADIUS Attribute 66 (Tunnel-Client-Endpoint) Enhancements feature adds the ability to speci 
the host name o f the NAS-rather than the IP address o f the NAS- in RADIUS attribute 66 
(Tunnel-Client-Endpoint) . Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 1211121 newft/121 t/121 t5 /dtdt4 .htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms . 

RADIUS Attribute 82: Tunnel Assignment ID 

The RADIUS Attribute 82 : Tunnel Assignment ID feature allows the Layer 2 Transport Protocol access 
concentrator (LAC) to group users from different per-user or domain RADIUS profiles into the same 
active tunnel. Previously, Cisco lOS software assigned a separa te virtual private dialup network (VPDN) 
tunnel for each per-user o r doma in RADIUS pro file, even i f tunnels with identical endpoints already 
existed. The RADIUS Attribute 82: Tunnel Assignment ID feature defines a new AV pair, 
Tunnei-Assignment-ID, which allows the LAC to group users from different RADIUS profiles into the 
same tunnel i f the chosen endpoint, tunnel type, and Tunnei-Assignment-ID are identical. This feature 
introduces new software functionality. No new commands are introduced with this feature . 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t ll /ftrada82.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release ports the f e ature in to 
the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

RADIUS Attribute V alue Screening 

• WJI:M 

The RADIUS Attribute Value Screening feature allows users to configure a li sto f "accept" o r "reject" 
RADIUS attributes on the network access server (NAS) for purposes such as authori zation or 
accounting . 
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I f a NAS accepts and processes ali RADIUS attributes received in an Access-Accept p két_ uli.wa~ 
attributes may be processed, creating a problem for wholesale providers who do not contr · 
customers' authentication, authorization, and accounting {AAA) servers. For example, there may be 
attributes that specify services to which the customer has not subscribed, or there may be attributes that 
may degrade service for other wholesale dia! users. The ability to configure the NAS to restrict the use 
o f specific attributes has therefore become a requirement for many users. 

The RADIUS Attribute V alue Screening feature should be implemented in one o f the following ways: 

• To allow the NAS to accept and process ali standard RADIUS attributes for a particular purpose, 
except for those on a configured reject list. .; -

• To allow the NAS to reject (filter out) ali standard RADIUS attributes for a particular purpose, 
except for those on a configured accept list. 

Note This feature was originally introduced in Cisco lOS Release 12.2(4)T as the RADIUS Attribute 
Screening feature for the Cisco 7200 series router. This release ports the feature into the Cisco AS5300, 
Cisco AS5400, and Cisco AS5800 platforms. 

RADIUS Number T ranslation VSAs for VoiP 

The RADIUS Number Translation VSAs for VoiP feature enables a Cisco AS5x00 voice gateway to 
export pre- and post-translated called and calling numbers to a RADIUS server in the form of generic 
vendor-specific attributes (VSA). Cisco gateways can be configured to present gateway received, 
gatekeeper translated, and final translated numbers to the RADIUS server. 

Refer to the following document for additional information: 

h ttp : I lwww. cisco .comlun ivercdl ccltdl doclprod uc ti accessl a c s_serv I v a pp _de v lvsa ig3. htm . 

RADIUS Packet of Disconnect 
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The RADIUS Packet o f Disconnect feature consists o f a method for terminating a cal! that h as already 
been connected. This "Packet ofDisconnect" (POD) is a RADIUS access_request packet and is intended 
to be used when the authenticating agent server wants to disconnect the user after the session has been 
accepted by the RADIUS access_accept packet . This may be needed in at least two situations: 

• Detection offraudulent use, which cannot be performed before accepting the cal!. A price structure 
so complex that the maximum session duration cannot be estimated before accepting the cal!. This 
may be the case when certain types of discounts are applied or when multiple users use the same 
subscription simultaneously. 

• To prevent unauthorized servers from disconnecting users, the authorizing agent that issues the POD 
packet must include three parameters in its packet o f disconnect request. For a call to be 
disconnected, ali parameters must match their expected values at the gateway. I f the parameters do 
not match, the gateway discards the packet of disconnect packet and sends a NACK (negative 
acknowledgement message) to the agent. 

Refer to the following document for additional information: 

http :llwww.ci sco .comlunivercdlccltdldoclproductlsoftwarel ios 1221122newftl1 22t/122t81ft_pod l .htm. 
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The RADIUS Packet Suppression for VoiP GW Rotary Dial-Peer Attempts feature enables the 
suppression o f excess RADIUS start and stop requests that are sent when the originating o r terminating 
gateway does rotary dial-peer retries for outbound calllegs. When the rotary retry suppression feature 
is enabled, only one set o f start and stop accounting packets is generated once a connection is successful 
or once the connection fails in the last rotary dial-peer attempt. 

The rotary retry suppression feature gives you more control over authentication, authorization, and 
accounting (AAA) functions by enabling or disabling accounting on Ol;!tgoing call legs. Standard 
RADIUS accounting enabled on the voice gateway sends a start and stõpacco'rmting request to RADIUS 
on every attempt using a rotary dia! peer for making a connection. Everj attempt can generate a pair of 
accounting requests even when the connection is not successful. The rotary retry suppression feature 
eliminates unnecessary traffic flow to the RADIUS server or other Voice over IP (VoiP) billing servers. 
When the rotary retry feature is activated, no matter how many dia! peers are used for the outgoing call 
leg, only one pai r o f accounting start and stop records is sent to the billing serve r. 

There is one modified command: suppress rotary-the keyword, rotary, was added to enable rotary 
retry suppression. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 1221122newft/122t/122tlllftsuppre.htm. 

RADIUS Preauthentication for H.323 and SIP Voice Calls 

The RADIUS Preauthentication for H.323 and SIP Voice Calls feature provides the means for service 
providers to accept or reject H.323 or SIP voice calls that come in to their networks before the calls are 
answered. This feature allows a wholesale service provider to screen an originating (PSTN-to-IP 
network) or terminating {IP-to-PSTN) voice cal! by using information about the cal! to determine which 
customer the cal! belongs to and whether the cal! should be admitted to the network. The type of 
information that can be used for screening includes the called number, the called number prefix, the 
originating H.323 zone and the originating voice gateway address . The service provider can use this 
feature in conjunction with a RADIUS-based port-policy management (PPM) server such as Cisco 
Resource Policy Management Server (RPMS) to make admission control decisions on the basis of 
information such as the total number o f calls in the network, the total number o f calls allowed for this 
customer and the current number of calls from this customer. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/ 122t li /ft_trg.htm. 

RADIUS Progress Codes 

The RADIUS Progress Codes feature adds additional progress codes- 10, 31, 32, 60, 65, 67- to 
RADIUS attribute 196 (Ascend-Connect-Progress), which indicates the connection state before the cal! 
is disconnected via progress codes. 

Attribute 196 is sent in network, exec, and resource accounting start and stop records. This attribute can 
facilitate cal! failure debugging because each progress code identifies accounting information relevant 
start or stop record is requested, authentication, authorization, and accounting (AAA) will add 
attribute 196 in to the recordas parto f the standard attribute li st. 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122new ft / 122t/ 122t I l/ ftatrl 96.htm. 
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RADIUS Route Download 

~ .. 

The RADIUS Route Download feature allows users to configure their networkaccess server (NAS) to 
send static route download requests to authentication, authorization, and accounting (AAA) servers 
specified by a named method list. Before this feature, ali RADIUS authorization requests for static route 
download could be sent only to AAA servers specified by the default method list. 

This feature extends the functionality ofthe aaa route download command to allow users to specify the 
name o f the method list that will be used to direct static route download requests to the AAA servers . 
The aaa route download command must be used to add separate method lists; however, users will 
continue to enable the aaa authorization configuration default oom.mand to download static route 
configuration information from the AAA server specified by the default method list. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftradrou.htm. 

Note This feature was originally introduced in Cisco IOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

RADIUS Tunnel Preference for Load Balancing and Fail-over 

~ .. 

Tunnel servers may be load balanced or failed-over from a single tunnel initiator, as selected by the 
RADIUS Tunnel Preference for Load Balancing and Fail-Over attribute. There is no configuration 
associated with this feature. Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /ftradtun.htm. 

Note This feature was originally introduced in Cisco lOS Re1ease 12.2( 4 )T. This release ports the feature in to 
the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforms. 

Reverse Path Forwarding - Source Exists Only 

The Reverse Path Forwarding- Source Exists Only feature allows you to verify ifthe source IP address 
is valid in the Forwarding Information Base (FIB) for unicast Reverse Path Forwarding (uRPF) traffic . 
Packets that have not be allocated on the Internet, being used for spoofed source addresses, will be 
dropped. Packets with an entry in the FIB will be passed. This uRPF option can be used on internet 
service provider (ISP) peering routing devices with other ISPs. 

Rotating Through Dial Strings 

Ol-2339-04 Rev. GO 

The Rotating Through Dia! Strings feature allows you to specify the dialing order when multip1e dia! 
strings are configured. Options for dialing order include: 

Sequential-Dial using the first dia! string configured in a listo f multi pie strings. 

• Round-robin-Dial using the dia! string following the most recently successful dia! string. 

Last successful call- Dial using the most recently successful dia! string. 

This feature takes advantage o f information available from a previous cal! attempt, such as whether the 
call was unsuccessful or the line was busy, and thereby increases the rate o f successful calls . 
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Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 

the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforrns. 

Route Switch Controller (RSC) Handover Redundancy 

~. 

Route-Switch-Controller Handover Redundancy on the Cisco AS58SO, with its provision of 
handover-split mode, provides the first phase o f high availability to the Cisco AS5850 platform. 

I f your gateway contains two route-switch-controller (RSC) cards, you can configure your 
Cisco AS5850 in to either o f two split modes: classic split o r handover split. 

Note Route-Switch-Controller Handover Redundancy on the Cisco AS5850 features are not supported on the 
Cisco BTS I 0200. 

Refer to the following document for additional inforrnation: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122limit/122x/122xb/122 
xb_2/handred.htm. 

Router-Shelf Redundancy for the A$5800 Series 

This feature provides AS5800 router-shelfredundancy by using a second router shelfthat automatically 
takes over the other shelf's resources (dial-shelf cards) i f it appears that the other router has died. The 
failover is disruptive in that there is no attempt to maintain calls that were established on the failing 
router; the dial-shelf cards controlled by the failing router are restarted under the control o f the backup 
router and hence become available again. 

Two router shelves are connected to the same dia I shelf (as in split mode) but with only one router active 
ata time. Both router shelves are configured for normal mode as opposed to split mode. Each router shelf 
contains the same configuration, being whatever configuration is appropriate for the full set of cards in 
the dial shelf. The active router controls ali the cards in the dia! shelf, while the other router functions 
purely as a backup. I f the active router fails, ali dial-shelf cards restart under the control o f the backup 
router, which then functions as the active router. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1211121 newft/12ll imit/121 x/121 xv/ 121 
xv _5/ftred3.htm. 

SGCP RSIP and AUEP Enhancement 

• 

The SGCP RSIP and AUEP Enhancement feature provides add itional messaging capabilities that allow 
an endpoint on an SGCP 1.5 gateway to synchronize with a call agent after the endpoint retums to service 
from the disconnected procedure. The additional messaging capabilities provide the following : 

• A special disconnected-RSIP message that the gateway sends to the call agent as a result o f the 
disconnected procedure. 

Additiona l fields in the AUEP command that the cal! agent uses to query the endpoint 's status when 
contact is reestablished . 

" ) *lfW 
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Refer to the following document for additional information: 

Sheii-Based Authentication of VPDN Users 

~~ 

The Sheli-Based Authentication of VPDN Users feature provides terminal services for VPDN users to 
support rollout o f wholesale dia! networks. Terminal services (shelllogin o r exec login) on the network 
access server (NAS) provide the following capabilities: 

-
• Enabling a dial-in user session to be terrninated at the access server. •· 

• Authenticating the user with a character-mode login dialog such as username/password or 
username/challenge/password, Secure ID, Safeword, and so on. 

• lnitiating PPP and tunneling it to a home gateway (HGW). 

With the terminal services, user authentication methods other than PAP and CHAP can be applied to PPP 
users. With the Sheli-Based Authentication o f VPDN Users feature, PPP authentication data is 
preconfigured or entered before PPP starts. Authentication is completed without any further input from 
the user. Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122defer/ftexvpnt.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release ports the feature into 
the Cisco AS5300 and Cisco AS5800 platforrns. 

SIP-Call T ransfer Using Refer Method 

~~ 
Note The SIP-Call Transfer Using Refer Method feature is also known under the feature title Call Transfer 

Capabilities Using the Refer Method. 
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The Refer method provides call transfer capabilities to supplement the Bye and Also methods already 
implemented on Cisco lOS Session lnitiation Protocol (SIP) gateways. 

Call transfer allows a wide variety of decentralized multiparty call operations. These decentralized call 
operations form the basis for third-party call contrai and thus are important features for Voice over IP 
(VoiP) and SIP. Call transfer is also criticai for conference calling, where calls can transition smoothly 
between multiple point-to-point links and IP levei multicasting. 

The following are components o f call transfer: 

• Refer Method 

• Refer-To Header 

• Referred-By Header 

• Notify Method 

Using the Refer Method to Achieve Cal! TransferBlind Transfer 

Attended Transfer 

Refer to the following document for additional information: 

http ://www.c isco.com/un ivercd/cc/td /doc/product/softwarc/ ios I 22/ I 22newftll221 im itll 22 xll22 xbll22 
x b_2/ ftrc f c r. h 1111 . 
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This feature was previously released in Cisco lOS Release 12.2(8)T for the Cisco 2600 series, 
Cisco 3600 series, and Cisco 7200 series routers . This release is porting the feature into the 
Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforrns. 

SIP Carrier ldentification Code 

The SIP Carrier Identification Code feature enables the transm.ission o f the Carrier ldentification Code 
(CIC) parameter from the Session Initiation Protocol (SIP) networ~-tõ the {SDN. The CIC parameter is 
a three- or four- digit code that is used in routing tables to identify the·network serving the remote user 
when a call is routed over many different networks. The CIC parameter is carried in SIP INVITE 
requests and 302 REDIRECTs and maps to the ISDN Transit Network Selection Information Element 
(TNS IE) in the outgoing ISDN SETUP message. The TNS IE identifies the requested transportation 
networks and allows different providers equal access support based on customer choice. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /ftsipcic .htm . 

SIP-Configurable PSTN Cause Code Mapping 

~ .. 

For calls to be established between a session initiation protocol (SIP) network and a PSTN network, the 
two networks must be able to interoperate. One aspect o f their interoperation is the mapping o f PSTN 
cause codes, which indica te reasons for Public Switched Te1ephone Network (PSTN) call failure or 
comp1etion, for SIP status codes or events. The opposite is also true: SIP status codes or events are 
mapped to PSTN cause codes. Event mapping tab1es found in this document show the standard o r defau1t 
mappings between SIP and PSTN. 

However, you may want to customize the SIP user agent software to override the defau1t mappings 
between the SIP and PSTN networks. The Configurable PSTN Cause Code to SIP Response Mapping 
feature allows you to configure specific map settings between the PSTN and SIP networks. Thus, any 
SIP status code can be mapped to any PSTN cause code, or vice versa. When set, these settings can be 
stored in the NVRAM and are restored automatically on bootup. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/122limit/ 122x/122xb/122 
xb_2/ftmap.htm. 

Note This feature was previously released in Cisco lOS Release 12.2(8)T for the Cisco 2600 series, ) 
Cisco 3600 series, and Cisco 7200 series routers as Configurable PSTN Cause Code to SIP Response 
Mapping. This release is porting the feature into the Cisco AS5300, Cisco AS5350, Cisco AS5850, and 
Cisco AS5400 platforrns. 

SIP-DNS SRV RFC2782 Compliance 

Session Initiation Protocol (SIP) on Cisco Voice over IP (VoiP) gateways uses Domain Name System 
Server (DNS SRV) query to determine the TP address o f the use r endpoint. The query string h as a prefix 
in the form of"protocol.transport." and is attached to the full y qualified domain name (FQDN) ofthe 
next hop SIP server. This prefix style , from RFC 2052, has always been available; however, with this 
release, a second style is also available. The second style complies with RFC 2782 and prepends the 
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protocol label with an underscore "_"; as in "_protocol._transport." The additio of't!J.e un~, e 
reduces the risk ofthe same name being used for unrelated purposes. The form com i ~~l. wiJh' ~F 782 
is the default style . Use the srv version command to configure the DNS SRV feature . _ 

Refer to the following document for further information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221 im it/ 122x/ 122xb/ 122 
x b_2/vvfresrv. h tm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8}1. ThiFelease ports the feature into 
the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms . .; 

SIP Diversion Header lmplementation for Redirecting Number 

~ .. 

SIP is a new protocol developed by the Internet Engineering Task Force (IETF) Multiparty Multi media 
Session Control (MMUSIC) Working Group as an alternative to the ITU-T H.323 specification. SIP is 
defined by RFC 2543 and is used for multimedia call session setup and control over IP networks. Refer 
to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/softwarelios 1211121 newft/121 t/121 t3 /sipcf2.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release ports the feature into 
the Cisco AS5300 and Cisco AS5400 platforms. 

SIP-Enhanced Billing Support for Gateways 

~ .. 

The Enhanced Billing Support for SIP Gateways feature provides changes to authentication, 
authorization, and accounting (AAA) records and the RADIUS implementations on Cisco session 
initiation protocol (SIP) gateways. These changes were introduced to provide customers and partners the 
ability to effectively bill for traffic transported over SIP networks. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/122xb/ 122 
xb_2/ftmsnbil.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T as Enhanced Billing Support for 
SIP Gateways. This release is porting the feature into the Cisco AS5300, Cisco AS5350, and 
Cisco AS5400 platforms. 

SIP Gateway Support for the Bind Command 
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In previous releases o f Cisco lOS software, the source address o f a packet going out o f the gateway was 
never deterministic . That is, •the session protocols and Voice over IP (VoiP) layers always depended on 
the IP layer to give the best local address. The best local address was then used as the source address 
(the address showing where the SIP request carne from) for signaling and media packets. Using this 
nondeterministic address occasionally caused confusion for firewall applications, because a firewall 
could not be configured with an exact address and would take action on ·severa! different source address 
packets. 

-. . ·- .. . .... ··--~ ~ 
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owever, the bind interface command allows you to configure the source IP address o f signaling and 
media packets to a specific interface's IP address. Thus, the address that goes out on the packet is bound 
to the IP address of the interface specified with the bind command. Packets that are not destined to the 
bound address are discarded. 

When you do not want to specify a bind address, o r i f the interface is down, the IP layer still provides 
the best local address. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ l22newft/ l22limit/122x/122xb/ 122 
xb_2/ftbind.htm . "" -

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

SIP Gateway Support for Third Party Call Control 

~ .. 

SIP is a new protocol developed by the Internet Engineerin_g Task Force (IETF) Multiparty Multimr ) 
Session Control (MMUSIC) Working Group as an alternattve to the ITU-T H.323 spectficatwn . SI! _ 
defined by RFC 2543 and is used for multimedia cal! session setup and control over IP networks . Refer 
to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 newft/12 1 t/121 t3 /sipcf2.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5400, and Cisco AS5850 platforms . 

SlP Gateway Support of RSVP and TEL URL 

~ .. 

The SIP Gateway Support o f RSVP and TEL URL feature also supports Telephone Uniform Resource 
Locators or TEL URL. Currently session initiation protocol (SIP) gateways support URLs in the SIP 
format. SIP URLs are used in SIP messages to indica te the originator, recipient, and destination o f the 
SIP request. However, SIP gateways may also encounter URLs in other formats, such as TEL URLs. TEL 
URLs describe voice cal! connections. They also enable the gateway to accept TEL calls sent through 
the Internet and to generate TEL URLs in the request line of outgoing INVITE requests. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/122limit/ 122x/122xb/ ) 
xb_2/vvfresrv.htm. 

Note This feature was previously released in Cisco lOS Release 12.2(8)T for the Cisco 2600 series, 
Cisco 3600 series, and Cisco 7200 series routers. This release ports the feature into the Cisco AS5300, 
Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

SIP INFO Method for DTMF T one Generation 

The SIP INFO Method for DTMF Tone Generation feature adds support for dual tone multifrequency 
(DTMF) tone generation to allow out-of-band signaling. The SIP INFO method is used to generate 
DTMF tones on the telephony callleg. The SIP INFO method or request message is used by a use r age nt 
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The SIP INFO Method for DTMF Tone Generation feature is always enabled and is invoked when a SIP 
INFO message is received with DTMF relay content. This feature is related to the DTMF Events 
Through SIP Signaling feature, which provides the ability for an application to be notified about DTMF 
events using SIP NOTIFY messages. Together, the two features provide a mechanism to both send and 
receive DTMF digits along the signaling path. 

Refer to the following document for additional information: -·· 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t I I /ftin f o. htm. 

SIP lntra-gateway Hairpinning 

~ .. 

SIP hairpinning is a call routing capability in which an incoming call on a specific gateway is signaled 
through the IP network and back out the same gateway. This call can be a public switched telephone 
network (PSTN) call routed into the IP network and back out to the PSTN over the same gateway. 

Similarly, SIP hairpinning can be a call signaled from a line (for example, a telephone line) to the IP 
network and back out to a line on the same access gateway. With SIP hairpinning, unique gateways for 
ingress and egress are no longer necessary. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature in to 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

SIP INVITE Request with Malformed Via Header 

~ .. 

SIP INVITE requests that a user or service participa te in a session. Each INVITE contains a Via header 
that indicates the transport path taken by the request so far and where to send a response. In the past, 
when an INVITE contained a malformed Via header, the gateway would print a debug message and 
discard the INVITE without incrementing a counter. However, the printed debug message was often 
inadequate, and it was difficult to detect that messages were being discarded. 

The SIP INVITE Request with Malformed Via Header feature provides a response to the malformed 
request. A counter, Client Errar: Bad Request, increments when a response is sent for a malformed Via 
field . Bad Request is a class 400 response and includes the explanation Malformed Via Field. The 
response is sent to the source IP address (the IP address where the SIP request originated) at User 
Datagram Protocol (UDP) port 5060 . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/122xb/ 122 
x b_2/ftma !via. htm . 

Note This feature was previously released in Cisco IOS Release 12.2(8)T on the Cisco 2600 series , 
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Cisco 3600 series, and Cisco 7200 series routers. This release ports the feature into the Cisco AS5300, 
Cisco AS5350, and Cisco AS5400 platforms. 
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The SIP Multiple 18x Responses feature enhances forking support on the user agent client (UAC) by 
supporting sequential forking. With sequential forking the UAC receives multiple provisional responses 
( 18x) but treats each response as a separa te call leg. This allows the proxy to initiate a new INVITE i f 
the called party does not pick up . 

SIP-Session lnitiation Protocol for VoiP 

~ .. 

Voice over IP (VoiP) currently implements the ITU H.323 specific::ti~n wi~hin Internet Telephony 
Gateways (ITGs) to signal voice call setup. Session Initiation Protocol (SIP) is a protocol developed by 
the Internet Engineering Task Force (IETF) Multiparty Multimedia Session Control (MMUSIC) 
Working Group as an alternative to H.323 . The Cisco SIP functionality equips Cisco routers to signal 
the setup ofvoice and multimedia calls over IP networks. SIP provides an alternative to H.323 within 
the VoiP internetworking software. 

Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/122t8/ft_sip72.htm. 

Note lhis feature was originally introduced in Cisco lOS Release 12.2(8)T as Session lnitiation Protocol 
~IP) for VoiP. This release ports the feature into the Cisco AS5850 platform. 

SIP-Session lniation Protocol for VoiP Enhancements 

[,oice over IP (VoiP) currently implements the lntemational Telecommunication Union (ITU)'s H.323 
r~ecification within Internet Telephony Gateways (ITGs) to signal voice call setup. The Session 
lnitiation Protocol (SIP) is a new protocol developed by the Internet Engineering Task Force (IETF) for 

tltimedia conferencing over IP. SIP features are compliant with IETF RFC 2543, SIP: Session 
"tiation Protocol, published in March 1999. 

e Cisco SIP functionality, introduced in Cisco lOS Release 12.1(1)T and enhanced in Cisco lOS 

r.
elease 12.1(3)T, enables Cisco access platforms to signal the setup ofvoice and multimedia calls over 

networks. The SIP feature also provides nonproprietary advantages in the areas of 

Protocol extensibility 
I 

I
• System scalability 

• Personal mobility services 

1 • Interoperability with different vendors 

Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ ios I 22/ 122newft/ l 22tll22t I 1/ftsipgv.htm. 

SIP Session Timr Support 

Wlf:W • 

The SIP Session Timer Support feature adds the capability o f a periodic refresh o f sess ion initiation 
protocol (SIP) sessions by sending repeated INVITE requests. The repeated INVITE requests, or 
re- INVITEs, are sent during an active call leg to allow user agents (UAs) or proxies to determine the 
status of a SIP session. Without this keepalive mechanism, proxies that remember incoming and 
outgoing requests (stateful proxies) may continue to retain cal! state needless ly. I f a UA fails to se nda 
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The SIP Session Timer Support feature also adds two new general headers that are used to negotiate the 
value o f the refresh interval. 

• The Session-Expires header is used in an INVITE i f the user agent client (UAC) wants to use the 
session timer. 

• The Min-SE header conveys the minimum allowed value for the. session expiration . -- ,. . .. 
Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /ftsiptim.htm. 

SIP T.37 Store and Forward Fax 

SIP T.37 is an ITU specification that enables store-and-forward fax applications, as well as toggling from 
voice to fax, for example, providing an Interactive Voice Response (IVR) front end to a 
store-and-forward fax application. 

Refer to the following document for further information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li / faxapp/index 
.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5850 platforms. 

SIP T.38 Fax Relay 

The SIP T.38 Fax Re1ay feature adds standards-based fax support to session initiation protocol (SIP) and 
conforms to ITU-T T.38 Procedures for real-time Group 3 facsimile communication over IP networks. 
The ITU-T standard specifies real-time transmission offaxes between two regular fax terminais over an 
IP network. Much like a voice call, SIP T.38 Fax Relay requires call establishment, data transmission, 
and release signaling. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/122x/122xb/ 122 
xb_2/ftsipfax.htm. 

Note This feature was previously released in Cisco lOS Re1ease 12.2(8)T for the Cisco 2600 series and 
Cisco 3600 series routers. This release ports the feature into the Cisco AS5300, Cisco AS5350, 
Cisco AS5400, and Cisco AS5850 platforms. 

SIP User Agent MIB 
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The Session Initi ation Protocol (SIP) User Agent Client (UAC) and User Agent Server (UAS) are 
manageable by an SNMP-based network management platform, such as the Ci sco Voice Manager. The 
SIP UAC/UAS exists on the AS5300 and AS5400 platforms. The SIP MIB has been defined, will be 
submitted to the IETF, and will be implemented on those platforms. 

I D..)C: 
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To obtain lists o f supported MIBs by platforrn and Cisco lOS release, and to download MIB modules, 
go to the Cisco MIB web site on Cisco.com at the following location: 

http://www.cisco.com/public/sw-center/netmgmt/cmtk/mibs .shtml. 

SNMP Support over VPN 

~ .. 

The SNMP Support over VPN feature allows the sending and receiving of SNMP notifications using 
VPN Routing Forwarding table (VRF). 

-
SNMP is an application-layer protocol that provides a message formãt(or communication between 
SNMP managers and agents. 

A VPN is a network that provides high connectivity transfers on a shared system with the same usage 
guidelines as a private network. A VPN can be built on the Internet or on the service provider IP, Frame 
Relay, or ATM system. 

A VRF stores per-VPN routing data. lt defines the VPN membership o f a customer si te attached to the 
network access server (NAS). A VRF consists o f an IP routing table, a derived Cisco Express Forwarding 
(CEF) table, guidelines, and routing protocol parameters that control the inforrnation that is included iP 
the routing table . 

The SNMP Support over VPN feature provides configuration commands that allow users to associate 
SNMP agents and managers with specific VRFs. The specified VRF is used for the sending of SNMP 
notifications (traps and inforrns) and responses between agents and managers. If a VRF is not specified, 
the default routing table for the VPN is used. Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/1 22t2/ftnm_ vpn.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2(2)T. This release ports the feature into 
the Cisco AS5300 and Cisco AS5800 platforrns. 

SNMPv3 Community MIB Support 

~ .. 
Note 

The SNMPv3 Community MIB Support feature implements support for the SNMP Community MIB 
(SNMP-COMMUNITY-MIB) module, defined in RFC 2576, in Cisco lOS software. 

The SNMPvllv2c Message Processing Model and Security Model require mappings between parameters 
used in SNMPvl and SNMPv2c messages and the version independent parameters used in the Simple 
Network Management Protocol (SNMP) architecture. The SNMP Community MIB contains objects for 
mapping between these community strings and version-independent SNMP message parameters. 

The mapped parameters consist ofthe SNMPv llv2c community na me and the SNMP securityName and 
contextEnginelD/contextName pair. This MIB provides mappings in both directions, that is, a 
community name may be mapped to a securityName, contextEngineiD, and contextName, or the 
combination of securityName, contextEngineiD, and contextName may be mapped to a community 
name. This MIB also augments the snmpTargetAddrTable with a transport address mask value anda 
maximum message size value. 

For implementation details, refer to the SNMP-COMMUNITY-MIB.my file, avail able through 
Cisco .com at ftp: //ftp .cisco .com/pub/mibs/v2/. 

This feature was originally introduced in Cisco lOS Release 12.2(4)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5400, and Cisco AS5800 platforrns. 
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Speech Recognition and Synthesis for Voice Applications 

The Speech Recognition and Synthesis for Voice Applications feature adds support for automatic speech 
recognition (ASR) and text-to-speech (TTS) capabi lities for VoiceXML and TCL applications . This 
feature provides interfaces to ASR and TTS media servers using Media Resource Control Protocol 
(MRCP), an application-level protocol developed by Cisco and its ASR and TTS media server partners. 
Client devices that process audio or video streams use MRCP to control media resources on the externai 
ASR and TTS servers. 

Refer to the following documents for additional information: 

http ://www.cisco .com/univercd/cc/td /doc/product/software/ios 122/ 122newft/ 122t/122t 11/ivrapp/index. 
htm . 

http :1 /www.cisco.com/u n ivercd/ cc/td/doc/product/software/ios 122/re l_docs/vx m lprg/i ndex. h t m. 

Static Cache Entry for 1Pv6 Neighbor Discovery 

~ .. 

The Static Cache Entry for 1Pv6 Neighbor Discovery feature enables the configuring of static entries in 
the 1Pv6 neighbor discovery cache, which provides functionality in 1Pv6 that is equivalent to static 
Address Resolution Protocol (ARP) entries in 1Pv4. Static entries in the 1Pv6 neighbor discovery cache 
are not modified by the neighbor discovery process. Cisco lOS software uses static ARP entries in 1Pv4 
to translate 32-bit IP addresses into 48-bit hardware addresses. In 1Pv6, Cisco lOS software uses static 
entries in the 1Pv6 neighbor discovery cache to translate 128-bit 1Pv6 addresses into 48-bit hardware 
addresses. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ipv6/ftipv6s.ht 
m. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platfonns. 

Survivable Remote Si te T elephony Version 2.0 

The Survivable Remate Site Telephony Version 2.0 feature was previously released in Cisco lOS 
Release 12.2(8)T. In Cisco lOS Release 12.2( li )T, there are minor enhancements to this feature , which 
is now referred to as Survivable Remote Si te Telephony Version 2.0 I. Refer to the following document 
for information about the enhancements added to this release: 

http ://www.cisco.com/univercd/cc/td/doc/product/access/ ip_ph/srs/fallbak2 .htm . 

T.371T.38 Fax Gateway 
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This feature adds Store-and-Forward Fax to the Cisco AS5350, Cisco AS5400, Cisco AS5800, and 
Cisco AS5850. Store-and-Forward Fax, previously documented in the Cisco !OS Voice, Video, and Fax 
Configuration Guide, Release 12.2, enables routers to send and receive faxes across packet-based 
networks. 

Refer to the following document for additional information: 

hnp: //www.cisco.com/uni vc rcd /cc/td /doc/product/so ftware/ ios I 2211 22ncwftll 22tll 22t I I /faxa pp/index 
.htm . 
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The T.37/T.38 Fax Gateway feature was originally supported in Cisco IOS Release 12.1(5)T on the 
Cisco AS5300 platforrn. In Cisco lOS Re1ease 12.2(8)T, support was added on the Cisco 1751 router 
under the feature tit1e T.37 Store-and-Forward Fax for Cisco 1751 Modular Access Routers and for the 
Cisco 2600 series and Cisco 3600 series routers under the fea ture title T.37 Store-and-Forward Fax for 
the Cisco 2600 Series and Cisco 3600 Series Routers. In this release, support for the T.37 /T.38 Fax 
Gateway feature has been added to the Cisco AS5350, Cisco AS5400, Cisco AS5800, and 
Cisco AS5850 platforrns. 

T.38 Fax Relay for VoiP H.323 

The T.38 Fax Relay for VoiP H.323 feature provides standards-based Fax Relay protocol support on 
Cisco 2600 series, Cisco 3600 series, Cisco 7200 series and Cisco MC381 O series multiservice 
gateways. The Cisco proprietary Fax Relay solution is sometimes not an ideal solution for Enterprise 
and Service Provider customers who have implemented a mixed vendar network. Because the T.38 Fax 
Re1ay protocol is standards based, Cisco gateways and gatekeepers will now be able to interoperate with 
third-party T.38-enab1ed gateways and gatekeepers in a mixed vendar network where real time Fax Re) · 
capabilities are required. 

Refer to the following document for additional inforrnation: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t 11 /faxapp/index 
.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.1(3)T. This release ports the feature into 
the Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforrns. 

TCL IVR 2.0 Calllnitiation and Callback 

• WffW 

The TCL IVR 2.0 Call Initiation and Callback feature allows Tool Command Language (TCL) 
Interactive Voice Response (IVR) app1ications to make outbound calls without specifying an incoming 
call leg in the setup command. 

The TCL IVR 2.0 Call Initiation and Callback feature modifies the following TCL IVR Version 2.0 
verbs: 

• The Ieg setup command. 

• The aaa authorize command. 

In addition, the following new inforrnation tags were added to support the above changes: 

infotag get leg_guid 

• infotag get leg_incoming_guid 

• infotag get aaa_new_guid 

Finally, the following additions were made to the calllnfo array: 

• Calllnfo(guid) 

• Calllnfo(incomingGuid) 

Refer to the following TCL IVR API Command Reference for additiona1 inforrnation: 

http :/ /www. c i se o. com/uni vercd/ cc/td / doc/prod uct/access/ acs_serv /v a pp_ de v /te I i vrv2/ cha pter 3. htm . 
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TCL IVR Disconnect Cause-Code Manipulation 

The leg disconnect command disconnects one o r more calllegs that are not part o f any conn 
cause_code argument, which has been added in Cisco lOS Reiease I2.2(I)T, is an integer ISDN cause 
code for the disconnect. lt is ofthe form di-xxx or just xxx, where xxx is the ISDN cause code. Refer to 
the following document for additionai information: 

http ://www.ci sco.com/univercd/cc/td/doc/product/access/acs_serv/vapp_dev/tciivrv2 .htm. 

Note This feature was originally introduced in Cisco lOS Reiease I 2.2( I')T . .This reiease ports the f e ature in to 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 piatforms. 

TCL-Enabled Signaling Parameter Mapping 

The TCL-Enabied Signaiing Parameter Mapping feature provides controi over call signaiing information 
eiements from a Tooi Command Language (TCL) Interactive Voice Response (IVR) script to make the 
Cisco Media-Gateway (that is, the Cisco AS5300 and Cisco AS5800 piatforms) interoperabie with 
British Telecom and France Teiecom networks. New parameters were introduced under the set callinfo 
command. Refer to the following document for additional information: 

h ttp: I /www. cisco. com/u n ivercd/ cc/td/ doc/prod uct/ access/ acs_serv /v a pp _de v /te I i vrv 2/ cha pter 3. h tm. 

TCP Window Scaling 

~ .. 

TCP Window Scaling adds support for the Window Scaling extension option in RFC 1323. To improve 
TCP performance in network paths with a large bandwidth-deiay product, Long Fat Networks (LFNs), 
a larger window size is recommended. This TCP Window Scaling enhancement provides that support. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios I 22/ I 22newft/ I 22t/ I 22t8/tcpwsifn .htm. 

Note This feature was originally introduced in Cisco lOS Reiease I 2.2(8)T. This reiease ports the feature in to 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 piatforms. 

Timer and Retry Enhancements for L2TP and L2F 

~ .. 

The Timer and Retry Enhancements for L2TP and L2F feature allows the user to configure certa in 
adjustabie timers for the L2TP and L2F protocois . For L2F, the settings for controi packet retries and 
controi packet timeouts are now both configurabie. lnitiai tunnei packet retries and initiai tunnei packet 
timeouts are now configurabie for both the L2F and L2TP protocois . 

Refer to the following document for additionai information: 

http://www.ci sco.com/univercd/cc/td/doc/product/softwarelios I 22/ I 22newft/ I 22t/ 122t 11 /ftretreh .htm . 

Note This feature was originally ihtroduced in Cisco lOS Reiease 12.2( 4)T as L2TP and L2F Timer and Retry 
Enhancement. This re1ease is porting the feature into the Cisco AS5300, Cisco AS5400, and 
Cisco AS5800 piatforms. 
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• New and Changed lnfonnation 

tCLI 

~ .. 

The Trustpoint CLI feature introduces the crypto ca trustpoint command, which combines and replaces 
the functionality o f the existing crypto c a identity and crypto c a trusted-root commands. 

Although both ofthe existing commands allow you to declare the certification authority (CA) that your 
router should use, only the crypto ca identity command supports enrollment (the requesting o f a router 
certificate from a CA). With the crypto ca trustpoint command, you can declare the CA and specify 
any characteristics for the CA that the existing commands supported. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122~ewft/ 122t/ 122t8/fttrust.htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, and Cisco AS5800 platforms. 

T unnel T ype of Service (ToS) 

~ .. 

The Tunnel Type o f Service (ToS) feature allows you to configure the ToS and Time-to-Live (TTL) byte 
values in the encapsulating IP header oftunnel packets for an IP tunnel interface on a router. The Tunnel 
ToS feature is supported on Cisco Express Forwarding (CEF), fast switching, and process switching 
forwarding modes. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/ 120newft/120limit/ 120s/ 120s 17 112s 
_tos.htm. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release ports the feature into 
the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Universal Port Resource Pooling for Voice and Data Services 

With Cisco Resource Pool Manager (RPM), telephone companies and Internet service providers (ISPs) 
can share dia! resources for wholesale and retail dia! network services in a single network access server 
(NAS) or across multiple NAS stacks. Cal! management and cal! discrimination can be configured to 
occur before the cal! is answered, and customers are ditferentiated by using configurable customer 
profiles that are based on the dia! number identification service (DNIS) and cal! type determined at ti 
time o f an incoming cal!. As a result, Cisco RPM enables service providers to count, control, and manage 
resources and provide accounting for shared resources when implementing ditferent service-level 
agreements. 

The Universal Port Resource Pooling for Voice and Data Services feature enab1es service providers to 
mix voice and data services using resource pool management. With the implementation ofthe new voice 
command in resource-pool profile service configuration mode, a resource group with voice service is 
designated under a particular customer profile, and voice resource pool service is enabled after resource 
pool management is configured. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122limit/ 122x/122xa/122 
xa_2/ftuprp .htm. 
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New and Changed lnformation • 

Note This feature is for use with Cisco MICA portware. 

The V.44 LZJH Compression for Cisco AS5300 and Cisco AS5800 Universal Access Servers feature 
introduces the V.44 Lempel-Ziv-Jeff-Heath (LZJH) compression algorithm Intemational 
Telecommunication Union Telecommunication Standardization Sector (ITU-T) standard on Cisco 
MICA portware platforms. _. -

V.44 LZJH is a new compression standard based on Lempel-Ziv that uses a new string-matching 
algorithm that increases upload and download speeds to make Internet access and web browsing faster. 
The V.44 call success rate (CSR) is similar to V.42bis with significant compression improvement for 
most file types, including HTML files . V.44 applies more millions of instructions per second (MIPS) 
than V.42bis toward the same application data stream and yields better compression rates in almost any 
data stream in which V.42bis shows positive results . 

V.44 supports automatic switching between compressed and transparent modes on Cisco MICA portware 
platforms. Automatic switching allows overall performance gains without loss in throughput for file 
streams that are not compressible. 

V.44 is globally controlled through dialed number identification service (DNIS), calling tine ID (CLID), 
and resource pool manager server (RPMS) virtual groups, and performance improvement is determined 
by the LZJH algorithms. The Cisco MICA portware is responsible for the ITU implementation ofV.44 
and the collection o f statistics related to the new feature. 

To support V.44 LZJH compression, the control switch module (CSM) has been modified. MIBs that 
show the status o f V.42bis have been extended to show V.44 configuration status. New disconnect 
reasons help manage V.44 session status and debugging. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/ 122xb/ 122 
xb_2/ 122xb2_2/ftv44mca .htm . 

V.44 LZJH Compression for Cisco AS5350, Cisco AS5400, and Cisco AS5850 Universal Gateways and 
Cisco AS5800 Universal Access Servers 

~ .. 
Note This feature is for use with Cisco NextPort firmware. 
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The V.44 LZJH Compression for Cisco AS5350, Cisco AS5400, and Cisco.AS5850 Universal Gateways 
and Cisco AS5800 Universal Access Servers feature introduces the V.44 Lempel-Ziv-Jeff-Heath (LZJH) 
compression algorithm Intemational Telecommunication Union Telecommunication Standardization 
Sector (ITU-T) standard on Cisco MICA portware platforms. 

V.44 LZJH is a new compression standard based on Lempel-Ziv that uses a new string-matching 
algorithm that increases upload and download speeds to make Internet access and web browsing faster. 
The V.44 call success rate (CSR) is similar to V.42bis with significant compression improvement for 
most file types, including HTML files . V.44 applies more millions of instructions per second (MIPS) 
than V.42bis toward the same application data stream and yields better compression rates in almost any 
data stream in which V.42bis shows positive results . 
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V.44 supports automatic switching between compressed and transparent modes on Cisco MICA portware 
platforms. Automatic switching allows overall performance gains without loss in throughput for file 
streams that are not compressible. 

V.44 is globally controlled through dialed number identification service (DNIS), calling line ID (CLID), 
and resource pool manager server (RPMS) virtual groups, and performance improvement is determined 
by the LZJH algorithms. The Cisco MICA portware is responsible for the ITU implementation ofV.44 
and the collection of statistics related to the new feature . 

To support V.44 LZJH compression, the control switch module (CSM} has been modified. MIBs that 
show the status of V.42bis have been extended to show V.44 configqfãfion Status. New disconnect 
reasons help manage V.44 session status and debugging. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/ 122x/122xb/ 122 
xb_2/122xb2 2/ft_v44 .htm. 

V.92 Modem on Hold for Cisco AS5300 and Cisco AS5800 Universal Access Servers 

• • WIIW 

~ ... 
Note This feature is for use with Cisco MICA portware. 

The V.92 Modem on Hold for Cisco AS5300 and Cisco AS5800 Universal Access Servers introduces the 
V.92 International Telecommunication Union Telecommunication Standardization Sector (ITU-T) 
standard Modem on Hold (MOH) feature with Cisco MICA portware. 

To remain current with industry needs, the ITU-T V.90 modem standard recommendations have been 
enhanced. The new standard, V.92, meets the need for a digital modem and analog modem pair on the 
Public Switched Telephone Network (PSTN). V.92 improves the upstream data signaling rate and adds 
new features that enhance modem usability. 

V.92 is implemented at the modem levei as new modem protocols and standards. The new V.92 features 
co-reside with existing portware features and h ave no impact on the hardware configuration o f either the 
HMM or DMM (including memory requirements) . Cisco lOS software is responsible for controlling the 
features and displaying the new statistics. V.92 and V.44 support is bound with the rest ofthe Cisco lOS 
device driver components. 

V.92 Modem on Hold allows a dial-in customer to suspenda modem session to answer an incoming voice 
cal! or to place an outgoing cal! while engaged in a modem session. When the dial-in customer uses 
Modem on Hold to suspend an active modem session to engage in an incoming voice cal!, the Internet 
service provider (ISP) modem listens to the original modem connection and waits for the dial-in 
customer's modem to resume the connection. When the voice cal! ends, the modem signals the telephont 
~ystem to end the second cal! and return to the original modem connection, then the modem signals the 
ISP modem that it is ready to resume the modem cal!. Both modems renegotiate the connection, and the 
original exchange o f data continues. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/1221imit/ 122x/122xb/ 122 
xb_2/ 122xb2_2/ft92mmoh.htm. 
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V.92 Modem on Hold for Cisco AS5350, Cisco AS5400, and Cisco AS5850 Universal Gateways and 
Cisco AS5800 Universal Access Servers 

~ ... 
Note This feature is for use with Cisco NextPort firmware . 

The V.92 Modem on Hold for Cisco AS5350, Cisco AS5400, and Cisco AS5850 Universal Gateways 
and Cisco AS5800 Universal Access Servers feature introduces the Y.92 International 
Telecommunication Union Telecommunication Standardization Seciõr (ITlJ-T) standard Modem on 
Hold (MOH) feature with Cisco MICA portware. 

To rema in current with industry needs, the ITU-T V. 90 modem standard recommendations have been 
enhanced. The new standard, V.92, meets the need for a digital modem and analog modem pair on the 
Public Switched Telephone Network (PSTN). V.92 improves the upstream data signaling rate and adds 
new features that enhance modem usability. 

V.92 is implemented at the modem levei as new modem protocols and standards. The new V.92 features 
co-reside with existing portware features and h ave no impact on the hardware configuration o f either the 
HMM or DMM (including memory requirements). Cisco lOS software is responsible for controlling the 
features and displaying the new statistics. V.92 and V.44 support is bound with the rest ofthe Cisco lOS 
device driver components . 

V.92 Modem on Hold allows a dial-in customer to suspenda modem session to answer an incoming voice 
call or to place an outgoing call while engaged in a modem session. When the dia l-in customer uses 
Modem on Hold to suspend an active modem session to engage in an incoming voice call, the Internet 
service provider (ISP) modem listens to the original modem connection and waits for the dial-in 
customer's modem to resume the connection. When the voice call ends, the modem signals the telephone 
system to end the second call and return to the original modem connection, then the modem signals the 
ISP modem that it is ready to resume the modem cal!. Both modems renegotiate the connection, and the 
original exchange o f data continues. 

Refer to the following document for additional inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/1221imit/ 122x/122xb/122 
xb_2/ 122xb2_2/ftv92moh.htm . 

V.92 Quick Connect for Cisco AS5300 and Cisco AS5800 Universal Access Servers 

~ ... 
Note This feature is for use with Cisco MICA portware. 
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The V.92 Quick Connect for Cisco AS5300 and Cisco AS5800 Universal Access Servers feature 
introduces the V.92 International Telecommunication Union Telecommunication Standardization Sector 
(ITU-T) standard Quick Connect (QC) feature with Cisco MICA portware platforms. 

V.92 Quick Connect speeds up the client-to-server startup negotiation, reducing the overall connect time 
up to 30 percent. The client modem retains line condition information and characteristics of the 
connection o f the Internet service provi der (ISP), which reduces connect time by avoiding some o f the 
initial signal handshaking. 

Refer to the following document for additional information: 

http: //www.ci sco.com/un ivercd/cc/td /doc/product/software/ios 122/ 122newft/ 1221 imi t/ 122x/ 122xb/ 122 
x b_2 / 122x b2_2 /ft92m qc. htm . 

.... . -- _. , r.:.tn. ..... _.._ , 



~ ... 
Note This feature is for use with Cisco NextPort firmware . 

The V.92 Quick Connect for Cisco AS5350, Cisco AS5400, and Cisco AS5850 Universal Gateways and 
Cisco AS5800 Universal Access Servers feature introduces the V.92 International Telecommunication 
Union Telecommunication Standardization Sector (ITU-T) standard., Qüick Connect (QC) feature with 
Cisco MICA portware platforms. · 

V.92 Quick Connect speeds up the client-to-server startup negotiation, reducing the overall connect time 
up to 30 percent . The client modem retains line condition information and characteristics of the 
connection to the Internet service provider (ISP), which reduces connect time by avoiding some o f the 
initial signal handshaking. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122limit/ 122x/122xb/ 121 

xb_2/ 122xb2_2/ftv92qc.htm. 

VoAAl2 Profile 9 Support for Broadband Loop Emulation Services Specification lnteroperability 

The VoAAL2 Profile 9 Support for Broadband Loop Emulation Services Specification Interoperability 
feature allows the Cisco IAD2420 series integrated access device (IAD) to provide Voice over ATM 
Adaptation Layer 2 (VoAAL2) Profile 9 using G.711 u-law or G.711 a-law with a 44-byte voice payload. 
Profile 9 is part ofthe Broadband Loop Emulation Services (BLES) specification put forth by the ATM 
Forum. This feature enables Cisco IAD2420 series IADs to offer standards-based interoperability with 
V5 .2 and GR.303 VoAAL2 gateways from various third party vendors that are BLES compliant. The 
Profile 9 feature allows the Cisco IAD2420 series IADs to deliver business-class voice services from 
Class 5 switches over TI ATM and xDSL WAN links. Profile 9 establishes the foundation for accepting 
packet voice architectures for the carriers and allows the transition to the call agent architectures. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td/doc/product/softwarelios 122/ 122newft/ 122t/122t ll /ft_iadp9.htm 

Voice Application Access To SS7 Signaling 

~ . 
·J*lil:M 

The Voice Application Access To SS7 Signaling feature provides a means oftransporting ISUP signaiin6 
messages from SS7 networks to VoiP networks. ISUP messages and parameters are converted to Generic 
Transparency Descriptor (GTD) format and transported by the underlying call signalling messages to 
each node transited by the cal!. 

Refer to the following document for information about the information tags that are associated with this 
feature: 

http:l /I bj .cisco .com/push_targets I /ucd it/cc/td/doc/product/access/acs_serv/vapp_dev /te! ivrv2/chapter4. 
htm. 
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Voice DSP Control Message Logger 

The Voice DSP Control Message Logger feature provides improved debugging capabilities through 
Cisco IOS software by allowing you to log control messages that pass through the Cisco lOS software 
and TI-based voice DSP firmware on the Host Port Interface (HPI) . The logged messages can !ater be 
examined when voice problems are diagnosed. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ L22newft/ 122t/ 122t I I /ftvdsplg.htm. 
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V o ice over IP Q.SIG Network T ransparency 

~ .. 

Integration of Q.SIG with the Cisco AS5400 universal access server enables Cisco voice switching 
services to connect private branch exchanges (PBXs), key systems (KTs), and central office switches 
(COs) that communicate by using the Q.SIG protocol. 

The Q.SIG protocol is a variant o f ISDN D-channel voice signaling. It is based on the ISDN Q.921 and 
Q.931 standards and is becoming a worldwide standard for PBX interconnection. By using Q.SIG 
signaling, the Cisco AS5300 can route incoming voice calls from a private integrated services network 
exchange (PINX) across a wide-area network (WAN) to a peer Cisco AS5400, which can then transport 
the signaling and voice packets to a second PINX. 

Q.SIG on the AS5400 allows the user to place Q.SIG calls into and receive Q.SIG calls from Cisco 
Voice-over-IP (VoiP) networks. The Cisco packet network appears to PBXs as a large, distributed transit 
PBX that can establish calls to any destination served by a Cisco voice node. The switched voice 
connections are established and tom down in response to Q.SIG control messages that come over an 
ISDN PRI D channel. The Q.SIG message is passed transparently across the IP network and the message 
appears to the attached PINXs as a transit network. The PINXs are responsible for processing and 
provisioning the attached services. 

Note This feature was originally introduced in Cisco lOS Release 12.0(7)T on the Cisco AS5300 platform. 
This release ports the feature into the Cisco AS5400 platform. 

VoiceXML For Cisco lOS 
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Applications written in Voice eXtensible Markup Language (VoiceXML) provide access through a voice 
browser to content and services over the telephone, justas Hypertext Markup Language (HTML) 
provides access through a web browser running on a PC. The universal accessibility ofthe telephone and 
its ease ofuse makes VoiceXML applications a powerful alternative to HTML for accessing the 
information and services o f the World Wide Web. 

The Cisco lOS VoiceXML feature provides a platform for interpreting VoiceXML documents. When a 
telephone call is made to the Cisco VoiceXML-enabled gateway, VoiceXML documents are downloaded 
from web servers, providing content and services to the caller, typically in the form o f pre-recorded 
audio in an IVR application. Customers can access online business applications over the telephone, 
providing for example, stock quotes, sports scores, or bank balances. 

VoiceXML brings the advantages ofweb-based development and content delivery to voice applications . 
It is similar to HTML in its simplicity and in its presentation o f information . The Cisco lOS VoiceXML 
feature is based on the WJC VoiceXML 2.0 Working Draft and is designed to provide web developers 
great flexibility and ease in implementing VoiceXML applications. 
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Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /ivrapp/index. 
htm. 

VoiceXML SS7 ISUP Session Variables 

The ISUP signaling message set used in SS7 networks contains information that is used for call 
establishment, routing, and billing functions. To help transport these fDessages fro m SS7 networks 
(using ISUP based messages) to VoiP networks (using H.323 and SI!foased messages), ISUP messages 
and parameters are represented in generic transparency descriptor (GTD) format and transported by the 
underlying call signaling messages to each node transited by the cal!. These GTD parameters and fields 
are extracted and mapped to TCL and VoiceXML variables for access by Tool Command Language 
(TCL) and VoiceXML scripts. 

VoiceXML Media Volume and Rate Controls 

With the VoiceXML Media Volume and Rate Controls feature, the volume of audio prompts played o· 
by VoiceXML applications can now be adjusted during playback. Audio prompts that are played out 
from memory or chunked transfer mode using G.711 or GSM-FR codecs can also be speeded up or 
slowed down. A VoiceXML variable contains the rate and duration o f the last prompt that was played. 
The rate and volume o f prompts is controlled by using Cisco-specific attributes in the VoiceXML 
document. 

VoiceXML T ransfer Enhancements 

THe VoiceXML Transfer Enhancements feature enhances the transfer functionali ty in the 
Cisco VoiceXML implementation by introducing specific Cisco parameters as attributes for the transfer 
element. 

VoiceXML Voice Store and Forward 

The VoiceXML Voice Store and Forward feature expands Cisco IOS VoiceXML to include 
streaming-based recording and playout. It enables the input and processing o f form field entries using 
recorded audio clips, rather than numeric input only. Audio clips can be captured and then submitted to 
an externai web server using HTTP or Real Time Streaming Protocol (RTSP), or to a messaging server 
using Simple Mail Transfer Protocol (SMTP) for additional processing. 

VoiP Call Admission Control using RSVP 

Note 

The VoiP Call Admission Control Using RSVP feature synchronizes Resource Reservation Protocol 
(RSVP) procedures with H.323 Version 2 (Fast Connect) setup procedures to guarantee that the required 
Quality ofService (QoS) for VoiP calls is maintained across the IP network. In older Cisco lOS releases, 
VoiP gateways used H.323 Version I (Slow Connect) procedures when initiating calls requiring 
bandwidth reservation . This feature, which is enabled by default, allows gateways to use H.323 Version 
2 (Fast Connect) for ali calls, including those requiring RSVP. 

This feature was originally introduced in Cisco lOS Release 12.1 (5)T. This release portS the feature in to 
the Cisco AS5350 , Ci sco AS5400, and Cisco AS5850 platforms. 
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VoiP lnteroperability with Cisco Express Forwarding and Policy Based Routing 

The VoiP Interoperability with Cisco Express Forwarding and Policy Based Routing 
the following two features : 

• VoiP and Cisco Express Forwarding (CEF) Interoperability 

• VoiP and Policy Based Routing (PBR) Interoperability 

The VoiP Interoperability with Cisco Express Forwarding and Policy Based Routing feature enables 
CEF for switching voice signaling and voice payloads from voice i11terfac,e.s to other LAN/WAN 
interfaces for applications, such as Tollbypass. This feature also eii'abJ.es Policy Based Routing o f VoiP 
traffic that originates or terminates on the specified voice gateways and introduces voice packet 
Differentiated Services Code Point (DSCP) marking for Media Gateway Contrai Protocol (MGCP) voice 
gateways. 

This feature modifies the Voice over IP (VoiP) and interactive voice response (IVR) programming so that 
they can interoperate with features that are supported only in the CEF path (not in the fa st switching path 
that VoX uses). Voice and IVR currently only work in the fast path on the routers where they are 
originated and terminated (Voice and IVR on "transit" routers are just data packets and of course can be 
CEF switched). Cisco Express Forwarding 

Cisco Express Forwarding (CEF) is advanced Layer 3 IP switching technology. CEF optimizes network 
performance and scalability for networks with large and dynamic traffic pattems, such as the Internet, 
on networks characterized by intensive Web-based applications, or interactive sessions. 

Although you can use CEF in any parto f a network, it is designed for high-performance, highly resilient 
Layer 3 IP backbone switching. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t li /ft_cef26.htm 

VoiP Gatekeeper T runk and Carrier Based Routing Enhancements 

The VoiP Gatekeeper Trunk and Carrier Based Routing Enhancements feature implements the capability 
to report the Public Switched Telephone Network (PSTN)-side interfaces for incoming and outgoing 
calls to the H.323 gatekeeper and to the peer H.323 gateway and endpoint. The feature permits 
identification, by means of labeling individual PSTN trunks or trunk groups, the circuit that is sending 
a cal!. The software routes the call to a specific outbound circuit using some criteria, such as inbound 
circuit, time period, or cost, and then forwards the call to a circuit that is connected to the specified 
outbound carrier. 

Refer to the following document for additional information: 

http ://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t I I /ftgkrenb.htm 

VoiP Gateway T runk and Carrier Based Routing Enhancements 
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Voice wholesalers use multiple ingress and egress carriers to route traffic . A call that comes in to a 
gateway on a particular ingress carrier must be routed to an appropriate egress carrier. As networks grow 
and become more complicated, the dia! plans needed to route the carrier traffic efficiently become more 
complex and the .need for carrier sensitive routing (CSR) increases. 
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The VoiP Gateway Trunk and Carrier Based Routing Enhancements feature implements Carrier 
Sensitive Routing (CSR) for Cisco voice gateways. The VoiP Gateway Trunk and Carrier Based Routing 
Enhancements feature adds the following routing features: 

• lmplementation o f trunk groups and enhanced key matches on severa! platforms and interfaces 

• Reduction ofthe number o f dia! peers in a dia! plan by using profile aggregation and multi pie trunk 
group supports 

• Enhanced hunting schemes 

Carrier ID support 
.i 

• Trunk group label support 

• Number translation profiles per trunk group, source IP group, voice port, and dia! peer 

• Dia! peer support o f multi pie trunk groups with translations per trunk group 

• ENUM support 

• Source IP groups 

• Voice over IP (VoiP) access list contrai 

• Enhanced translation rules in SED (stream editor) regular expressions 

• Incoming cal! blocking 

• Cisco IVR 2.0 support for carrier ID based dia! peer matching, incoming cal! blocking, and dia! peer 
number translation 

• Cal! detail record (CDR) support 

• Virtual Private Network (VPN) source routing (also referred to as static or basic carrier routing). 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t 11/ftgwrepg.ht 
m 

VoiP Outgoing T runk Group ldentification and Carrier ID for Gateways 

The VoiP Outgoing Trunk Group Identification and Carrier ID for Gateways featu re provides an 
enhancement to Registration, Admission, and Status (RAS) Admission Confirmation and Location 
Confirm messages. RAS messages include a circuitlnfo fie1d that provides trunk group 1abel or carrier 
ID information for remate endpoints (gateways) in H.323 networks. The Voice over IP (VoiP) Outgoing 
Trunk Group ldentification and Carrier ID for Gateways feature a1so adds trunk group 1abe1 and carrier 
ID support for the altemate endpoint fie1d in the Gatekeeper Transaction Message Protocol (GKTMF 
Response Admission Request (ARQ), Admission Confirmation (ACF), Location Request (LRQ), and 
Location Confirm (LCF) messages. 

The carrier-id keyword and carrier-name arguments were introduced for the endpoint alt-ep h323id 
command in Cisco lOS Release 12.2( 11 )T. 

VPDN Group Session Limiting 

• 
~!•fW 

Before the introduction ofthe VPDN Group Session Limiting feature, you could only globally limit the 
number o f virtual priva te dialup network (VPDN) sessions on a router with.limits applied equally to ali 
VPDN groups. Using the VPDN Group Session Limiting feature, you can limit the number ofVPDN 
sessions allowed per VPDN group. This feature is implemented with the introduction o f the 
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session-limit number command in VPDN group configuration mode. VPDN 
applied after the global VPDN session limiting (which is configured via the v 
command in configuration mode) is enforced. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/122t/122t 11 /ftvpdngs.htm 

Note This feature was originally introduced in Cisco lOS Release 12.2( 4 )T. This release is porting the f e ature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5BDO, ao.d Cisco AS5850 platforms. 

VPN Routing Forwarding (VRF) Framed Route (Pool) Assignment via PPP 

~ .. 

The VPN Routing Forwarding (VRF) Framed Route (Poo1) Assignment via PPP feature introduces 
support to make the following RADIUS attributes VRF aware : attribute 22 (Framed-Route), a 
combination of attribute 8 (Framed-IP-Address) and attribute 9 (Framed-IP-Netmask), and the Cisco 
VSA route command. Thus, static IP routes can be applied to a particular VRF routing table rather than 
the global routing table. 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This re1ease is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

WRED Enhancement-Explicit Congestion Notification (ECN) 

~ .. 
Note 

OL-2339·04 Rev. GO 

Currently, the congestion control and avoidance algorithms for TCP are based on the idea that packet 
loss is an appropriate indication of congestion on networks that transmit data using the best-effort 
service model. When a network uses the best-effort service model, the network delivers data i f it can, 
without any assurance o f reliability, delay bounds, o r throughput. However, these algorithms and the 
best-effort service model are not suited to applications that are sensitive to delay or packet loss (for 
instance, interactive traffic including Telnet, web browsing, and transfer of audio and vídeo data). 
Weighted random early detection (WRED), and by extension, Explicit Congestion Notification (ECN), 
helps to solve this problem. 

To indicate congestion, WRED drops packets on the basis o f the average queue length exceeding a 
specific threshold value. ECN is an extension to WRED in that ECN marks packets instead o f dropping 
them when the average queue length exceeds a specific threshold value. When configured with the 
WRED Enhancement-Support for Explicit Congestion Notification feature, routers and end hosts 
would use this marking as a signal that the network is congested and slow down sending packets . 

This feature provides an improved method for congestion avoidance by allowing the network to mark 
packets for transmission !ater, rather than dropping them from the queue. Marking the packets for 
transmission !ater accommodates applications that are sensitive to delay or packet 1oss and provides 
improved throughput and application performance. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td /doc/product/software/ ios I 22/ 122newft/ 122t/ 122t8/ftwrdecn .htm . 

This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

Cloc: 
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d lnfonnation 

The Cisco X.25 o ver TCP (XOT) service was originally developed as an X.25 class o f service that was 
only designed to switch X.25 traffic across an IP network. This service allowed network administrators 
to connect X.25 devices across the rich connectivity and media features available to IP traffic. XOT uses 
a set o f default parameters to make this type o f network easy to design . 

~ .. 

When the XOT' capabilities were enhanced to support packet assembler/disassembler (PAD) traffic on 
an XOT session, network designers saw a need to be able to configure parameters for increased 
flexibility. For instance, because XOT does not have any physical interfaces that an administrator can 
configure, PAD over XOT sessions cannot be configured with interfa.çemap tJr fac ility commands to 
establish a PAD connection using nondefault values . · 

The introduction o f X.25 profiles for XOT allows the network designer added flexibility to control the 
X.25 class services o f XOT for PAD and XOT switching usage. 

Another important aspecto f this feature is that it allows you to associate access lists with XOT 
connections, enabling you to apply security on the basis of IP addresses and to have a unique X.25 
configuration for specified IP addresses . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ft_xotp .htm. ) 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, Cisco AS5400, Cisco AS5800, and Cisco AS5850 platforms. 

X.25 Record Boundary Preservation for Data Communications Networks 

The X.25 Record Boundary Preservation for Data Communications Networks feature enables hosts 
using TCP/IP-based protocols to exchange data with devices that use the X.25 protocol, retaining the 
logical record boundaries indicated by use o f the X.25 "more data" bit (M-bit). 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftdcnrbp .htm . 

Note This feature was originally introduced in Cisco lOS Release 12.2(8)T. This release is porting the feature 
into the Cisco AS5300, Cisco AS5350, and Cisco AS5400 platforms. 

Hardware Platforms and Modules Newly Supported in Cisco lOS 
Release 12.2(8)11 

The following hardware platforms and modules are now supported in Cisco lOS Release 12.2(8)Tl. 
These platforms and modules were first introduced in earlier Cisco lOS software releases. 

36-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 Series 

The 36-Port Ethernet switch network module is a modular, high-density voice network module that 
provides Layer 2 switching across Ethernet ports. The 36-port Ethernet switch network module has 
thirty-six I 011 OOBASE-TX ports, and an optional power module can al so be added to provi de inline 
power for Ci sco IP tel ephones. 
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The 36-port Ethemet switch network module supports the same features as the 16-po tt/e~€t s~ · h 
network module introduced in Cisco lOS Release 12.2(8)T. 

Cisco 1721 Router 

The Cisco 1721 data-only modular access router is an enhanced Cisco = I 720 router that provides higher 
performance, additional functionality, and increased memory capacity. The router supports WAN access, 
Virtual Priva te Network (VPN), and firewall technology for secure Internet, intranet, and extranet access. 
Cisco 1721 routers also support standards-based Institute ofiEEE 8~ . 1 Q VLAN routing, which enables 
enterprises to set up and route between multi pie VLANs for additi'onal security in an internai corporate 
network. 

Cisco 2600XM Series Routers 

The Cisco 2600XM series provides new product enhancements to the current Cisco 2600 series. The 
Cisco 2600XM series is available in three performance leveis and six base configurations: 

o Cisco 2650XM and Cisco 2651 MX-up to 40K packets per second (pps), one and two autosensing 
I 0/ I 00 Mbps Ethemet ports 

o Cisco 2620XM and Cisco 2621XM-up to 30K pps, one and two autosensing 10/ 100 Mbps Ethernet 
ports 

o Cisco 261 OXM and Cisco 2611 XM-up to 20K pps, one and two autosensing I 0/ I 00 Mbps Ethemet 
ports 

Each model also has two WAN interface card (WIC) slots, one Network Module slot, and an Advanced 
Integration Module . 

Cisco 2691 Series Router 

Cisco lOS Release 12.2(8)Tl supports a new platform, the Cisco 2691 series router. 

The Cisco 2691 router is part ofthe next generation Modular Multiservice platform for deployment of 
advanced IP Telephony Solutions and Integrated Services. This platform is the fourth in a series of 
Cisco 2600 products that offer additional performance leveis . 

The Cisco 2691 provides two 10/IOOBASE-T Fast Ethernet (FE) ports with one Network Module (NM) 
slot, three WAN Interface Cards (WICs) slots, and two Advanced Interface Module (AIM) slots. Many 
ofthe current NMs, WICs and AIMs used today on the Cisco 2600 and Cisco 3600 series routers are 
supported on the Cisco 2691 series router. 

New Software Features in Cisco lOS Release 12.2(8}11 
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The following new features are supported in Cisco lOS Release 12.2(8)T I. Some o f these features may 
have been introduced on other hardware platforms in earlier Cisco lOS software releases. 
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I Switch Controller and Enhancements 

The Multiprotocol Label Switching (MPLS) Label Switch Controller (LSC), combined with a slave 
ATM switch, supports scalable integration ofiP services over an ATM network. The MPLS LSC enables 
the slave ATM switch to: 

• Participate in an MPLS network 

• Directly peer with IP routers 

• Support the IP features in Cisco Intemetwork Operating System (~OS) software 

This feature was originally introduced in Cisco lOS Release 11.1 CT-'as the Tag Switch Controller. 
Cisco lOS Release 12.2(8)T I adds support for the Cisco 8400 IGX Switch with a Universal Router 
Module as an MPLS ATM-LSR. In addition, support is added for the Virtual Circuit (V C) Merge and 
MPLS Diff-Serv-aware features . 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftlsc.htm. 

Virtual Circuit (VC) Merge 

The Virtual Circuit (VC) Merge feature allows multiple incoming VCs to be merged into a single 
outgoing VC. The feature is only available on frame-based connections carrying ATM Adaptation Layer 
5 (AAL5) frames consisting o f multi pie cells . VC Merge helps scale Multiprotocol Label Switching 
(MPLS) networks, because it allocates only one VC to each destination on a link. 

VC merge maps severa( incoming labels to one single outgoing label. Cells from different virtual 
channel identifiers (VCis) traveling to the same destination are transmitted to the same outgoing VC 
using multipoint-to-point connections. 

VC merge allows the switch to transmit cells coming from different VCis over the same outgoing VCI 
to the same destination. In other words, VC merge queues AAL5 frames in input buffers until the switch 
receives the last frame. Then the switch transmits the cells from that AAL5 frame before it sends any 
cells from other frames . VC merge requires the switch to provide buffering, but no more buffering than 
is required in IP networks. VC merge slightly delays the transfer o f frames; however, VC merge is for 
IP traffic and not for traffic that requires speed. IP traffic tolerates delays better than other traffic on the 
ATM network. 

Hardware Platforms and Modules Newly Supported in Cisco lOS 
Release 12.2(8)T 

The following hardware platforms and modules are now supported in Cisco lOS Release 12.2(8)T. These 
platforms and modules were first introduced in earlier Cisco lOS software releases. 

1- and 2-Port V.90 Modem WICs for Cisco 2600 and 3600 Series 

• 

Three applications are available for the V.90 modem WAN interface card (WIC) on the Cisco 2600 and 
Cisco 3600 series multiservice platforms . 
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Remote Router Management and Out-of-Band Access 

In this mode, the modem WIC is used as a dial-in modem for remote terminal access to the router's 
command-line interface (CLI) for configuration, troubleshooting, and monitoring. The modem WIC acts 
similar to a modem that is connected to the auxiliary (AUX) port o f a router, but the integrated nature o f 
the modem WIC greatly decreases customer configuration time and deployment and sustaining costs . 
Typically, the 1-port modem WIC is used for this application. Connection speeds ofup to 33.6 kbps are 
possible. 

Asynchronous Dial-on-Demand Routing and Dia I Backup 

In this mode, the V.90 modem WIC transports network traffic . When ISDN service is not available and 
the traffic load does not justify a leased !in e o r Frame Relay connection, asynchronous dial-on-demand 
routing (DDR) is often the only choice for making a WAN connection. Even at sites that do have a leased 
line or Frame Relay connection, asynchronous DDR can increase bandwidth during sustained traffic 
load. In addition, when the primary leased line or Frame Relay link is down during an outage, 
asynchronous dia! backup provides a secondary way to make the WAN connection. Both the 1-port and 
2-port versions ofthe V.90 modem WIC can be used for this application . 

Two ports on one modem WIC (or even three or more ports spanning multiple modem WIC cards) can 
be combined using Multilink PPP (MLP) to increase connection speeds in a scalar manner. Each 
connection is capable of V.90 speeds (up to 56 kbps) when connecting to a digital V.90 server modem . 

Low-Density Analog RAS Access 

In this application, the V.90 modem WIC enables the platfonn to provi de the services of a typical small 
remote access server (RAS). One service allows remote users to dia! in and gain access to resources on 
the LAN (or even across the WAN). The analog modems in the modem WIC allow dial-in connection 
speeds ofup to 33 .6 kbps, but MLP can bind multiple links together and increase the throughput. 

Another service allows PCs (running Cisco Dia!Out Utility) on the LAN to use the modems for dial-out. 
Users can connect to other modems (bulletin boards, AOL, ISPs, and so on) or fax machines. The modem 
WIC allows dial-out connection speeds ofup to 56 kbps when dialing a digital V.90 server modem or up 
to 33.6 kbps when dialing another analog modem. Fax calls connect at up to 14.4 kbps. 

Typical RAS deployments with the V.90 modem WIC use the 2-port modem version. With enough slots, 
the V.90 modem WIC can be used to scale to up to 24 modems in a Cisco 3660 multiservice platform. 

There is no limit for !ines in the MLP bundle with WICs and population o f WICs on any Cisco 2600 
series or Cisco 3600 series multiservices platfonns. 

Additional lnformation 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftl2pwi8.htm. 

8FXO DID for IAD24xx Platform 

~ .. 
Note The 8FXO DID for IAD24xx Platform feature is also known under the feature title Direct Inward Dialing 

for Cisco IAD2420 Series Integrated Access Devices. 
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8 New and Changed lnformation 

digits o f a phone number to the PBX. I f, for example, a company has a PBX with extensions 555-1000 
to 555-1999, and a caller dials 555-1234, the local central office (CO) would forward 234 to the PBX. 
The PBX would then ring extension 234. This entire process is transparent to the caller. 

The Foreign Exchange Office (FXO) ports on the analog FXO voice module supports the Direct lnward 
Dialing (DID) for Cisco IAD2420 platform. An eight-port FXO voice interface module for the 
Cisco IAD2420 platform provides higher FXO port density than was previously available in the 
Cisco IAD2420 platform. These analog voice ports can be used to support analog voice connections 
from the Cisco IAD2420 chassis to the PBX on the CO si de o f the interface. 

Refer to the following document for additional information: 
~ 

http: //www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftdidiad.htm . 

16-Port Ethernet Switch Module for Cisco 2600 Series and Cisco 3600 Series 

7100 PA Support 

The 16-Port Ethernet switch network module is a modular, high-density voice network module that 
provides Layer 2 switching across Ethernet ports . The 16-port Ethernet switch network module has 
sixteen 10/ 1 OOBASE-TX ports, and an optional power module can also be added to provi de inline power 
for Cisco IP telephones. 

Features included on this network module include the following: 

• Broadcast/Multicast Suppression 

• Classless lnterDomain Routing (CIDR) IP Default Gateway 

• IEEE 802.1Q ISL VLAN Mapping 

• IEEE 802.1Q Tunneling 

• IEEE 802.1Q VLAN Trunking 

• IEEE 802 .3x Flow Control 

• MAC Address Filtering 

• Spanning Tree Protocoi-Backbone Fast Convergence 

• Spanning Tree Protocoi-Portfast Guard 

• Spanning Tree Protocol-Uplink Fast Convergence 

• Switch Port Analyzer (SPAN) 

• Switch Port Analyzer (SPAN)-Disable Receive Traffic Destination Port 

• Switch Port Analyzer (SPAN)-Multiple Source Port Selection 

• Jumbo Frames 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/1221imit/ 122x/ 122xt/ 122x 
t_2/ftl636nm .htm. 

The 7100 PAis a port ofsupport for the following features and port adapters on the Cisco 7100 : Turbo 
ACLs, cRTP Acceleration, PA-GE, PA-MC-2TI, PA-MC-2EI/120, PA-POS, PA-MC-4TI, PA-MC-8Tl , 
PA-MC-8EI , PA 2FE, PA-T3+, and PA-2T3+. 

'\\ \. . 
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Three types of Advanced Integration Modules (AIMs) provide components that provide segmentation 
and reassembly (SAR) ofpackets for ATM transport over a WAN and voice digital signal processing 
(DSP) services. The Cisco 2600 series has one internai slot for an AIM, and the Cisco 3660 has two . The 
three types of AIMs are as follows: 

• AIM-ATM-A High-Performance ATM AIM that enables voice and data traffic to be carried over 
ATM networks using ATM Adaptation Layer 2 (AAL2) and ATM Adaptation Layer 5 (AAL5) 
encapsulation when installed in Cisco 2600 series or Cisco 3660:routels. Ifused in conjunction with 
a TI /E! multiflex trunk voice/WAN interface card (VWIC-MFT) for circuit-mode data and 
frame-mode data over ATM infrastructures, it supports up to four TI orE! WAN interfaces. These 
interfaces may be four independent links or four inverse multiplexing over ATM (IMA) groups. 
When using the voice DSP capability o f a digital TI /E I packet voice trunk network module 
(NM-HDV) and a T 1/E I multiflex trunk VWIC, it supports as many as 30 channels o f compressed 
voice over a TI/E! trunk using AAL2 or AAL5 . Analog Voice over ATM (VoATM) is enabled with 
a voice/fax network module (NM-1 V or NM-2V) anda voice interface card, which support as many 
as four analog voice calls using AAL5 . The following voice interface cards are supported: FXS, 
FXO, Analog-DID, E&M, and BRI. 

• A IM-VOICE-30-An advanced integration module capable o f supporting up to 30 voice o r fax 
channels when used with one o f the TI/E I voice/WAN interface cards (such as VWIC-1 TI) . This 
AIM includes powerful digital signal processors (DSPs) that are used for a number of voice 
processing tasks such as voice compression and decompression, voice activity detection or silence 
suppression, and private branch exchange (PBX) or public switched telephone network (PSTN) 
signaling protocols. By using the AIM-VOICE-30 in a Cisco 2600 series router, customers can 
support Voice over IP (VoiP) or Voice over Frame Relay (VoFR) while the router's network module 
slot is left open for other functions such as asynchronous o r synchronous serial concentration. When 
used in combination with one ofthe various ATM network modules, VoATM or VoiP over ATM can 
be provisioned using AAL5 and Voice over AAL2 (VoAAL2). 

• AIM-ATM-VOICE-30-A combined ATM and DSP AIM that supports voice over ATM (VoATM), 
voice over IP (VoiP), and voice over Frame Relay (VoFR). lt supports as many as four TI orE! 
trunks when installed in a Cisco 2600 series or Cisco 3660 router. This AIM is used in combination 
with one TI /E! multiflex trunk interface (VWIC-MFT) to provide PBX or PSTN signaling 
protocols. It uses VoAAL2 (ITU 1.366.1 /1.363 .2) and VoAAL5 and does not require use o f a digital 
TI/E! packet voice trunk network module. This AIM has an onboard ATM coprocessor for 
increased AAL2 and AAL5 performance and for as many as four IMA groups, enabling fractional 
T3 or E3 bandwidth performance. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_04gin.htm. 

Analog Station Interface (ASI) Cards 
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Analog station interface (ASI) cards enable you to connect to analog telephones, fax machines, and 
teleconferencing stations. The following two ASI cards are available: 

• ASI 81-Contains an 8-port Foreign Exchange Station (FXS) module and any one ofthe 
VIC/WIC/VWIC modules that support digital and analog voice trunks and WAN routing interfaces, 
completely integrating voice and data networking. 

• ASI 160- Contains a 16-port FXS module. 
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Platforms: Cisco 7500/RSP series with Versatile Interface Processor (VIP) 

The ATM OC-12 Port Adapter is a dual-width ATM port adapter that provides a si ngle-port, 622 .08 
Mbps connection from Cisco 7500 series routers to any ATM switch. The PA-A3 OC-12 includes two 
hardware versions (PA-A3-0C 12MM and PA-A3-0C 12SMI) that support the following standards-based 
physical interfaces: 

• OC-12c/STM-4 multimode 

OC-12c/STM-4 single-mode intermediate reach 

Refer to the following document for additional information: 

http:/ /www.ci sco .com/un ivercd/cc/td/doc/product/cable/cab _rout/cfig_n ts/622 8oc 12/62 28ovrn. htm . 

Cisco 806 Broadband Gateway Router 

The Cisco 806 Broadband Gateway Router adds business-class functionality to affordable broadband 
access for small offices and corporate telecommuters. Through the power o f Cisco lOS technology, ti"> · 
Cisco 806 provides business-class security, remote management, and quality o f service capabilities . 
These value-added features, with the proven reliability of Cisco lOS technology, provi de the 
mission-critical networking required by today's agile businesses . 

Cisco 1721 Router 

The Cisco 1721 data-only modular access router is an enhanced Cisco 1720 router that provides higher 
performance, additional functionality, and increased memory capacity. The router supports WAN access, 
VPN, and firewall technology for secure Internet, intranet, and extranet access. Cisco 1721 routers also 
support standards-based IEEE 802.1 Q VLAN routing, which enables enterprises to set up and route 
between multiple VLANs for additional security in an internai corporate network. 

Cisco 3631 Series Router 

Cisco lOS Release 12.2(8)T supports a new platform, the Cisco 3631 series router. 

The Cisco 3631 is a new midrange router for Data Communication Network (DCN) applications that 
provides two network modules and two WICs, one Fast Ethemet port, one console port, and an auxiliary 
port. The Cisco 3631 is two rack units high in an 11-inch NEBS/ETSI-compliant chassis that functions 
at 70,000 pps. 

Cisco 3725 Application Service Router 

Cisco lOS Release 12.2(8)T supports a new platform, the Cisco 3725 router. 

The Cisco 3725 Series Application Service Router is part ofa new family ofmodular routers that enable 
flexible and scalable deployment o f new e-business applications in an integrated branch office access 
platform. 

The Cisco 3700 series are new access platforms optimized for the modular integration and consolidation 
o f branch applications and services. The Cisco 3 725 is a two-rack unit (RU) router equipped with two 
on-board Fast Ethernet (FE) interfaces, three WAN Interface Card (WIC) slots and two Advanced 
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Cisco 3745 Application Service Router 

Cisco lOS Release 12.2(8)T supports a new platform, the Cisco 3745 router. 

The Cisco 3745 Series Application Service Router is part ofa new family ofmodular routers that enable 
flexible and scalable deployment o f new e-business applications irrâtt integrated branch office access 
platform. 

The Cisco 3745 is a three-rack unit (RU) router equipped with two on-board Fast Ethemet (FE) 
interfaces, three WAN Interface Card (WIC) slots and two Advanced Integration Module (AIM) slots, 
and two network module (NM) slots. The Cisco 3745 also includes optional 48vDC integrated inline 
power, internai redundant AC or DC Power options, and Online Insertion and Remova! (OIR) 
capabilities for like network modules. 

The Cisco 3700 series is ideal for sites and solutions requiring the highest leveis o f integration at the 
edge, such as : 

• Integration o f flexible routing and low density switching 

Single platform solution for Branch Office IP Telephony and Voice Gateway allowing flexible, 
incrementai migration and service integration 

• Consolidation o f servi c e infrastructure and high service density in a compact form facto r 

Cisco High-Density Analog Voice and Fax Network Module 

The Cisco High-Density Analog Voice and Fax Network Module provides dual tone multifrequency 
(DTMF) detection, voice compression and decompression, call progress tone generation, voice activity 
detection (VAD), echo cancellation, and adaptive jitter buffering for up to 16 ports . 

The base card supports four foreign exchange station (FXS) ports. The addition o f an eight-port FXS 
expansion module can increase the capacity to twelve FXS ports. The addition of two four-port FXO 
expansion modules can increase the capacity to eight FXO ports and four FXS ports. The addition o fone 
each o f the FXS and FXO expansion modules can increase the capacity to twelve FXS ports and four 
FXO ports. The FXO expansion module supports a power failure port, which connects directly to the 
central office (CO) in case o f failure . 

The digital signal processors (DSPs) on the network module support up to eight ports ofhigh-complexity 
codecs o r up to sixteen ports o f medium-complexity and low-complexity codecs. The number o f DSPs 
must be increased i f more than eight ports o f high-complexity codecs are needed. In this case, a DSP 
expansion module must be installed. · 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221 imit/ 122x/ 122xt/ 
122xt_2/ft_hdanm.htm. 

Cisco lOS V o ice Features on IGX 8400 Series Universal Router Module 
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The Universal Router Module (URM) is a Cisco IOS-based IP router blade that enables users to 
provisionVoice over IP (VoiP) and Voice over ATM (VoATM) on a Cisco IGX 8400 series platform. The 
voice and routing capabilities ofthe URM have been derived from the Ci sco 3660, while the ATM ('\_ 
capabilities have been derived from the ATM OC/3 network module for the Cisco 2600 series and l" 
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Cisco 3600 series routers . The embedded UXM-E processor supports one OC3 ATM port, and the 
embedded router supports one OC3 ATM port similar to the 1-port OC-3/STM-1 ATM Circuit Emulation 
Service network module for the Cisco 3600 series routers. These ATM ports are connected to each other 
intemally. 

In addition to VoiP and VoATM, IP routing and Cisco lOS command-line interface (CLI) commands, 
which enable configuration ofthe voice ports and dia! peers, are now available on the 
Cisco IGX 8400 series platforms. 

The URM interoperates with ali Cisco IOS-based voice products and supports 30 voice channels with 
high-complexity codec types and 60 voice channels with medium-complexit}:'. codec types. Note that 
only digital voice ports are supported on the URM; analog ports are hot supported. 

The URM also provides support for MPLS, IP Security (IPSec), remote embedded router configuration 
ofthe URM (aRAS feature), and support for Enterprise Plus fea tures. Using the BC-URI-2FE back card, 
you can use the URM for data-only access. Also, support for VPN-AIM/HP enables the URM to provide 
hardware-accelerated encryption for scalable IPSec-VPN networks. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122limit/ 122x/ 122xb/ 
122xb_2/ft_igxxb.htm. ) 

Digital J1 Voice Interface Card 

The 11 interface card provides the proper interface for directly connecting Cisco multiservice access 
routers to Japanese Private Branch Exchanges (PBXs) that use a 11 interface (2.048 Mbps TDM 
interface). This interface card supports 30 voice channels per port. 

lt provides the software and hardware features required to connect to over 80 percent ofthe Japanese 
PBXs that use digital interfaces. This new J I voice interface card (VIC) provides a TTC JJ-20.11 
compliant interface between high-density voice network modules (NM-HDV) anda Japanese PBX. 

The digital Jl card provides a single-port line interface in a VIC form factor. lt is specifically designed 
to conform to the TTC JJ-20.1 0-12 standards that define the interface between a PBX and time-division 
multiplexer (TDM). 

For additional information about the Digital Jl Voice Interface Card, refer to the fo llowing document: 

http://www.cisco .com/un ivercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftj I voip.htm . 

G.SHDSL Symmetric DSL Support 

~ ) 
.Note The G.SHDSL Symmetric DSL Support feature is also known under the feature title 1-Port G.SHDSL 

WAN Interface Card for Cisco 2600 Series and Cisco 3600 Series Routers . 

G.SHDSL is an ATM-based, multirate, high-speed (up to 2.3 MB), symmetrical digital subscriber line 
technology for data transfer between a single customer premises equipment (CPE) subscriber and a 
central office. 

G.SHDSL is supported on the G.SHDSL WAN interface card (WIC-ISHDSL), a 1-port WAN interface 
card (WIC) for Cisco 2600 series and Cisco 3600 series routers. 

The G .SHDSL WIC is compatible with the Cisco 6015, Cisco 6130, Cisco 6160, and Cisco 6260 Digital 
Subscriber Line Access Multiplexers (DSLAMs). The DSLAM must be equipped with G.SHDSL line 
cards that are compatible with the DSL service to be configured. 
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http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_gdsl8 .htm . 

Multichannel STM-1 Port Adapter 

The Multichannel STM-1 Port Adapter is a high-speed, single-port.IDultis_hannel STM-1 port adapter. 
You can configure the PA-MC-STM-1 as a multichannel EI /EO STM"I pÓrt. 

The PA-MC-STM-1 can be configured in to 63 individual E I links. Each E I link can carry a single 
channel at full or fractional rates or be broken down into multiple DSO or nx64 Kbps rates. The 
PA-MC-STM-1 supports up to three TUG-3/AU-3 transport slots numbered I through 3. You can 
configure each TUG-3 / AU-3 to carry 21 SDH TU-12s. Each SDH TU-12 is capable o f carrying a 
channelized E I frame , which can be unchannelized to nx64-Kbps time slots. 

For additional information about the Multichannel STM-1 Port Adapter, refer to the following 
document: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_stm5 .htm . 

NM-AIC-64, Contact Closure Network Module 

URMLAN 

The NM-AIC-64, Contact Closure Network Module (also known as the AIC) is an optional card that 
expands network management capabilities for customer-defined alarms. The AIC has its own CPU that 
communicates with the router and externai media through serial communication channels. The AIC 
reduces service provider and enterprise operating costs by providing a flexible, low-cost network 
solution for migrating existing data communications networks (DCNs) to IP-based DCNs. The AIC 
provides its users with a single box solution because it can be configured in the same router along with 
other operations, alarm administration, maintenance management, and provisioning (OAM&P) 
interfaces. 

This feature was first introduced on the Cisco 2600 series and Cisco 3600 series platforms in Cisco lOS 
Release 12.2(2)XG. For Cisco lOS Release 12.2(8)T, platform support for the Cisco 3631 has been 
added. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_aicnm .htm. 

On the Cisco IGX 8400 series, the Universal Router Module (URM) has been enhanced by new LAN 
features such as Security and VPN. Installed URMs can be enabled with the new features by upgrading 
to IGX switch software 9.3.30 and Cisco lOS Release 12.2(2)XX as well as by adding an AIM-VPN 
daughter module to the URM. Also, a new, price-reduced back card for the URM with 2 FE ports 
(BC-URI-2FE) for LAN services will be supported. URM together with the voice-enabled back cards 
(BC-URI-2FE2V-El/Tl) will support the new LAN. 

New Software Features in Cisco lOS Release 12.2(8)T 
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The following new features are supported in Cisco lOS Release 12.2(8)T. Some o f these features may 
have been introduced on other hardware platforms in earli er Cisco !OS software releases . 

j 

1 r~~::;:~, ----t-1-J 2 
I -3697 t 

' 
i Doe: ~ 

- --·----- - I 



. . . 
........ ; . ., ,...:. ,-- .. - - -~.;--4-~ 'J.('·~--...v.~-"'""..._..-J4. ..... 4 ( ( •" 

• New and Changed lnfonnation 

Currently, when using this command, customers must specify the local user, the remate host, and the 
remate user in the data base authentication configuration. For users who can execute commands to the 
router from multiple hosts, multiple data base authentication configuration entries must be used, one for 
each host. 

This feature allows customers to specify an access list for a given usef. The access list identifies the hosts 
to which the user has access. A new argument, access-list, has been added that can be used with this 
command to specify the access list. 

Refer to the following document for additional information: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftauth . htm . 

Asynchronous Serial T raffic Over User Datagram Protocol (UDP) 

The Asynchronous Serial Traffic Over User Datagram Protocol (UDP) feature provides the ability to 
encapsulate asynchronous data into UDP packets, and then unreliably transmit this data without needing 
to establish a connection with a receiving device. 

You load the data you want to transmit through an asynchronous port, and then transmit it, optionally, 
as a multicast ora broadcast. The receiving device(s) can then receive the data whenever it wants. lfthe 
receiver ends reception, the transmission is unaffected. 

This process is referred to as UDP Telnet (UDPTN), although it does not---and cannot---use the Telnet 
protocoL UDPTN is similar to Telnet in that both are used to transmit data, but UDPTN is unique in that 
it does not require that a connection be established with a receiving device. 

ATM PVC Bundle Enhancement-MPLS EXP-Based PVC Selection 

The ATM PVC Bundle Enhancement- MPLS EXP-Based PVC Selection feature is an extension to the 
IP to ATM Class o f Service feature suite . The IP to ATM Class of Service feature suite, using virtual 
circuit (V C) support and bundle management, maps quality of service (QoS) characteristics between IP 
and ATM. lt provides customers who have multiple VCs (with varying qualities o f service to the same 
destination) the ability to build a QoS differentiated network. 

The IP to ATM Class o f Service feature suite allowed customers to use IP precedence levei as the 
selection criteria for packet forwarding. This new feature now gives customers the option ofusing th, 
Multiprotocol Label Switching (MPLS) experimental (EXP) levei as an additional selection criteria for 
packet forwarding. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ftmpls.htm. 

ATM Software Segmentation and Reassembly (SAR) 

• WSCM 

The ATM Software Segmentation and Reassembly (SAR) feature allows the Cisco 2600 series to carry 
voice and data traffic over ATM networks using ATM Adaptation Layer 2 (ÁAL2) and AALS and allows 
the Cisco 3660 router to support AAL2 voice traffic . 
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For the Cisco 2600 series, this feature works in conjunction with the Tl/El multifle clicf..?Wf. 
interface card (VWIC), which is plugged into a WIC slot to provide one ATM WAN inter,a ... ._......,..--, 
rate supporting up to 24/30 voice channel. 

TI /E I ATM support is a time-to-market feature that helps servi c e providers take advantage o f the 
inherent quality of service (QoS) features o f ATM multiservice applications . FR-ATM (FRF.S and 
FRF.8) internetworking is supported on the Cisco 2600 series. 

On the Cisco 3660, a TI IMA network moduleis used as the Inverse Multiplexing ATM (IMA) interface 
providing a maximum o fone ATM IMA interface that supports up to 48/60 voice channels. Up to eight 
TI/Eis and multiple IMA groups are permitted, but only the first 1~1\. grottp supports voice over AAL2 
for up to 48/60 voice channels. 

NM-IMA already supports AALS on both the Cisco 2600 series and Cisco 3600 series (not just the 
Cisco 3660) . 

The Cisco 2600 Series TI/E! ATM portion ofthis feature provides a shared implementation ofthe ATM 
features currently available on the Cisco MC381 O with the Cisco 2600 series . 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 1221imit/ 122x/122xb/ 122 
xb_2/ft_t I atm .htm. 

ATM SVC T roubleshooting Enhancements 

The ATM SVC Troubleshooting Enhancements feature introduces the following two new debug 
commands: debug atm native and debug atm nmba. These commands can be used to troubleshoot 
ATM switched virtual circuits (SVCs) . The debug atm nbma and debug atm na tive commands are used 
to debug problems with Resource Reservation Protocol (RSVP) SVC creation and teardown. The debug 
atm native command can also be used to debug problems with SVCs created using static maps. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftsvctrb.htm . 

BGP Hide Locai-Autonomous System 

The BGP Hide Local-Autonomous System feature introduces the no-prepend keyword to the neighbor 
local-as command. The use ofthe no-prepend keyword allows a network operator to configure a Border 
Gateway Protocol (BGP) speaker to not prepend the local autonomous system number to any routes that 
are received from externai peers. This feature can be used to help transparently change the autonomous 
system number o f a BGP network and ensure that routes can be propagated throughout the autonomous 
system, while the autonomous system number transition is incomplete. Because the local autonomous is 
not prepended to these routes, externai routes will not be rejected by internai peers during the transition 
from one autonomous system number to another. 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftbgph la.htm. 

BGP Named Community Lists 
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The BGP Named Community Lists feature introduces a new type of coinmunity list called the named 
community list. The BGP Named Community Lists feature allows the network operator to assign 
meaningful names to community li sts and increases the number of community li sts that can be 
configured . A named community li st can be configured with regular express ions and with numbered 
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• New and Changed lnfonnation 

community lists. Ali rules o f numbered communities apply to named community lists except that there 
is no limitation on the number of community attributes that can be configured for a named community 
list. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftbgpncl.htm. 

BIP-BSC to IP Conversion for Automated Teller Machines 
-

The Bisync-to-IP (BIP) Conversion for Automated Teller Machines féãture énables customers to attach 
a binary synchronous (bisync) communication automated teller machine to a serial interface on a Cisco 
router running bisync-to-IP (BIP) protocol translation and then to route the data over a TCP/IP network 
directly to an IP-based application host. 

Call Admission Control for H.323 VoiP Gateways 

Cal! Admission Contrai for H.323 VoiP Gateways feature set provides the ability to support 
resource-based call admission control processes. These resources include system resources such as CPT 
memory, and call volume and interface resources such as cal! volume. 

I f system resources are not available to admit the call, the following two kinds o f actions are provided: 
system denial (which busyouts ali ofT I o r E I) o r per-cal! denial (which disconnects, hairpins, o r plays 
a message or tone). lfthe interface-based resource is not available to admit the cal!, the cal! is dropped 
from the session protocol (such as H.323). 

Refer to the following document for additional information: 

http:/ /www.cisco .com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/ 122t8/ft_cac 7x.htm . 

CDP and ODR Support for ATM PVCs 

• . ,, .. 

This feature introduces support for the Cisco Discovery Protocol (CDP) over ATM point-to-point 
permanent virtual circuits (PVCs) . Prior to this release, CDP discovery messages were not supported 
over ATM interfaces. 

CDP is a Cisco proprietary device discovery protocol. Each Cisco device periodically sends messages 
to a multicast address. These messages advertise infonnation about that device, such as the system ID 
(name), capabilities, Cisco lOS software version, and the network address ofthe connected interface. 
This information will be picked up by any neighboring Cisco devices on the same medium, which are 
listening for CDP advertisements. The information learned about neighboring devices is available 
through the Cisco lOS CLI show cdp commands and through SNMP monitoring using the CDP MIB. 

This feature also adds support for On-Demand Routing (ODR) over ATM PVCs. ODR uses CDP to 
propagate IP address infonnation in hub-and-spoke topologies. When ODR is enabled, spoke routers 
automatically advertise their subnets using CDP. 

CDP is disabled by default for ATM PVC interfaces. To enable CDP, use the cdp run global 
configuration mode command and the cdp enable interface confi guration mode command on both ends 
ofthe PVC. To enable ODR, use the router odr global configuration mode command on the hub router 
and turn off any dynamic routing protocols in the spoke routers. 

For details on configuring CDP, refer to the following documentation: 

http://www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122cgcr/ffun_c/fcfprt3 /fcf0 15.htm .. 
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For details on configuring ODR, refer to the following documentation: 

http://www.cisco .com/un ivercd/cc/td/doc/product/software/ios 122/ 122cgcr/fipr _e/i pcprt2/ I cfodr. htm . 

Cisco Discovery Protocol (CDP)-1Pv6 Address Family Support for Neighbor lnformation 

The CDP 1Pv6 Address Family Support for Neighbor Information feature adds the ability to transfer 
1Pv6 addressing information between two Cisco devices using Cisco Discovery Protocol (CDP). CDP in 
1Pv6 functions the same as and offers the same benefits as CDP in l~v4. 1Pv6 enhancements to CDP 
allow CDP to exchange 1Pv6 and neighbor addressing information . .IPV6 CDP provides 1Pv6 information 
to network management products and provides troubleshooting tools. · 

CEF-Switched Multipoint GRE Tunnels 

The CEF-Switched Multipoint GRE Tunnels feature enables CEF switching of IP traffic to and from 
multipoint GRE tunnels. Tunnel traffic can be forwarded to a prefix through a tunnel destination when 
both the prefix and the tunnel destination are specified by the application. 

Certificate Autoenrollment 

The Certificate Autoenrollment feature allows you to configure your router to automatically request a 
certificate from the certification authority (CA) that is using the parameters in the configuration. Thus, 
operator convention is no longer required at the time the enrollment request is sent to the CA server. 

Automatic enrollment will be performed on startup for any trustpoint CA that is configured and does not 
have a valid certificate. When the certificate-which is issued by a trustpoint CA that has been 
configured for autoenrollment-expires, a new certificate is requested. Although this feature does not 
provide seamless certificate renewal, it does provide unattended recovery from expiration. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftautoen.htm. 

Certificate Enrollment Enhancements 

The Certificate Enrollment Enhancements feature introduces tive new subcommands to the crypto ca 
trustpoint command-ip-address (ca-trustpoint), password (ca-trustpoint), serial-number, 
subject-name, and usage. These commands provide new options for certificate requests and allow users 
to specify fields in the configuration instead ofhaving to go through prompts. (However, the prompting 
behavior remains the default i f this feature is not enabled.) Thus, users can preload ali necessary 
information into the configuration, allowing each router to obtain its certificate automatically when it is 
booted. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/122t8/ftenrol2.htm. 

CISCO-BULK-FILE-MIB Enhancements 
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The Cisco Bulk File Creation MIB (CISCO-BULK-FILE-MIB.my) is a MIB module for creating and 
deleting bulk files o f SNMP data for file transfer. The CISCO-BULK-FILE-MIB Enhancements feature 
enhances the Cisco Bulk File Creation MIB to support selective-row-transfer and 
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( _ ~ \ otification-on-file-creation. Prior to this enhancement, when the MIB was used to dump large tables 
\ 1 ( ~'GJ O for example, the ccHistoryTable), much of the data transfer consisted of duplicated data. This feature 

\ '0) . _. · ~ allows the SNMP manager to specify a starting row in the SNMP Get request. 

./ This feature also introduces a notification that can be sent when file creation is complete or when there 
is an error during file creation. Specifically, this feature modifies the CISCO-BULK-FILE-MIB by 
introducing four new MIB objects (cbfDefineFileNotifyOnCompletion, cbfDefineObjectTablelnstance, 
cbfDefineObjectNumEntries, cbfDefineObjectLastPolledlnst) and a new notification object 
(cbfDefineFileCompletion). For details, refer to the CISCO-BULK-FILE-MIB.my file, available 
through Cisco.com MIB FTP site at the following URL: _ 

ftp ://ftp.cisco .com/pub/mibs/v2/CISCO-BULK-FILE-MIB.my. 

Cisco Gateway Management Agent (CGMA) Phase 2 

The Cisco Gateway Management Agent (CGMA) Phase 2 feature provides additional enhancements for 
the Cisco Gateway Management Agent (CGMA) feature . The CGMA provides an eXtensible Markup 
Language (XML) interface to support real-time management of a Cisco lOS gateway. Currently, 
gateways provide statistics using Simple Network Management Protocol (SNMP) and do not support 
real-time polling. The CGMA feature allows gateways to communicate with third-party managemem 
applications using XML over TCP/IP. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftcgma2 .htm. 

Cisco Hoot and Holler over IP 

• •n• 

The Cisco Hoot and Holler over IP feature can now be ported to the Cisco 1750, 175 1, and 1760 routers 
in Cisco lOS Re1ease 12.2(8)T. The feature is a1ready availab1e on the Cisco 2600 and 3600 series 
routers. 

Cisco VoiP technology, which was initially focused on traditiona1 PBX toll-bypass applications, can be 
used to combine hoot and holler networks with data networks. While some customers may have 
integrated hoot and data to some levei in the late 1980s with time-division multiplexing (TDM), this 
forro o f integration does not allow for dynamic sharing o f bandwidth that is characteristic o f VoiP. This 
dynamic sharing o f bandwidth is even more compelling with hoot and holler than with a toll-bypass 
application beca use some hoot circuits may be active for an hour or two for morning reports but dead for 
the rest ofthe day. The idle bandwidth can be used by the data applications during these long periods of 
inactivity. 

Beginning with Cisco lOS Release 12.1 (2)XH, Cisco hoot and holler over IP can be implemented usir 
Cisco VoiP technology. This solution leverages Cisco lOS expertise in VoiP, quality of service (QoS), 
and IP multiplexing and is available on Cisco 1750, 1751, and 1760 routers and on Cisco 2600 and 3600 
series multiservice routers . 

Refer to the following document for additional information : 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_hhip .htm . 
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Cisco lOS Firewall Performance lmprovements 

The Cisco lOS Firewall Performance lmprovements feature introduces the following three performance 
metrics for Context-Based Access Control (CBAC): 

• Throughput lmprovement-Allows users to dynamically change the size o f the session hash table 
without reloading the router by using the ip inspect hashtable command. By increasing the size of 
the hash table, the number o f sessions per h as h bucket can be reduced, which improves the 
throughput performance o f the base engine. 

• Connections per Second lmprovement-Allows only the firstyit:ket ef any connection to be 
bumped up to the process switching path while the remaining packets are processed by the base 
engine in the fast path. Thus, the base engine is no longer slowed down by bumping up severa! 
packets or by processing packets twice . 

• CPU Utilization lmprovement-Allows the CPU utilization of the router running CBAC to be 
measured while a specific throughput or connections per second metric is maintained. This 
improvement is used in conjunction with the throughput and connections per second metrics . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftfirewl.htm . 

Cisco lOS T elephony Service Version 2.0 

The Cisco lOS Telephony Service, under the IP Telephony services umbrella, provides basic 
Cisco IP phone call-handling capabilities in a LAN environment on the Cisco routers. This feature 
enables the Cisco multiservice routers to act as the Cisco lOS Telephony Service for the 
Cisco IP Phone 7960, Cisco IP Phone 7940, Cisco IP Phone 791 O, and 
Cisco IP Conference Station 7935 . This feature also helps download phone software images and 
configures and manages the Cisco IP phones in your LAN. The Cisco lOS Telephony Service provides 
you with a telephony system perfect for a small office with a small number of extensions. 

Refer to the following document for additional information: 

h ttp : I lwww. cisco. com/u n ivercd/ cc/td/ doc/product/ access/i p _ph/ i p _ks/ i p key2 . h tm . 

Cisco Service Assurance Agent Support for lhe Cisco 820 Series and SOHO 70 Series 

Cisco lOS Release 12.2(8)T adds support for the Cisco Service Assurance Agent feature to Cisco 820 
series and Cisco SOHO 70 series routers. For information on configuration for the Cisco Service 
Assurance Agent, refer to the following location: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122cgcr/ffun_c/fcfprt3 /fcf0 17 .htm . 

The Cisco 820 series and SOHO 70 series do not currently support the Cisco Service Assurance Agent 
Application Performance Monitor (APM) feature. 

Class-Based Weighted Fair Queueing (CBWFQ) 
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Class-based weighted fair queueing (CBWFQ) extends the standard WFQ functionality to provide 
support for user-defined traffic classes. For CBWFQ, you define traffic classes based on match cri teria 
including protocols, access control lists (ACLs), and input interfaces. Packets satisfying the match 
criteria for a class constitute the traffic for that class. A queue is reserved for each class, and traffic 
belonging to a class is directed to the queue for that class . 
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• New and Changed lnfonnation 

CNS g\;;;:s~:', ity 

\ \\J>~ ~ l ~ents SSL Security is a Cisco lO~ software f~ ature that allows for the co~figuration o f a secure 
· c.on~t10n between the CNS Agent, runnmg on the Ctsco lOS software-based devtce, anda CNS Server. 

C P \.. ~ure Socket Layer (SSL) encryption for CNS connections is enabled on the Cisco lOS device (CNS 
Agent) side using the encrypt keyword with the cns config initial or cns config partia! global 
configuration mode commands. 

CNS Flow-Through Provisioning 

The CNS Flow-Through Provisioning feature provides the infrastructure for automated configuration o f 
network devices on a mass scale . Based on the already released 12.2 T CNS event and configuration 
agents, this extra functionality facilitates the industry's first true "zero-touch" network deployment 
solution, eliminating the need for the traditional technician truck-roll associated with initial device 
turn-up. This lOS infrastructure interoperates with CNS IE21 00 lntelligent Network Engine, creating the 
foundation for a closed loop binding ofthe service provider's operational systems, business systems, and 
Cisco 's order process in to a single e-business solution. The result is the first automated work flow 
ranging from initial subscriber order-entry, through Cisco manufacturing and shipping, to final devic' 
provisioning and subscriber billing. This process focuses on a root problem oftoday's service provid, 
business model-use o f human labor in the mass production process o f subscriber servi c e activation. 

Configurable PSTN Cause Code to SIP Response Mapping 

For calls to be established between a Session lnitiation Protocol (SIP) network and a Public Switched 
Telephone Network (PSTN), the two networks must be able to interoperate . One aspect o f their 
interoperation is the mapping o f PSTN cause codes, which indicate reasons for PSTN call failure or 
completion, to SIP status codes or events. The opposite is also true: SIP status codes or events are 
mapped to PSTN cause codes. Event mapping tables in the document referenced below show the 
standard or default mappings between SIP and PSTN. 

However, you may want to customize the SIP user agent software to override the default mappings 
between the SIP and PSTN networks. The Configurable PSTN Cause Code to SIP Response Mapping 
feature allows you to configure specific map settings between the PSTN and SIP networks. Thus, any 
SIP status code can be mapped to any PSTN cause code, and vice versa . When set, these settings can be 
stored in NVRAM and are restored automatically on bootup . 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122limit/ 122xl122xb/122 
xb_2/ftmap.htm 

Default VPDN Group T emplate 

\\v 
\ •. 

The Default VPDN Group Template feature introduces the abi li ty to configure global default values for 
virtual private dialup network (VPDN) parameters in a VPDN template. These global default values are 
applied to ali VPDN groups, unless specific values are configured for individual VPDN groups. 
Previously, the Cisco lOS software required that VPDN parameters be configured for each individual 
VPDN group i f the system default values were not desired. 

Refer to the follow ing document for additiona l information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122 t8/ftdevpdn.htm . 
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DHCP Client-Dynamic Subnet Allocation API 

The DHCP Client-Dynamic Subnet Allocation API feature is an application program int at is 
called by the DHCP Server-On-Demand Address Pool Manager feature for obtaining a subnet or releasing a 
subnet to the source server via DHCP. This feature allows automated configuration o f layer 3 devices for 
simplified deployment. 

DHCP Client on WAN Interfaces 

The DHCP Client on WAN Interfaces feature extends the Dynamictl:ost Configuration Protocol (DHCP) 
to allow PPP over ATM (PPPoA) and certain ATM interfaces to acquire an IP address through DHCP. 
By using DHCP rather than the IP Control Protocol (IPCP), a DHCP client can acquire other useful 
information such as DNS server addresses, the DNS default domain name, and default route. 

Previously, the ip address dhcp interface configuration command could only be used on Ethernet 
interfaces. This feature allows the ip address dhcp command to be used on WAN interfaces. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 1221122newft/122t/122t8/ftwandhp .htm . 

DHCP Relay-MPLS VPN Support 
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The DHCP relay agent information option (option 82) enables a Dynamic Host Configuration Protocol 
(DHCP) relay agent to include information about itselfwhen forwarding client-originated DHCP 
packets to a DHCP server. The DHCP server can use this information to implement IP address or other 
parameter-assignment policies. The DHCP relay agent information option is organized as a single DHCP 
option that contains one or more suboptions that convey information known by the relay agent. 

In some environments, a relay agent resides in a network element that also has access to one or more 
Multiprotocol Label Switching (MPLS) Virtual Private Networks (VPNs). A DHCP server that wants to 
offer service to DHCP clients on those different VPNs needs to know the VPN in which each client 
resides. The network element that contains the relay agent typically knows about the VPN association 
of the DHCP client and includes this information in the relay agent information option. 

The DHCP Relay-MPLS VPN Support feature allows the relay agent to forward this necessary 
VPN-related information to the DHCP server using the following three suboptions o f the DHCP relay 
agent information option: 

• VPN identifier 

Subnet selection 

Server identifier override 

The DHCP Relay-MPLS VPN Support feature enables a network administrator to conserve address 
space by allowing overlapping addresses. The relay agent can now support multi pie clients on different 
VPNs, and many ofthese clients from different VPNs can share the same IP address. 

Refer to the following document for additional information: 

http ://www.cisco.com/univercd/cc/td /doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftdhmpls.htm. 

Doe: 



• . New and Changed lnfonnation 

The DHCP Server-On-Demand Address Pool Manager is a feature in which pools of IP addresses can 
be dynamically increased or reduced in size depending on the address utilization levei. This feature 
supports address assignment using the Dynamic Host Configuration Protocol (DHCP) for customers 
using private addresses. Each on-demand address pool (ODAP) is configured and associated with a 
particular Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN). 

When configured, the ODAP is populated with one or more subnets leased from a source server and is 
ready to serve address requests from DHCP clients or from PPP sessio~s. The source server can be a 
remote DHCP server ora RADIUS server (via AAA). Currently, onliflie CiSto Access Registrar 
RADIUS server supports ODAPs. Subnets can be added to the pool when ·a certain utilization levei (high 
utilization mark) is achieved. When the utilization levei falls below a certain levei (low utilization mark), 
a subnet can be returned to the server from which it was originally leased. 

This feature allows customers to optimize their use o f IP addresses, thus conserving address space. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftondhcp.htm . 

DHCP Server-Option to Ignore Ali BOOTP Requests 

The DHCP Server-Option to Ignore Ali BOOTP Requests feature introduces the following new global 
configuration command: ip dhcp bootp ignore. This command allows the Cisco lOS DHCP server to 
ignore received BOOTP requests. 

Refer to the following document for additional information: 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios 122/ 122newft/122t/ 122t8/ftdbootp.htm . 

DHCP Server Options lmport and Autoconfiguration 

The Cisco lOS DHCP server was enhanced to allow configuration information to be updated 
automatically. Network administrators can configure one or more centralized DHCP servers to update 
specific DHCP options within the DHCP pools. The remote servers can request or "import" these option 
parameters from the centralized servers . 

This feature was originally introduced in Cisco lOS Release 12.1 (2)T. This release is porting the feature 
into the Cisco 800 series platform. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1211121 newft/121 t/121 t2/dt_dhcpi.htr 

Dia ler Map VRF-Aware for an MPLS VPN 

The Cisco lOS Release 12.2(8)T dialer software is "VRF-aware for an MPLS VPN," which means that 
it can distinguish between two destinations with the same IP address using information stored in a virtual 
routing and forwarding instance (VRF). The VRF is identified based on the incoming interface o f the 
packet and is used with a defined destination IP address to determine the telephone number to be dialed. 

The Dialer Map VRF-Aware for an MPLS VPN feature allows the dialer software to dia! out in a 
Multiprotocol Label Switching (MPLS)-based Virtual Private Network (VPN) . The MPLS VPN model 
simplifies network routing by allowing severa! sites to transparently interconnect through the service 
provider network . One service provider network can support severa! different TP VPNs, each ofwhich 
appears to its users as a separate, private network . Within a VPN, each site can send IP packets to any 
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other si te in the same VPN because each VPN is associated with one or more VRFs. 
element in the VPN technology because it maintains the routing information that defin 
VPN site. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftmapvrf.htm. 

Dialer Watch Connect Delay 
-

The Dialer Watch Connect Delay feature introduces the ability to.,Côntigure a delay in bringing up a 
secondary link when a primary link that is monitored by Dialer Watch goes down and is removed from 
the routing table. Previously, the router would instantly dia! a secondary route without allowing time for 
the primary route to come back up. When the Dialer Watch Connect Delay feature is configured, the 
router will check for availability ofthe primary link at the end ofthe specified delay time before dialing 
the secondary link. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftdi a lwl.htm . 

Diff-Serv-aware MPLS T raffic Engineering 

MPLS traffic engineering allows constraint-based routing o f IP traffic . One o f the constraints satisfied 
by constant bit rate (CBR) is the availability o f required bandwidth over a selected path. Diff-Serv-aware 
Traffic Engineering extends MPLS traffic engineering to enable you to perform constraint-based routing 
of"guaranteed" traffic, which satisfies a more restrictive bandwidth constraint than that satisfied by CBR 
for regular traffic. This ability to satisfy a more restrictive bandwidth constraint translates in to an ability 
to achieve higher quality of service performance (in terms of delay, jitter, or loss) for the guaranteed 
traffic. Results include virtual leased !ines and voice-trunking services. 

This release adds support for label-controlled ATM (LC-ATM) interfaces. Previous releases supported 
Packet-over-SONNET (POS) and ATM permanent virtual circuit (PVC) interfaces. 

Disabling V.110 Padding 

In networks with devices such as terminal adapters (TAs) and global system for mobile communication 
(GSM) handsets that do not fully conform to the V. I! O modem standard, you will need to disable V. I! O 
padding. To disable the padded V. li O modem speed report required by the V. I! O modem standard, use 
the no isdn vllO padding command in interface configuration mode. 

DistributedDirector Boomerang Support 
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Boomerang is a Director Response Protocol (DRP) metric for DistributedDirector. The boomerang 
server provides a way to select a content server with the fastest response time from a group o f redundant 
content servers. Instead o f relying on static maps, boomerang dynamically recognizes problems such as 
congestion and link failures and avoids them . The content server with the fastest response time, as 
determined by the priority o f the configured metrics, is determined to be the best si te . 

Refer to the following document for additional information : 

http://www.ci sco.com/univercd/ccltd/doc/product/software/ios 122/122newft/122t/122t8/ftddboom .htm 
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The DistributedDirector Cache Auto Refresh feature works in the background to continuously update ali 
entries in the DistributedDirector cache. When this background refresh feature is initiated, 
DistributedDirector periodicaliy updates ali expired cache entries. The DistributedDirector cache saves 
the latest answers to ali past Domain Name System (DNS) queries that were received since cache auto 
refresh was initiated, and any repeat request is served directly from the cache when caching is enabled. 

Refer to the foliowing document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ I ~ewft/122t/122t8/ftrefrsh . htm. 
~ 

DistributedDirector Configurable Cache 

DistributedDirector maintains an internai cache o f entries, which is dynamically configurable. This 
internai configurable cache consists o f sorting events that occur on a per-client basis. Users can configure 
both the variable size of this internai cache and the amount of time the DistributedDirector system wili 
retain per-client sorting information. 

Refer to the foliowing document for additional information: 

http ://www.cisco.com/univercd/cc/td /doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/ftddcach.htm. 

DistributedDirector MIB Support 

The Cisco DistributedDirector MIB provides MIB support for DistributedDirector. This MIB contains 
DistributedDirector statistics, configurations, and status. 

Refer to the foliowing document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftddmi b.htm. 

Distributed LFI/dQoS over Leased Lines 

·~-
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Note The Distributed LFI/dQoS over Leased Lines feature is also known under the feature title Distributed 

Link Fragmentation and Interleaving over Leased Lines. 

The Distributed LFI/dQoS over Leased Lines feature extends distributed link fragmentation (dLFI) and 
interleaving functionality on the VIP-enabled Cisco 7500 series routers to leased !ines . Previously, 
Distributed Link Fragmentation and Interleaving was only available for Frame Relay and ATM. 

Note Distributed Link Fragmentation and Interleaving for Frame Relay, ATM, and Leased Lines is referred to 
as dLFI in this feature description . 

The dLFI feature supports the transport ofreal-time traffic, such as voice, and non-real-time traffic, such 
as data, on lower-speed Frame Relay and ATM virtual circuits (VCs) and on leased !ines without causing 
excessive delay to the real-time traffic . 

This feature is implemented using multilink PPP (MLP) over Frame Relay, ATM, and leased !ines on 
VIP-enab led Cisco 7500 series routers . The feature enables delay-sensitive real-ti me packets and 
non-real-time packets to share the same link by fragmenting the large data packets into a sequence of 
smaller data packets (fragments) . The fragments are then interleaved with the real-time packets. On the 
receiving si de o f the link, the fragments are reassembled and the packet reconstructed . 
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The dLFI feature is often useful in networks that send real-time traffic using Distn fe<l_LÓ; ·&à ncy 
Queueing, such as voice, but have bandwidth problems that delay this real-time traffic e 
transporto f large, less time-sensitive data packets. The dLFI feature can be used in these networks to 
disassemble the large data packets into multiple segments. The real-time traffic packets then can be sent 
between these segments o f the data packets. In this scenario, the real-time traffic does not experience a 
lengthy delay waiting for the low-priority data packets to traverse the network. The data packets are 
reassembled at the receiving si de o f the link, so the data is delivered intact. 

The ability to configure Quality of Service (QoS) using the Modular QoS CLI while also using 
distributed MLP (dMLP) is also introduced as parto f the dLFI featnre. T]1e ability to configure QoS 
using the Modular QoS CLI while using dMLP was not supported' prior to the introduction o f the dLFI 
feature . 

Refer to the following document for additional information : 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftdlfi2.htm. 

Distributed Multilink Point-to-Point Protocol 

The Distributed Multilink Point-to-Point Protocol (dMLPPP) feature allows you to combine TI /E ! !ines 
in a Versatile Interface Processar (VIP) on a Cisco 7500 series router into a bundle that has the combined 
bandwidth o f multi pie T 1/E I !ines. This is done by using a VIP MLPPP link. You choose the number o f 
bundles and the number ofTI /Eilines in each bundle. This allows you to increase the bandwidth ofyour 
network links beyond that o f a single TI/E I !in e without having to purchase a T3 !in e. Non-distributed 
MLPPP can only perform limited links, with CPU utilization quickly reaching 90% with only a few 
TI/E! !ines running MLPPP. With distributed MLP, you can increase the router's total capacity. DMLP 
supports bundling offractional TI/E! starting from DS0(64KBps) onwards. 

Multiprotocol La bel Switching (MPLS) and MPLS-VPN configurations are supported on DMLP bundle 
interfaces. As ofCisco lOS Release 12.2(8)T, Class-Based Weighted Fair Queueing (CBWFQ) and Low 
Latency Queueing (LLQ) are supported on DMLP. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ ios 120/ 120newft/ 120t/ 120t3/multippp .htm. 

DNS Client AAAA Record Lookups over 1Pv6 

The DNS Lookups over an 1Pv6 Transport feature adds support for 1Pv6 AAAA record types over an 
1Pv6 transport in the Domain Name System (DNS) name-to-address and address-to-name lookup 
processes. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t2/ipv6/index .ht 
m. 

DRP Agent-Boomerang Support 
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Boomerang is a Director Response Protocol (DRP) metric for DistributedDirector. When the boomerang 
metric is active, Distributedi)irector instructs the DRP to send Domain Name Service (DNS) responses 
directly back to the querying client. The DNS response contains the addresses ofthe sites associated with 
the respective DRP agent. Ali involved DRPs send back their DNS responses at the same time. The 
packet of the DRP that is at shortest delay to the client will arrive first. The client may take the first 
answer and ignore subsequent ones, a standard behavior o f al i local DNS server implementations. The 
DRP agent allows configuration for fui! boomerang support. The boomerang cli ent is the DRP age nt. 
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...;- T Refer to the following document for additional information: 

.l~-(, --, "- http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122!122newft/122t/122t8/ftdrpcli.htm . 
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u~ 'ldne ~!}fr quency (DTMF) Relay for SIP Calls Using Named Telephone Events 

Easy VPN Server 

The Dual Tone Multifrequency (DTMF) Relay for SIP Calls Using Named Telephone Events (NTE) 
feature provides reliable digit relay between Cisco VoiP gateways when a low bandwidth codec is used. 
Using NTE to relay DTMF tones provides a standardized means oftransporting DTMF tones in 
Real-Time Transport Protocol (RTP) packets . This feature also adds ~ phQne support. 

~ 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 1221imit/122x/122xb/ 122 
xb_2/ft_dtmfhtm. 

The Easy VPN Server feature introduces server support for the Cisco VPN Client Release 3.x softwar-" 
clients and Cisco VPN hardware clients. lt allows a remote end user to communicate using IP Secur. 
(IPSec) with any Cisco lOS Virtual Private Network (VPN) gateway. Centrally managed IPSec policies 
are "pushed" to the client by the server, minimizing configuration by the end user. 

Refer to the following document for additional information: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ftunity.htm. 

Enabling Fax Rate on POTS to POTS Fax Calls 

This command line interface (CU) change was made to enable a fax relay between two plain old 
telephone service (POTS) dia! peers to cover the case in which a fax call fails i f it is made without DSP 
(digital signal processar) involvement. 

Refer to the following document for additional information: 

http: //www.cisco .com/univercd/cc/td /doc/product/software/ios 122/ 122newft/122t/122t8/ftfxpots.htm. 

Encrypted Vendor-Specific Attributes 

*B* • 
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The Encrypted Vendor-Specific Attributes feature introduces support for the following three types of 
string vendor-specific attributes (VSAs): 

• Tagged string VSA-To retrieve the right value for this VSA, the Tag field must be parsed correctly. 
The value for this field can range only from OxO I through Ox I F. I f the value is not within the 
specified range, the RADIUS server will ignore the value and consider the Tag field to be a part of 
the attribute string field . 

• Encrypted string VSA-This VSA has a Salt field that ensures the uniqueness ofthe encryption key 
that is used to encrypt each instance o f the VSA. The first and most significant bit o f the Salt field 
must be set to I. 

• Tagged and Encrypted string VSA-This VSA is similar to encrypted string VSAs except this VSA 
has an additional Tag field. I f the Tag field is not within the valid range (OxO I OxO I through Ox I F), 
it is considered to be parto f the Salt field. 

Refer to the following document for additional information : 

htt p:l /www.ci sco.com/un ivercd/cc/td /doc/product/software/ios I 22/ 122newft/ I 22t/ I 22t8/ftenc vsa. htm . 
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Enhanced Billing Support for SIP Gateways 
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Usemame Attribute 

SIPCaiiiD 

Session Protocol 

The Enhanced Billing Support for SIP Gateways feature describes the changes to authentic ~ 
authorization, and accounting (AAA) records and the RADIUS implementations on Cisco Session 
Initiation Protocol (SIP) gateways. These changes were introduced to provide customers and partners 
with the ability to effectively bill for traffic transported over SIP networks. 

The username attribute is included in ali AAA records and is the prírnary means for the billing system 
to identify an end user. The password attribute is included in authe~tication and authorization messages 
of inbound Voice over IP (VoiP) call legs. 

For most implementations, the SIP gateway populates the username attribute in the SIP INVITE request 
with the calling number from the FROM: header and the password attribute with null or with data from 
an Interactive Voice Response (IVR) script. I f a Proxy-Authorization header exists, it is ignored. A new 
Cisco lOS command, aaa username, determines the information with which to populate the username 
attribute . 

Within the Microsoft Passport authentication service that authenticates and identifies users, the passport 
user ID (PUID) is used. The PUID anda password are passed from a Microsoft network to the Internet 
telephony service provi der (ITSP) network in the Proxy-Authorization header of a SIP INVITE request 
as a single, base-64 encoded string. For example, 

Proxy- Authorization: basic MDAwMzAwMDA4MDM5MzJ1Njou 

The new Cisco lOS aaa username command enables parsing of the Proxy-Authorization header; 
decoding o f the PUID and password; and populating the PUID in to the username attribute and the 
decoded password into the password attribute. The decoded password is generally a"." because a 
Microsoft Network (MSN) authenticates users prior to this point. For example, 

Username "123456789012345" 

Password "Z\335\304\326KU\037 \ 301\261\326GS\255\242\002 \ 202" 

The password in the example above is an encrypted "." and is the same for ali users. 

From the Call ID header ofthe SIP INVITE request, the SIP Call ID is extracted and populated in a Cisco 
vendor-specific attribute (VSA) as a new attribute-value pai r call-id=string. The attribute-value pair can 
be used to correlate RADIUS records from Cisco Session Initiation Protocol (SIP) gateways with 
RADIUS records from other SIP network elements, for example, proxies. For complete information on 
this attribute-value pair, refer to the RADIUS Vendor-Specific Attributes Voice lmplementation Cuide. 

Session Protocol is another new attribute-value pair that indicates i f the call is using Session Initiation 
Protocol (SIP) or H.323 as the signaling protocol. For complete information on this attribute-value pair, 
refer to the RADIUS Vendor-Specific Attributes Voice lmplementation Cuide . 

Silent Authentication Script 
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As part o f the Enhanced Billíng Support for SIP Gatewáys feature, a new Tool Command Language 
(TCL) lnteractive Voice Response (IVR) API 2.0 Silent Authorization script has been developed . The 
Silent Authorization script allows users to be authorized without having to separately enter a username 
or password into the system . The script automatically extracts the passport user ID (PUID) and password 
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from the SIP INVITE request and then authenticates that information through RADIUS authentication 
and authorization records. The script is referred to as silent because neither the caller nor the called party 
hears any prompts. 

Further Documentation 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/122newft/1221imit/ 122x/122xb/122 
xb_2/ftmsnbil.htm. 

Enhanced Password Security 

The Enhanced Password Security feature allows you to configure Message Digest 5 (MD5) encryption 
for use mame passwords. Before the introduction o f this feature, there were two types o f passwords 
associated with usernames: Type O, which is a clear text password visible to any user who has access to 
privileged mo de on the router, and type 7, which is a password with a weak, exclusive, o r type 
encryption. Type 7 passwords can be retrieved from the encrypted text by using publicly available tools. 

Use the username secret command to configure a username and an associated MD5-encrypted secret. ) 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/ft_md5 .htm. 

Error Log Count Enhancement 

Event Tracer 

The Cisco lOS logging facility allows you to save erro r messages Iocally o r to a remo te host. When these 
error messages exceed the capacity ofthe local buffer dedicated to storing them, the oldest messages are 

removed. To provide you with more information about messages that have occurred and may have been • 
removed from the local buffer, an errar log counter tabulates the occurrences o f each erro r message and 
time-stamps the most recent occurrence. 

Refer to the following document for additional information: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ ios 122/ 122newft/ 122t/ 122t8/fterrlog.htm. 

The Event Tracer feature provides a binary trace facility for troubleshooting Cisco lOS software. This 
feature gives Cisco service representatives additional insight in to the operation o f the Cisco lOS 
software and can be useful in helping to diagnose problems in the unlikely evento f an operating systeiY 
malfunction o r, in the case o f redundant systems, route processar switchover. 

This feature was originally introduced in Cisco lOS Release 12.0( 18)S. 

Refer to the following document for additional information : 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 120/ 120newft/ 1201 imit/ 120s/ 120s 18/ 
evnttrcr.htm. 

Fax Detection for Cisco 2600 Series and Cisco 3600 Series Routers 

~ ... 
Note The Fax Detection for Cisco 2600 Series and Cisco 3600 Series Routers feature is al so known under the 

feature title Fax Detection (Single-number Voice and Fax). 
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Note 

On Cisco 2600 series and Cisco 3600 series routers equipped with digital and analog 
modules, the fax detection feature enables service providers to deploy unified communications, in which 
each subscriber has a single E. l64 number for both voice and fax by providing the capability to detect 
automatically whether an incoming call is voice or fax . Supported network modules are NM-HDV with 
voice interface cards (VIC)/voice WAN interface cards (VWIC) for digital Tlconnections and Voice 2V 
with VIC FXS for analog connections. VWIC and VIC FXS are the voice interface cards within the 
network modules. When configured for fax detection, the gateway automatically listens to incoming 
calls to discriminate between voice and fax . The gateway then routes the calls to the appropriate 
application or server. 

The fax detection feature requires the Cisco 2600 series and Cisco 3600 series routers to have a 
minimum of 128MB RAM. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ 122t8/pu 112snf.htm. 

Firewall Feature Set 

OL-2339-04 Rev. GO 

The Cisco lOS Firewall feature set provides firewall-specific security features to the Cisco CVA 122 
Cable Voice Adapter. When this feature is enabled, the router acts as a buffer between the Internet and 
other public networks and the private network that is connected to the router. Security is provided by 
access lists, as well as by examining incoming traffic for suspicious activity. 

The firewall -specific security features include the following: 

Authentication proxy services to intelligently apply specific security policies on a per-user basis 
without impacting performance. 

Checking packet headers and dropping suspicious packets to detect and prevent denial o f service 
attacks, such as ICMP and UDP echo packet flooding, SYN packet flooding, half-open or other 
unusual TCP connections, and deliberate misfragmentation o f IP packets. 

Context-Based Access Control (CBAC) which gives intemal-to-the-firewall users secure, 
per-application-based traffic control across the Internet/Intranet. This includes protection against 
Simple Mail Transfer Protocol (SMTP) attacks, one ofthe most common attacks against computers 
connected to the Internet. 

• Dynamic port mapping to allow network applications with well-known port assignments to use 
customized port numbers. This mapping can be done on a host-by-host basis or for an entire subnet, 
providing a large degree of control over which users can access different applications . 

Intrusion Detection System (IDS) that recognizes the signatures ofthe most common attack pro files. 
When an intrusion is detected, IDS can perform a number o f actions : send an alarm to a syslog server 
or to NetRanger Director, drop the packet, or reset the TCP connection. 

Java blocking to protect against destructive Java applets . Applets can be allowed only from known 
and trusted sources or blocked completely. 

Real-time and configurable alerts and audit trai) capabilities to record and time-stamp source and 
destination hosts . 

Support for a broad range of commonly used protocols, including H.323 and NetMeeting, FTP, 
HTTP, MS Netshow, RPC, SMTP, SQL*Net, and TFTP. 

User-configurable audit rules, real-time alerts, and audit-trail logs. 

I 
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G~ saction Message Protocollnterface Resiliency Enhancement . G ~Q \ , , Gatekeeper Transaction Message Protocol (GKTMP) is used between the Cisco lOS Gatekeeper and a 
\ ' ( ~ V '-' server to provi de enhanced call routing and address translation services. The GKTMP Interface \9" _ ·' ~ Resiliency Enhancement feature adds additional parameters in the disengage request (REQUEST DRQ) 

C p \... ' message sent from the gatekeeper (GK) to the server. lt also provides new request alive (REQUEST 
ALV) and response alive (RESPONSE ALV) messages between the gatekeeper and server, server failure 
detection, and a flow contra! command. 

Refer to the following document for additional information: 
•· 

http://www.cisco .com/univercd/cc/td/doc/product/software/ios !22/l :l2newft/!22limit/!22x/!22xb/ 
!22xb_2/ftgkire.htm. 

Generic Routing Encapsulation (GRE) Tunnel Keepalive 

The GRE Tunnel Keepalive feature provides the capability o f configuring keepalive packets to be sent 
over IP-encapsulated generic routing encapsulation (GRE) tunnels. You can specify the rate at which 
keepalives will be sent and the number o f times that a device will continue to send keepalive packets 
without a response before th~ i'1terf':1 ce be~omes inactive. 

Refer to the following document for additional information: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 122newft/ 122t/ !22t8/grekpl iv.htm . 

GKTMP Security T oken Enhancement 

The GKTMP Security Token Enhancement feature provides support for ClearTokens in messages 
between a NetSpeak route server and the Cisco lOS gatekeeper. The Request ARQ, Response ARQ, ... 
Response ACF, Request LRQ, i{esponse Li'\.Q, Req:.:;;st LCF, and Response LCF messages between the 
Cisco lOS gatekeeper and the route server now include ClearTokens. In addition, the Response ARQ 
messages include both gateways in a local domain or zone and remote zone gatekeepers and allow 
prioritization o f the resulting sets o f gateways. The Response LRQ messages support a combination o f 
endpoint addresses and a list o f remo te zone gatekeepers to which to forward the LRQ message. 

G.SHDSL Symmetric DSL Support 

G.SHDSL is a new multirate symmetric high-speed digital subscriber line (DSL) technology for the 
localloop that connects customer premises equipment (CPE) to the central office (CO) in the access 
network. This access technology for business applications is important because of its symmetric and 
multirate functionality. G.SHDSL refers to the approved standard officially designated in Intemation~ 
Telecommunication Union-Telecommunications Standards Section (ITU-T) G.991.2. 

IGMP Version 3-Explicit Tracking of Hosts, Groups, and Channels 

\ 

~ 

The Internet Group Management Protocol (IGMP) is used by IP hosts to report their multicast group 
memberships to neighboring multicast routers . IGMP is available in Versions I, 2, and 3. IGMP Version 
3 (IGMPv3) is supported in Cisco lOS Release !2 .0(!5)S, !2.!(5)T, !2.!(8)E, and !ater releases . 

The IGMP Version 3-Explicit Tracking of Hosts, Groups, and Channels feature enables a multicast 
router to explicitly track the membership ofall multicast hosts in a particular multiaccess network. This 
enhancement to the Cisco lOS implementation o f IGMPv3 enables the router to keep track o f each 
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Although Cisco has attempted to provi de accurate information in 
this Guide, Cisco assumes no responsibility for the accuracy of 
the information. Cisco may change the programs or products 
mentioned at any time without prior notice. Mention of 
non-Cisco products or services is for information purposes only 
and constitutes neither an endorsement nora recommendation o f 
such products or services or of any company that develops or 
seUs such products or services. 
ALL INFORMATION PROVIDED ON THIS WEB SITE IS 
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FITNESS FOR A PARTICULAR PURPOSE AND 
NONINFRINGEMENT, OR ARISING FROM A COURSE OF 
DEALING, USAGE, OR TRADE PRACTICE. 
CISCO AND ITS SUPPLIERS SHALL NOT BE LIABLE FOR 
ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR 
INCIDENTAL DAMAGES INCLUDING, WITHOUT 
LIMITATION, LOST PROFITS OR REVENDES, COSTS OF 
REPLACEMENT GOODS OR SERVICES, LOSS OR 
DAMAGE TO DATA ARISING OUT OF THE USE OF THE 
GUIDE OR ANY CISCO PRODUCT OR SERVICE, OR 
DAMAGES RESULTING FROM USE OF OR RELIANCE ON 
THE INFORMATION PROVIDED, EVEN IF CISCO OR ITS 
SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY 
OF SUCH DAMAGES. 
Many o f the Cisco products and services identified in this Guide 
are provided with written software licenses and limited 
warranties. Those licenses and warranties provide the purchasers 
ofthose products with certain rights. Nothing in this Guide shall 
be deemed to expand, alter, or modify any warranty or license 
provided by Cisco with any Cisco product, or to create any new 
or: additional warranties or licenses. 
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Cisco Products Quick Reference Guide (CPQRG) 

CPQRG Background 

1 l 
1 

The Cisco Products Quick Reference Guide (CPQRG) is a handy, compact reference 
tool that includes brief product overviews, key features, sample part numbers, and 
abbreviated technical specifications for many of Cisco's products. The CPQRG is 
primarily published to support Cisco partners, resellers, sales account teams, and even 
end-user customers who need a broad, high-level overview of Cisco products, but at 
that moment do not have access to Cisco 's Web si te, the Cisco Connection Online 
(CCO) at http://www.cisco.com. 
Because this book is only published twice per year, there are likely to be new products, 
configurations, and part numbers not included in this edition. Note: For the most 
up-to-date and comprehensive information about Cisco products and solutions, please 
refer to our on-line information or consult a Cisco representative. 

CPQRG Ordering lnformation 

Additional printed copies o f this book can be purchased on an as-needed basis or 
through an annual subscription. To order, see http://shop.cisco.com/login. 
For questions regarding the CPQRG ordering process, please send an email to 
companystore@external.cisco.com. 
For questions, comments or to download an Adobe PDF version of the CPQRG, go to 
http://www.cisco.com/go/guide. 

How to Get More Complete Product lnformation 
Cisco Product 
Catalog 
Cisco Connection 
Online (CCO) 

For more comprehensive informationon ali of Cisco's products, please refertothe Cisco Product Catàog at: 
http://wwwcisco.com/univercd/cc/IIJ/doc/pcat/ 

For even more complete productand solution ilformation, please go to CCO at tnp://www.cisco.com. 
In addition to product, technology, and networksolutions support, eco provides a wealth of information including 
how to find an authorized repesentative or partner, howto arder products, technicalsupport/customerservice, 
Cisco Corporate nev.s and information, and linkstotraining/events/seminars . 

Cisco Products Quick Reference Guide (CPORG) 

3697 



• 

a
~co, Systems Overview 
\)\ ~isc~'$}stems, Inc. is the worldwide leader in networking for the Internet. Cisco's 

~ 1>1. Intern~t Protocol-base~ (IP) networking solutions are the foundation ofth~ Internet.and 
, \ l mostcorporate, educatwn, and government networks around the world. C1sco prov1des 
\"-... '(;ptttê''b;:ôadest line of solutions for transporting data, voice and vídeo within buildings, 

'~··---:;:... ..... ..... 
across campuses, or around the world. 
Today, the Internet and computer networking are an essential part ofbusiness, learning 
and personal communications and entertainment. Virtually all messages or transactions 
passing over the Internet are carried quickly and securely through Cisco equipment. 
Cisco solutions ensure that networks both public and private operate with maximum 
performance, security, and flexibility. In addition, Cisco solutions are the basis for most 
large, complex networks used by corporations, public institutions, telecommunication 
companies, and are found in a growing number o f medium-sized commercial 
enterprises. 
Cisco was founded in 1984 by a group of compu ter scientists from Stanford University. 
Since the company's inception, Cisco engineers have been prominent in advancing the 
development ofiP- the basic language to communicate over the Internet and in private 
networks. The company's tradition o f innovation continues today with Cisco creating 
leading products and key technologies that will make the Internet more useful and 
dynamic in the years ahead. These technologies include: advanced routing and 
switching, voice and vídeo over IP, optical networking, wireless, storage networking, 
security, broadband, and content networking. 
In addition to technology and product leadership, Cisco is recognized as an innovator 
in how business is conducted. The company has been a pioneer in using the Internet to 
provide customer support, sell products, offer training, and manage finances. Drawing 
upon the company's own Internet best practices and core-value of customer focus, 
Cisco has established the Internet Business Solutions Group (IBSG) dedicated to 
helping top business leaders transform their own businesses into e-businesses. 
As a company, Cisco operates on core values of customer focus and corporate 
citizenship. The company's philanthropic efforts are committed to helping 
communities prosper while also encouraging Cisco employees to learn about the needs 
o f the communities where Cisco operates. Also, to help bolster education around the 
world, the company has founded Cisco Networking Academies in 128 countries 
dedicated to teaching students to design, build, and maintain computer networks. 

Cisco Systems Overview 
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Cisco Channel Partner Program 
Whether you provide services, solutions ora combination ofboth, Cisco is committed ~D. 
to your success. The Cisco Channel Partner Program can help partners create a / 
sustainable business model in a fast-changing environment, where customers requir , ( g 1 é-i 
value-added services, focused technical expertise, and higher levels o f satisfaction. · 1 

\ <'4 
a Cisco certified partner, you'll have the backing of the Cisco brand, and access to r------·· 
world-class products and service packages, technical support, productivity tools, .l-' L -

online training, marketing resources and sales promotions. 
The Partner Program integrates the technology focus of each Cisco Partner 
Specialization, flexible individual career certification requirements, customer 
satisfaction targets, and pre- and post-sales support capabilities. These elements make 
up the points-based structure of the overall program requirements. There are three 
partner certification leveis : Gold Certification, Silver Certification, and Premier 
Certification. 

The Partner Program requires every partner to specialize in technology areas as part of 
the program requirement. You may choose the technology area for Specialization, but 
must earn a minimum number of Specialization points to become certified. You may 
decide to be strictly a specialized partner or specialize your organization as a means to 
achieving certification. Either way, you'll have access to structured training roadmaps, 
free online technical and sales education and video-on-demand content to build your 
knowledge and skilllevel through the Partner E-Learning Connection 
http://cisco.partnerelearning.com 

For More lnformation 

See the Channel Partner Program Web Site: 
http://www.cisco.com/go/channelprograms 
If you are interested in reselling Cisco product without becoming certified or 
specialized, see http://www.cisco.com/go/reseller 

Reseller and Customer Support 

Reseller Sales and Technical Assistance Contact lnformation 

Customer Help Lines 
US Distribution Presales Helplines1 

Presales-Partner/Reseller Helpline 

Post-Sales-Technical Assistance Center (TAC) 

Contact lnformation 
Comstor: 800-COMSTOR, option 3 
lngram Micro: 800-445-5066, ente r lngram customer #, dia i 
extension 24041 
Tech Data: 800-237-8931 , extension n776 
800 553-6387 (within U.S.) 
408 526-7208 (outside U.S.) 
http ://0 se oPa rtn e r. c usth el p. c o m/ 
800 553-6387 (within U.S.) 
408 526-7209 (outside U.S.) 
tac@cisco.com (e-mail) 

1. Follow voice prompts to access: Pre-sales Assistance of Network Validation & Product lnformation, Reseller 
Support, Customer Service, Service Contract Sales, Reporting a technical problem/open a trouble ticket and 
Seminars, Events, Training & Certification 

··- ~ 
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Helpful Cisco Web Sites 

A~co Web Site 
/ ;, oà'(wide Contacts 

( lÀ} Cis a:olfice bcations; directions; maps; and sales, partners, and channel 

URL1 

http://wwwcisco.com/go/WWcontacts 

~\ ~co~n~t~ts~-~~~~~-------------------.~~~~~~~--------------\ \ v . Pa eri Relationship Central http://wwwcisco.com/go/prc 

\ f>\ Fi •. ' aihanneiAccount Manager (CAM), Di!ributor, apply to 1he Cisco 
"\. "'--- ti'aooel Partner Program, o r update your profile. 
'-~ c'hnical Suppon 

., 

' I J' f 

For customer support tip!> software center online documents, and more. 

Cisco Products Quick Reference Guide 

This guide is available on line I in PDF and HTML); it is continually updated 
between b~yearly printings. eco login required. 
Cisco Subscription Service 

Ordering service for one-ttme purchase oi o r annual rubscriptionsto this 
guide o r other Cisco documentsand C Os; order online, o r order by phone by 
calling 800 768-7162 (U.S. or Cana da) o r 925 327-4072 (outside the US.). 
Pannar Help 

Search partner~ frequentlyasked questions and ali< forthe help you need 

http://wwwcisco.com/go/support 
http://wwwcisco.com/public/i!ch_support.shml 
http://wwwcisco.com/public/technoteS/servtips.shtml 
http://wwwcisco.com/go/guK! e 

http://shop.ciscocom/login 

http:// c iscop a rtnerc usth el p .c o m/ 

Certification/Specialization Application http://wwwcisco.com/warp/custome(765/partner_program 
s/apply/ Apply for a Cisco Certification o r Specialization 

Find a Channel Account Manager http://tools.cisco.conYWWChannels!CAMLOC/jsp/cam_loca 

Search for the CiscoChannel Account Manager assgned to yourcompany 
tor.jsp 

Partner Registration http://tools.cisco.com/WWOlannels/GETLOG/jsp/Getloginj 

Begin your relationshipwith Cisco by registering as a Cisco Registered a 
Certified Partner 
Toollndex 

Get CCO Access 
Register for a guest-level Cisco.com lO as a prerequiste for partner lewl 
access 
Associate Myself With A Partner 

11 you are an employeeof Cisco Registered andCisco Certified or 
Specialized Partners,you can associate yourself w~h your company and 
upgradeyour current Cisco. com lO to partnerlevel 
Partner Self Service 

Use this ruite oi tools to rranage personaland company inforrration in the 
Cisco partner data base 
Update Company Data 

11 you are a registered partneradministrator, you can update companyand 
contact information 
Worldwide Distributors Web Site 

List, by country, of authorizedCisco Distributorswho stockand resell Cisco 
products 
Distribution Product Reference Guide (DPRG) 

Complete list oi pricing information, part numbers, and more for distribution 
(2-tier) products. Datais refreshed nightly. CCO login required. 
Partner Business Centrai-Browse and Configure Products 

An ecommerce web ste with a configutation tool to valilate channel 
product options also select and campal!! products, check price and 
availability, and submit yourorderto your distributor onlne. eco login 
required- click on "Browse and Configure Products~ 
End-of-Life Matrix 

Last arder and end-of-life datesfor Cisco products 

sp?page=f'artnerUserHomePage 

http://wwwcisco.com/en/US/partners4Jartners_tool_index. 
html 
http://tools.cisco.com/RPF/register/register.do 

http://tools.cisco.com/WWOlanneiS/GETLOG{Jsp/Getloginj 
sp?page=f'artnerUserHomePage 

http://tools.cisco.conYWWChannels/GETLOG/wet:ome.do 

http://wwwcisco.com/warp/putlic{765/tools/certification/ 

http://wwwcisco.com/go/disti 

http://wwwcisco.com/dprg 

http://wwwcisco.com/go/partner/bizcentral 

http://wwwcisco.com/go/eol 

Training http://wwwcisco.com/go/ciscou 
Cisco University-Offers detailed course material on the late!l technical http://cisco.partnereearning.com 
topics throughout the year targeted for Resellers, Partners and Cisco Sales 
representatives.Aiso se e the Partner E-Learning Connection. 

1. Additional CCO access required for most URLs. 

. • Reseller and Customer Support 
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Partner and Reseller Service and Support Offerings -; .. -·-·-·~~ .. , 
Various partner and reseller service and support programs are available accordin 8 j C.,) 
certification levei and method o f purchase from Cisco: A 
Method of 
Purchase 
Direct from Cisco 
(only available to 
Partners with 
Direct contracts) 

2-Ti e r (through a 
Distributor) 

Service and Support Offerings 
• S~tem lntegrator Support-System lntegrator Support 98(SIS98) program is desi9ned forSilver and Gold 

partnerswho wish to prol.ide theirown brand of support to theirend customersw1th back-end supportfrom 
Cisco 
- SMARTspares provides partners usilg SIS98 the opportuni:yto leverage Cisco's logistics infrastructure to 

provi de their customerswith enhanced delivery services. 
• Shared Suppor1-Currentiy only available in the US, Cisco's Shared SuppM program is designed for Silve r and 

Gold partners v.tlo wish to provide their own brand of support to their end customers while leveraging Cis:o's 
TechnicaiAssistance Center (TAC) and logistics infrastructure 

• Cisco Brand Resale-Program allows partnersto provi de Cisco's services (SMARTnet,etc.) directlyto their end 
customers 

• Packaged Services-Partners and Resellers may purchase warranty extension, hardware replacernent. 
installation and configuration, technicalsupport, software upgrades. and orline services. Severa I oi these 
services h ave been bunded together to afie r convB1ient servi c e solutionsfor Cisco customers. 

Packaged Resalable Service Products (only via Distributors/2-Tier): 

Product Description 
Maintenance Services 
SMARTnet Provides customers with software maintenance, registered accessto CCO, advance replacementof hardware, 
Maintenance and technicalsupport requred for sef'maintenance. SMARTnetmaintenance h as threedeliveryoptions: 

SMARTnet Onsite 

Cisco Advance 
Repla cemeot 

• SMARTnet Sx!i<NBD (Next BusinessDay)-8 hours/day, 5 da't5/week, next-business-day hardware 
replacement 

• SMARTnet 8x5x4-8 hour9'day, 5 daWweek, 4-hour hardware replacement 
• SMARTnet 24x7x4-24 hourS/day. 7 daWweek, 4-hour hardv.ere replacement 
Available through re9!llers and distributors. 
Provides ali the benefits of SMARTnEl maintenance, pus one of the folbwing onste hardware services for 
repairs: 
• SMARTnet Onsite8x5xNBD-8 hours/day, 5 daWweek, next-business-day response 
• SMARTnet Onsle 8x5x4-8 hourS/day. 5 da't5/week, 4-hour response 
• SMARTnet Onsle 24x7x4-24 hourS/day. 7 daWweek, 4-hour response 
Packaged SMARTnet OnSte 24x7x4 provides SMARTnetOnSite 24x7x4 servi c e in a shrink-wrapped package, 
allowng it to be effectively marketed through re9!11ers. 
Advance Replacementolfers customers the flexibiityto cover their equiprnent with an advance ~eplacement 
servi c e only. Cisco Advance Replacement comeswith a full year of advance replacement coverage,guest 
accessto the public portion of Cisco Connec1ion Online (CCO), anda single technical supportincident. This 
servi c eis intended to beused by customers who need to supplement servi c e offered bytheir reseller with a 
replacement option from Cisco. 

Software Application Software Application Supportplus Upgrades provides customers with software upgradesand maintenance 
Support plusUpgrades releases for Cisco Application Software, registered accessto Cisco. com plus technical support, forone year. 
(SASU) For when a customer needs investment protection on software purchasesand/or access to the latest software 

while eliminating unexpected budget revisons. 
Noncontract and 
Consulting Sen.ices 
Startup Services 
Totallmplementalion 
Services (TIS) 

Cisco provides noncontract services at current time-and-materials rates. For more information contact 
Customer Services at 1-800-553-NETS ar 1-415-326-1941. 

Cisco Totallmplementation Solutions (TS) is a portfolio oi services that deiver the tools, expertise, and 
resources neededto insta li, configure,and implementCisco equipment. TIS is intendedto supplementservices 
that resellers provi de, either directly or indirectly, to theircustomers. Product Components:lnstallation, 
Configuration, and lmpementation. For more information, se e http://wwwcisco.com/go/tis 

For More lnformation 

See the Partner and Reseller Support Services Web page at: 
http://www.cisco.com/en/US/products/index.html (CCO login required) 
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/~-·Rroduct Warranty lnformation 

{
Í ( . . 'l\À.(() ~~~\Cisco hardware and software produc~s are covered for a ~inimum of90 days. Some 
\\ b ~ J?t'opucts have a longer or more appropnate coverage, rangmg from One-Year to 

\ \ ' .:Limited Lifetime warranties. Note that ali Warranties are applicable to original owner 
'\ .... ... ' " 
·'-. . c;;;·t:_~:.o'nly and support is subject to product end-of-life terms. 
'"'-~ .... , .. . 

Warranty1 

Cisco Standard 90-day 
Hardware Warranty, 
Software Warranty and 
License Agreement 
(78-5235-vvrrl 
90-Day Limited Hardware 
Warranty(78-5236-vvrrl 

One-Year Limited Hardware 
Warranty (78-10747-vvrrl 

Limited Lifetime Hardware 
Warranty (78-6310-vvrrl 

End-User Software License 
Agreement and Software 
Warnmty (78-3621-vvrrl 

Entitlements Description 
• Advance Replacement shippingwithin 10 business days lrom RMA date, wthin 90 days oi original 

shipmentlrom Cisco orlrom Cisco Reseller 
• 90-0ay Assurance thatthe Media SW is delivered is delect-lreeand the SW conlormsto its published 

specifications 
• Guest Access to Cisco Connection O nine (CCO) 

• Advance Replacement shippingwithin 1 O business days lrom RMA date, wthin 90 days oi original 
shipmentlrom Cisco orfrom Cisco Reseller 

• 90-Day Assurancethatthe Media SWis delivered is defect-freeandthe SW conlormsto its published 
specifications 

• Guest Access to Cisco Connection O nine (CCO) 
• Advance Replacement shippingwithin 10 business days lrom RMA date withinOne Yearol original 

shipmentlrom Cisco orfrom Cisco Reseller 
• 90-Day Assurancethatthe Media SWis delivered is delect-lreeandthe SW conformsto its published 

specifications 
• Guest Access to Cisco Connection O nine (CCO) 
• Advance Replacement shippingwithin 10 business days lrom RMA date during suppcrted life of the 

product,startingoriginal ship date lrom Cisco o r Cisco reseller. (fan and power supplywarranty limited 
to 5 years from ship-date) 

• 90-Day Assurance thatthe Media SW is delivered is delect-lreeand the SW conlormsto its published · 
specifications 

• Guest Access to Cisco Connection Onlne (CCO) 
• 90-Day Assurancethatthe Media SWis delivered is delect-lreeandthe SW conformsto its published 

specifications 
• End Use r ücense Agreement terms 
• Guest Access to Cisco Connection Onlne (CCO) 

5-Years Limited Hardware • Replacementshipping within 15 business da'f.õlrom RTF date within 5 yearsfromthe original ship date 
and 1-Year Limited Software from Cisco or Cisco reseler 
Warranty (78-13712-vvrrl • One-Year SW support ilcludes availability of bug fixesand maintenance relea!!s 

• Cisco TAC 24x7 support forP1/P2 cases for Rve years 
• Guest Access to Cisco Connection Onlne (CCO) 

1. uw· and urr" suffixes ofthe warranty document numbers representthe revision and version numbers 
respectively. 

For More lnformation 

See the Web site: 
http://www.cisco.com/en/US/products/prod_warranties_listing.html 

Cisco Capital Financing 
Cisco Systems Capital cffers a variety o f financing and equipment leasing alternatives, 
both short term and long term, to customers and partners in the United States, Canada, 
Europe, Asia, Australia, and Latin America. Cisco Capital 's financiai solutions offer 
customers the ability to acquire new technologies or refresh existing equipment 
through flexible , easy-to-use programs. 

For More lnformation 

See the Cisco Systems Capital Web site : http://www.cisco.com/go/CiscoCapital 
Within theUnited States, cal! 800 730-4090. 

• Product Warranty lnformation -
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Cisco Authorized Refurbished Equipment (US and Canada Only) 
Customers looking for used Cisco equipment can now be assured o f the quality and 
support they come to expect from new Cisco products, through the Cisco Authorized 
Refurbished Equipment program. Cisco Authorized Refurbished Equipment gives 
customers a price competitive altemative to buying uncertified and unlicensed 
products offthe secondary market. All equipment sold through this program is labeled 
"Refurbished by Cisco Systems," indicating that the product is Cisco tested, 
refurbished, authorized, and supported. The program is limited to certain countries, 
so interested customers should check with their local Cisco account manager o f Cisco 
authorized reseller for availability. 

For More lnformation 

End Users/Customers: 
cisco.com/en/US/ordering/or6/or17/order_refurbished_equipment_program_description.html 

Resellers : http://www.cisco.com/go/refurb ( click on "Refurbished Products") 

Cisco Services 
Cisco Services offers a wide range o f services and support to customers, partners and 
resellers. Through a suíte o f support services Cisco enables you to improve the overall 
efficiency ofyour network operations and network performance, while benefiting from 
the broad range ofCisco engineering knowledge and experience base, leading practices 
and innovative, web-based tools. 
Cisco Advanced Services (AS) is a comprehensive suíte ofprofessional engineering 
support offerings o f Cisco networking solutions delivering the highest leveis o f 
availability, quality of service, and security for your specific network needs to realize 
business retum on investment through high performance networking and 
communications applications enablement. Cisco Technical Support Services (TSS) 
offer leading-edge services to improve customer productivity, protect customer 
investment, and maximize operational efficiency. Cisco TSS solutions provide access 
to highly skilled engineers with technical expertise on multiple disciplines of 
technology. In addition, Cisco TSS provides you with the online tools and resources, 
software support and hardware replacement options to address your challenges and 
provide rapid problem resolution. Key support tools and knowledge provide your staff 
with the ability to avoid problems, maximize network utility, and expedite problem 
resolution. 

For More lnformation 

Technical Support Services: 
http://www.cisco.com/en/US/products/svcs/ps3034/ps2827/serv_group_home.html 
Advanced Services: 
http://www .c i sco.c om/en/US/products/svcs/ps11 /serv _ category _home. htm I 
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Routers 

Routers ata Glance 
Product 
Cisco lOS® Software 

Features Page 
See the Chapter 9---CiscoiOS Software and Network Management foran overview of Cisco 9-4 
lOS Software 

Cisco SOHO Series Se cure Ethernet, A~L. ADSL over ISDN, and G.SHDSL Routersfor Small Office andHome Ofices 1-8 
Broadband Routers • lntegrated securty of Cisco lOS Softwarewith Statefullnspection lirewall and 

Cisco 800 Series 
Router 

Cisco 1700 Series 
Router 

Cisco 2500 Series 
Router 

Cisco 2600 Series 
Router 

Cisco 3600 Series 
Router 

software-based ~ES encryption 
• Easy setup and deployment usilg Cisco Router Web Set Up Tool (CRWS) 
• Offers many local and remote debug and troubeshooting features in Cisco lOS Software 

Ethernet, ADSL,ADSL over ISDN, G.SHDSL, ISDN, and serial routers forsmall remote offices 1-9 
and teleiMlrkers 
• 1-portEthernet, 1-portADSL, ADSLover ISDN or G.SHDSLor 1-port BRI (optionaiNTl), 1-port 

seriaiWAN 
• 4-port Ethernethub or 10/100 swithch on most models and 2 analogtelephoneports on ISDN 

models and 4analog wice portson 827-4V 
• Advanced securiy features incuding statefulinspectionfirewall and hardwareassisted 

encryption (Bll series) 
• Toll quality voice with VoiP (Cisco 827-4V) 
• Dia I back upand out-of-band rranagement (Cisco 830 series) 

Flexible, secure, modular access routers 1-11 
• 1-port autosensng 1W100 Fast Ethernet LAN 
• Modular slots support a wide variety of WAN and voice interfacecards 
• Supports secure Internet, intranet,and extranetaccessaswell as newWAN applications 

including VPNs, integrated voice/data (VoiP), and broadband services 
• VLAN Capabiity 
• Supports upto three Ethernet connectionswith 1FE and 2 ENET WICs 

Fixed-port configuration accessservers 1-14 
• The CiscoAS2509-RJ/AS2511-RJ accesS/terminal servers provi de Ethemet LAN connectivity 

and enableB or 16 (respectively) userS/devices \ia async connections 
• Ideal forlow-density analog telephone lne dia I access applications via externai modems 

Modular multiservice router 1-16 
• Single ordual LAN (Ethernet 10/100 Mbps Ethernet, bken Ring and rrixed Ethernet options) 
• Wide variety of interfacesupport,including integrated 16-port switching, high-density analog 

and digital, voice, Cisco lOS Firewall and VPN, async and sync serial, ISDN, Fractional and 
channelizedTl/E l, Ethemet, analog modems, ADSL, G.SHDSL, switching integration, and 
ATM support 

• SharesWAN interface cardsand networkmoduleswith Cisco 1700, 3600 and3700 series 
• Cisco 261 OXM, 2620XM, and 2650XM modelsoffer the featuresof Cisco 2600 with more default 

memory, capacity, performance andFE support on ali models. 

Modular multiservice high-densiy access router 
• 2-, 4-, and 6-slot models 
• Wide variety of media support including:high density analog and digital voice, Cisco lOS 

Firewall and VPN, integrated 16-port switching, ADSL, and G.SHDSL, async and sync serial , 
BRI and PRIISDN, channelizedT1/E1 , Ethernet, Fast Ethernet, Token Ring, digital and analog 
modems, and ATM 

• Digital and analog 10ice/fax overiP or Frame Relayor ATM 
• The Cisco 3640 is no longer orderable. Customers are encouraged to rrigrate to the Cis:o 

3700 Series Routers. On an interim basis we h ave ma de available the Cisco3640A as an 
alternativa for customer.; with configurations not available on the Cisco3700. 

1-22 

-----=-----
. <QS no 03!20U5 - ('r~ -

Routers ata Glance ~CPMJ_ ~ CORREfo~ :-

~~1 JlsT1 
L b~c;~ 3 6 9 7 I 

--·-----~~. 



• 
Product 
Cisco 3700 Series Router 

Cisco 7100 Serias 
VPN Router 

Cisco 7200 Serias 
Router 

Cisco 7300 Serias 

Cisco 7400 Series 
Router 

Cisco 7500 Series 

Cisco 7600 Series 

Cisco 10000 Series 

Chapter 1 Routers 

Features Page 
Modular multiservice high-densty access router 1-26 
• Enable higher leveis of application andservice integration inenterprise branch offices in a 

small formfactor 
- Supportsintegrated firewall,intrusion detection, and VPN capabilties and offloads 

processing to on-board Advancedlntegration Module (AIM) 
- Combinesflexible routing and lowdensityswitching in a single platformwith new 16 and 

36-port EtherSwitch modull 
- Delivers internai in-line powerfor the EtherSwitch portsfor a single platform Branch Dffice 

IP Telephony and \bice Gateway 
-Conserves WAN bandwK!th with Content Engine module to combine intellgent caching, 

content routing and management 
- Higher performanceenables scalable deployrrnnt of multi pie, concurrent applications 

• Wide variety of interface support, including integrated36 and 16-port switching, high-density 
analog anddigital, voice, Cisco lOS Frewaii/IDS and VPN, Fractional and channelizedT1/E1 
and DS-l Ethernet Gigabit Ethernet and AI:EL 

• SharesWAN interface cardsand networkmoduleswith Cisco 1700, 2600/2600XM, and 3000 
series 

Large branch and centralsite VPN router. for a dedicated site-to-siteVPN solution 5-11 
See Chapter~VPN and Securityfor information onthe Cisco 7100 Series VPN Routers 

WAN-edge router prm.1ding intelligentservices, modularity, high performance, imestment 1-31 
protection, and scalabiity in a small form facto r 
• Modular 3 AU Chassis 
• 4- or 6-slot models and choiceof system processors for up to 1 Mpps performance 
• Wide variety of LAN and WAN options,including Ethernet,Fast Ethernet, Ggabit Ethernet, 

Token Ring, FDDI, serial, ISDN, HSSI, ATM, Packet over SONET. DPT/RPR 

Network Edge routerwith high performance IP services delivered at optical speedsfor servi c e 1-35 
providers and enterprise networks 
• Compact and modullr 4 rack un~ chasss-4 slots 
• High performance connectiVty-T3through OC4&'STM16 with 3.5 Mpps performance 
• Built-in Gigabit Ethernet connecti'tv 
• Multiprotocol routing:IP.IPX, AppleTalk. DLSw 
• Compact size, high availability and optimal cooling 

Highest performance 1 rack unit router inthe industry. with a stackable architectLre that is 1-38 
designed for servi c e provider and enterpri9! networks 
• One port adapterslot, two built-in 10/100/GE Ethernet ports, anda broad ra nge of WAN media 

interfacesfrom DSOto OC3 (40+ port adapters) common with Cisco 7x00-series portadapters 
• High-densitybroadband aggregation 
• Managed CPE for servi c e provi der demarcation point 
• Gigabit Ethernet to Ggabit Ethemet IP services applicationsplatform 

High-end services-enabled coreand WAN aggregaton routerfor enterprise and service 1-40 
provider applications 
• 5-, 7-, and 13-slot models 
• 1-, 2-, or 4-bus models offering 1, 2, or 4 Gbps backplanes 
• Wide variety of LAN and MN optionsincluding Ethernet, Fa!t Ethernet, Gigabit Ethernet, 

Token Ring, FDDI, serial, ISDN, HSSI, ATM, and Packet over SONET 

Service provi der and high-end enterprise-class router delvering opticaiWAN and 1-45 
Metropoltan Are a Networkservices w~h high-touch IPservices at the networkedge. 
• Consolidated lAN/WAN/MAN in a single platform 
• Scalable bac~lane bandlllidth from32 Gbps to 256 Gbps and performance fDm 15 Mppsto 

30 Mpps 
• High-volume aggregation of Ethernet traffic (srverfarms) 
• Wide range of IMN/MAN interfacesfrom NxDSO, T1, T3to OC-48with line rate services 
• Ideal for Internet data centermetropolitan agJregation, WAN edge aggregation, and 

enterprise core applications 
• Also suppcrts Catal15t 6000 series line cards 

Service provider-class edge services router 1-47 
• High-Performance IP, MPLS, and Broadband Services- The Cisco 10000 Series enables 

servi c e providers to deployrevenue-generating services without worr,ing about 
performance degradation 

• Carrier-Ciass High Availability- With its carrier-class high availability, the Cisco 10000 
Series minimizes costlynetworkoutages and maximizing end-{;ustomer satisfaction 

• Application lntegration- The Cisco 10000 Series leverages servi c e providers· current 
investments by enabling leased line and broadband aggregationfeatures on a single platform 

• Application Flexibil~- The Cisco 10000 Series h as a broad range of channelred, clear 
channei,ATM and LAN interfaces.Physical interface speeds from E1/T1 upto 
O C-48c/STM-16c 

• Routers ata Glance 
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Chapter 1 Routers 

Product 
Cisco 10700 Serias 

Cisco 12000 Series 

Cisco SN 5400 Serias 
Storage Router 

Features 
Service provider-class metro edge services router 1-49 
• Optimized building blockforthe next generation metro Ethernet/IPaccess networks 
• Equipped with either(24) 1!:V100 o r 4 GbE and 8 FE ports forcustomer acces; and 

OC-48c/STM-16c dynamic packet transport/reslient packet ring (DPT/RPR) techndogy or 
Packet Over SONET (POS for metro optical connectivity 

• Powered by Cisco lOS 12.0S software and the parallel express forwarding (PXF) architecture 
• Cost-effective,reliable, high-performanceplatform supportingfull suite of IP/MPLSfeatures 

and servicesfound in Cisco Internet Routers 
• With DPT/RPR architecture, enables optimal fiber connectivity as well as featuressuch as IP 

class of servi c e, VoiP. L2 VPN (EoMPl.S and L2TPv3) and L3VPN (MPLS) services 

Premie r high-end routing portfolio for servi c e provider backbone and high-speed edge 1-51 
applications With its unique, modulardistributed system architecture, theCisco 12000 Series 
Router. is the industry choice for building Carrier IP/MPLS networks with its portfolio of 10Gbps 
systems and interfaces: 
• Seven chassis options thatfit your scaling and real estate requirementsoffering the only 

complete solution for small to larga POPs; backbone oredge. 
• The only platforms supporting backbone-{)r edge-oplimized line cards in the same chassis, 

maximize the value of line-rate edge applicatons with 10G uplinks, and sustained line-rate 
performance as theyscale to maximum capací:y. 

• Proven investment protection with simple, field upgrades to tigher switching capacities 
• The only complete priority packet delivery solution set-the indust,.Ys only IP QoS 

implementation that uniquelyenables premium real time IP sen.ices such asVoiP and video. 
• Extensiva portfolio of line cards offering leading edge technologies(POS, ATM, DPT/RPR, 

GbE/FE),support awide range ofnetworking speeds(from DS1 to OC-192c/STM-64c). 
• The industry's onlyhigh-end router proven (via independentlab testing)to maintain customer 

connectionsand network traffic with zero packetloss despite a route processar failure. 
Enables direct access to storagesystems anywhere on an IP network.EnablesSCSI over IP 1-55 
(iSCSI); the firs: storage implementation basedon IP standards. 
• Cisco SN 5428: Migrates DAS (Direct Attached Storage)environmentsto SAN (Storage Area 

Networks) for small I medi um businesses and enterprise workgroups. This is a full function 
Fibre Channel switchthat addsiSCSI, providing very low price perport networled storage 
configurations 

Sample Routing Solutions Overview-WAN & Internet Data Center 
8DWDIW 
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Chapter 1 Routers 

' C/1 C/1 C/1 C/1 
Cl) C/1 C/1 C/1 C/1 C/1 C/1 C/1 C/1 C/1 C/1 Cl) Cl) Cl) 

·;:::: C/1 Cl) Cl) Cl) Cl) Cl) Cl) .!!! .!!! .!!! Cl) ·;:::: ·;:::: ·;:::: 
Cl) Cl) ·;:::: ·;:::: ·;:::: ·;:::: ·;:::: ·;:::: ... ... ... ·;:::: Cl) Cl) Cl) 

Cl) ·;:::: Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) cn cn cn 
o Cl) cn cn cn cn cn cn cn Cl) cn Cl) C) C) C) 

= cn 8 8 8 8 8 8 8 8 8 8 8 N 8 o g ..... ..... u::l u::l ..... ... N ~ 
..,. 1.1'1 u::l C) C) N 

cn ao ... N ~ ~ ..... ..... ..... ..... ..... ..... ... ... ... 
Rxed Ports 011y X X 

Rxed & Modular X X xl X X X X 
Ports 

Modular Ports Only xz X X X X X X 

LAN Ports 

10-MB Ethernet X X X X X X X X X X X X 

10-MB Ethernet X X X X X X 
(fiberl 

100-MB Ethernet X X X X X X X X X X X 

100-MB Ethernet X X X X X X X X X 
(fiberl 

10/100-MB Eth X X X X X X X X X 

Token Ring X X X X X 

FOOI/CODI X 

ATM X X X X X X X X X X 

Gigabit Ethernet X X X X X X X X X X 

WAN Ports 

Sync Serial X X X X X X X X X 

Sync Serial w/ CSU X X X X X 

ISDN BRI (S/Tl X X X X X X X X X 

ISDN BRI(Ul X X X X X X X X X 

ISDN PRI!Ch T1 X X X X X X X X 

ISDN PRI w/ CSU X X X X X X X 

Async X X X X 

Analog/POTS X X X X 

lntegrated Modems X X X 

lntegrated Modem X X X X 
WICs 

HSSI xJ X X X X X X X 

DS3 X X X X X X X X X X 

ATMOC-3 xJ X X X X X X X X X 

ATMOC-12 X X X X X X 

ATM X X X X X X X X X 

ATM- T1/E1 X X X X X X X X 

POS OC-x!STM-x X X X X X X X X 

DPT/RPR X X X 
OC-12/STM-4 

DPT/RPR X X X X 
OC-48/STM-16 

DPT/RPR X 
OC-192/STM-64 

ADSL X X X X X X 

ADSL over ISDN X X 

G.SHDSL X X X X X 

lOS L X X X X 

DPT X X X X X 

. • Cisco Routers Port Matrix -
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• 
"7 C/1 C/1 C/1 

Cl) C/1 C/1 C/1 C/1 C/1 C/1 C/1 C/1 C/1 C/1 Cl) Cl) J 13L' 
·;: C/1 Cl) Cl) Cl) Cl) .! Cl) Cl) Cl) Cl) Cl) ·;: ·;: • Cl) Cl) ·;: ·;: ·;: ·;: ... ·;: ·;: ·;: ·;: ·;: Cl) Cl) 
Cl) ·;: Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) 

o Cl) Cl) Cl) cn Cl) Cl) Cl) Cl) cn Cl) cn Cl Cl ~\ \ A :c Cl) 
Cl 

~ 
Cl Cl Cl Cl Cl Cl Cl Cl Cl N 

o 8 Cl s Cl Cl Cl Cl ~ Cl s 8 
,... ,... ,... ... N C") LI") Cl 

Cl) = ... N C") C") ,... ,... ,... ,... ,... ,... ... ... ... '~-
Voice Pons ~ 
Analog X X X X X 

Dig1tal X X X X X X X X 

ln11grt11d Switching 
I 

lntegrated 16-port I X X X 
SIMtchmg 

lntegrated 36-port xl X 
SIMtchmg 

lnlmePower x4 x4 X 

Content Acceleration and Delivery 

Content Engme X X X 

SecurityNPN 

Encrypt10n X xl X 
Advanced 

c lntegrat1on 
Modules 

Encrypt1on x2 X 
Network Module 

1. Cisco 3660 only 
2. Cisco 3620 and 3640 
3. Supported on the 2691 only 
4 . Requires externai power source 

• 

c 

• I RQS no O~s - r,N 
1 CP_Ml • CORREIOS 

Cisco Routers Port Matrix J ~ J J S 

f, '~9 7 
I 
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• 
Memory lnformation for Routers 

ff.,..._'~, Memory Type Slots ~:~~~ Max Memory ~:~~~ration (Notes) Tn ~··~~~~~~~-! \. 'j J S 'H 
1 

78 Flash 8MB 8MB No Upgradeable Mlmory 
\ \ ~ ) . [ f ORAM 16MB 16MB 

\ \' _s-f\ .. ..,~-'="~-=-gJt,.r:0=--=-:90=---=-Aa-sh.,--------~-----=8:-::M-:-:B=-----8""'M:-:-::-B -------,-,N-0 :-:-Up-g-ra---=d-ea-,-b7le--:Ml-:--m-ory ___ _ 

' (' P l ' \"-)'' ORAM 32MB 32MB 
~ . .;...../ :::80~1---=.8:::0:::-2.-=8=o3=-,-=Aa-sh-:----------:----:8:-:M-::B::-----:::12:-:M:-:B::-----::4M~B=-o-n--;b-o-ar--;d-an-d:-:4:-:M:;;-B-o-=r8;:;-M:::B:-:M-:-:i--:ni-

and 804 ORAM 4MB 12MB flash card 

805 Aash 4MB 12MB 
ORAM 8MB (On board) 16MB 

811 and813 Aash 8MB 12MB 
ORAM 8MB 16MB 

827-4V, 828 Flash 8MB 16MB 
ORAM 16MB (827-4V: 32MB 

24MB, 806: 32MB) 

831,836.837 Aash 8MB 24MB 
ORAM 32MB 48MB 

1721 Aash 16MB 16MB 
ORAM 32MB (On board) 48 MB 

1751 Aash 16MB 48MB 
ORAM 32MB 96MB 

1760 Aash 16MB 64MB 
ORAM 1 32MB 96MB 

2500 Series Aash 2 8MB 16MB 
ORAM 4MB 16MB 

2600 Series Aash (261xXM, 262xXM, 16MB 48MB 
265xXM) 
Aash (261x) 8MB 16MB 
Aash (262x,265x) 1 8MB 32MB 
Aash (2691) 2 32MB 128MB 
ORAM (261XM, 262xXM) 2 32MB 128MB 
ORAM (265xXM) 2 64MB 128MB 
ORAM (261x, 262x) 2 32MB 64MB 
ORAM (265x) 2 32MB 128MB 
ORAM (2691) 2 64MB 256MB 

3620 and 3640 Aash (PCMCIA) 2 o 32MB 
Aash (SIMM) 2 16MB 32MB 
ORAM 4 32MB 64MB (3620) 

128MB (3640) 

3660 Aash (PCMCIA) 2 o 32MB 
Flash (SIMM) 2 16MB 64MB 
SORAM 2 32MB 256MB 

3700 Flash (InternaO 32MB 128MB 
Flash (Externai) OMB 32-128MB 
ORAM (SoOIMM) 2 128MB 256MB 

7100 Series Flash (PCMCIA) 2 48MB 110MB 
Sy.;tem SORAM 64MB 256MB 
Packet SORAM 64MB 64MB 

7200 Series Flash (PCMCIA) 20MB 128MB 
Flash (non-volatile, fixed conlig) 128 KB 128 KB 
Aash (C7200-IO-FE bootflash) 1 4MB 4MB 
Flash (C7200-10-2FE, 4 ora MB 4 o r 8MB 
C7200-IO·GE/E bootflash) 
ORAM (NPE-225) 1 128MB 256MB 
ORAM (NPE-300) 4 32+128 MB 32+256 MB 

ORAM (NPE-400) 128MB 512MB 
ORAM (NSE-1) 128MB 256MB 
ORAM (NPE·G1) 256MB 1GB 

7300 Series Flash (CFM) 64MB 128MB 
ORAM 128MB 512MB 

Memory lnformation for Routers 

4MB onboard and 4MB or 8MB OIMM 
module 

4MB On board +4MB Mini Aash 

4MB On board+4MB or8MB Mini Flash 
8MB on board and4MB or 8MB OIMM 
Module 

8MB On board +4MB Mini Aash 
16MB Onboard and 4MB or 8MB or 
16MB OIMM Module 

Uses Mini Aash 

Slot0=8MB 

16MB on M~her Board; Slot O= 32MB 

Slot0=8MB 
Slot0=8MB 
Slot 0= 32MB 
Slot O= 32MB; Slot 1 = empty 
Slot O= 64 MB; Slot 1 = empty 
Slot O= 32MB; Slot 1 = empty 
Slot O = 32 MB; Slot 1 = empty 
Slot O= 64MB; Slot 1 = empty 

Slot0=8MB 
Slot O= 16MB; Slot 1 =16MB 

Slot O= 128MB 

Slot O= 48MB 
Slot0=64MB 

Slot O= 128MB OIMM 
Slot O= 32MB DIMM, Slot 2 = 128MB 
DIMM 
Slot O= 128MB SoDIMMs 
SlotO =128MB OIMM 
Slot0=128 MB SoOIMM,Siot2= 128 
MB SoOIMM 
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c f 

Default Default 
~:-... ~~ •. 

/fs1 S· Router MemoryType Slots Memory Max Memory Configuration (Notes) 
7400 Serias Flash (PCMCIA) 2 64MB 128MB \ \ O' 

ORAM (NSE-1) BB 256MB 512MB .\ A-
ORAM (NSE-1) CP 128MB 512MB ;:,-·-·----·· 

7500 Series Flash (PCMCIA) RSP2, RSP4+ 1 16MB 20MB -~ 
Flash (PCMCIA) RSPB 2 20MB 40MB 
Flash (PCMCIA) RSP16 48MB 128MB 
Flash (SIMM) 8MB 8MB 
ORAM (RSP2) 4 32MB 128MB 
ORAM (RSP4+, RSP8) 2 64MB 256MB 
ORAM (RSP16) 2 128MB 1GB 
ORAM (VIP2-40) 32MB 64MB 
ORAM (VIP2-50) 32MB 128MB 
ORAM (VIP4-50/80) 64MB 256MB 
ORAM (VIP6-IIl) 64MB 256MB 

7600 Series Flash (PCMCIA) 16MB 20MB 
ORAM (Sup 2) 128MB 512MB 
ORAM (MSFC2) 128MB 512MB 
ORAM (PFC2) 128MB 256MB 

10000 Series Flash (PCMCIA) 2 48MB 128MB 1 x 48MB ships as default; 128MB is 
Flash (Internai) 32MB 32MB optional 

Shared (PRE-1) 128MB 128MB c ORAM (PRE-1) 512MB 512MB 

10700 Series Flash (Internai) 32MB 64MB Maximum memory is configured IIIÍth 
SORAM RP 256MB 256MB No Option 

Packet Buffer 1 64MB 64MB 

12000 Serias Flash (PCMCIA) 2 20MB 20MB 
ORAM (GRP-B) 1/2 128MB 512MB Route Memory 
SORAM (PRP-1) 1/2 512MB 1GB Route Memory 
ORAM (l.ine Cardsl 1/2 128-256 MB 256-512 MB Route Memory Uine card dependent) • SORAM (l.ine Cards) 1/2 128-256 MB 256-512 MB Packet Memory Uine card dependent) 
Shared (PRE-2) 128MB 128MB 
ORAM (PRE-2) 512MB 512MB 

c 

• 
· '\OS no 03!2005 - I,N 

Memory lnformation for R . c 

I ) ' 

j Do~:-~-- -.-----. --~---_ 
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• 
,...<·ç~-~Cisco SOHO Series Ethernet, ADSL 

/. /...--~o er ISDN, ADSL and G.SHDSL 
~ f ·'!J ~ tco ters 

''b~ ' \\\ 0 .. ,.1~ Cisco SOHOseries provides an 
. "-- ~. su,l." d bl I . 1 . '' ·,·· · r>-;~;~ .lr)<tuor a e, secure, mu t1-user access so utwn 

....... _~.~ 
to small office/home office (SOHO) 
customers while reducing deployment and operational costs for service providers. 
Through the power o f Cisco lOS software technology, the Cisco SOHO 91 Ethernet to 
Ethernet Router, the SOHO 96 ADSL over ISDN, the SOHO 97 ADSL and SOHO 78 
G.SHDSL routers provide superior manageability and reliability. 

Whento Sell 

Sell This Product 
Cisco SOHO 91 

Cisco SOHO 96 

Cisco SOHO 97 

Cisco SOHO 78 

Key Features 

When a Customer Needs These Features 
• Ethernet VIAN port for u!ll with an e1d:ernal DSL ar cable modem w~h 4-port 10!100 switch, stateful 

flrewall and software ba!l!d encryption 

• ADSL modem for use of ADSL ave r ISDN vvith 4-port 10/100 switch, stateful firewall and software 
based encrwtion 

• ADSL modem for ADSL ave r POTS with 4-port 10/100 switch, stateful filllwall and software based 
encryption 

• 4-port Ethernet Hub and 1 G.SHDSL por! with firewall security and Cisco lOS manageabilty and 
reliability 

• Integrated security of Cisco lOS Software with Stateful Inspection Firewall and 
software-based 3DES encryption (no encryption on the SOHO 78) 

• Easy setup and deployment using Cisco Router Web Set Up Tool (CRWS) 
• Offers many local and remate debug and troubleshooting features in Cisco lOS 

Software 

Competitiva Products 

• 3Com: OfficeConnect 810 
• AI catei: Speed Touch Pro Router 
• Cayma n: 3220H 
• Efficient: ffi61. 5660 
• Lucent: Cei!Pipe !DA 

Specifications 

Feature SOHO 91 
Fixed LAN Ports 4-port HV100 Switch 

Fixed WAN Ports 1-port Ethernet (connect to 
externai DSL ar cable modem 

Flash Memory 8MB 

ORAM Memory 32MB 

Dimensions (HxWxD) 2.0 X 9.7 X 8.5 in. 

For More lnformation 

• Neto pia: R6100, 4533 
• Westel: Wirespeed 36R566 
• Zyxel: 641, 782 
• Nokia: MW1352 
• Unksys: Etherfast models 

SOHO 96 
4-port 10/100 Switch 

1 -por! ADSL over ISDN 

8MB 

32MB 

2.0 X 9.7 X 8.5 in. 

SOHO 97 SOHO 78 
4-port 10!100 Switch 4-port Ethernet 

(10BASE·T) 

1-portADSL over POTS 1-port G.SHDSL 

8MB 8MB 

32MB 16MB 

2.0 X 9.7 X 8.5 in. 2.0 X 9.9 X 8.3 in. (5. 1 X 
25.2 x 21.1 em) 

See the Cisco SOHO Web site: http://www.cisco.com/go/soho90 

. • Cisco SOHO Series Ethernet. ADSL over ISDN, ADSL and G.SHDSL Routers 

) 
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Cisco 800 Series 
The Cisco 800 series router provides enhanced network 
security and proven reliability through Cisco lOS 
software, for small offices and telecommuters. lt connects users to the Internet or to a 
corporate LAN via one ADSL, ADSL over ISDN, G.SHDSL, IDSL, ISDN, or serial 
connection (up to 512 Kbps), or with an Ethemet WAN port connected to an externai 
broadband modem. 

When to Sell 

Se li This Product When a Customer Needs These Features 
Cisco 800 Serias • Companies who Cisco IOS.based netwaks who wantto add telecommuters 

• Service providers who offer value·added S!rvicesto small offices 
• VARs who are familiarwith Cisco lOS softv.are and want to p10fitably S!rvice small office customers 
• Ethernet LAN ports and variety oi WAN connectility, including: ISDN BRI, Frarne Relay, ADSL., G.SHDSL. 

async dialup jsee Specificationsfor details) 

Key Features 

• Fixed configuration support for severa! types ofWAN connections 
• Standard security with ACLs, PAT/NAT, PAP/CHAP, MS-CHAP, Lock and Key, 

and Generic Routing Encapsulation (GRE) tunneling 
• Enhanced security with stateful inspection firewall, IPSec encryption (hardware 

based on Cisco 830s and AES encryption on Cisco 830s) 
• Toll quality voice with VoiP on Cisco 827-4V 
• Integrated 4-port 10/100 Ethernet Switch on Cisco 830 series 
• Bandwidth optimization features such as compression, Bandwidth-on-Demand, 

Dial-on-Demand, Always-On-Dynamic-ISDN (AODI), and X.25 over D channel 
(Cisco 801- 804) 

• Support for CAPI applications in the European market 

Competitive Products 
• 3Com: Office Connect Remote 511/521 
• Alcatel : Speed Touch Pro Routers 
• Ascend: Pipeline li/85 
• Efficient: !il61/5660 
• Intel: Express 8100 

Specifications 

Cisco 801, 802, 803, 804, 805,811 and 813 

Feature 801 802 
Fixed LAN Port 1-port Ethernet 1-port Ethernet 
Connections llOBASE-T) llOBASE-T) 

Fixed WAN Port 1-port ISDN BRI 1-port ISDN BRI 
Connections IS/Tl lU) NT-1 

Flash Memory 8MB ldefault) 8MB ldefault) 
12MB jmax) 12MB lmax) 

ORAM Memory 4MB ldefault) 4MB ldefault) 
12MB (max) 12MB (max) 

Dimensions 2.0 X 9.9 X 8.3 in. Same as Cisco 
IHxWxD) (5.1 X 25.2 X 21.1 801 

em) 

• Neto pia: R3100, R6100, 4533 
• Nortei/Bay: Nautica 250 
• Nokia: MW1352 
• Zyxel: 782 
• Linksys: Etherfast 

803 
4-port Ethernet 
hub llOBASE-T) 

1-port ISDN BRI 
IS/Tl 
2 analog ports 

8MB ldefault) 
12MB lmax) 

4MB ldefault) 
12MB jmax) 

804 
4-port Ethernet 
hub llOBASE-T) 

1-port ISDN BRI 
IU)NT-1 
2 analog ports 

8MB (defaut) 
12MB lmax) 

4MB ldefaut) 
12MB (max) 

811 813 
1-port Ethernet 4-port Ethernet 
OOBASE-T) hub llOBASE-T) 

1-port ISON BRI 1-port ISDN BRI 
S/T and 1-port S/T and 1-port 
ISDN BRIIU) NT-1 ISDN BRI (U) NT-1 

4MB (default) 
12MB lmax) 

8MB ldefault) 
16MB (max) 

2 analog ports 

8MB jdefault) 
12MB jmax) 

8MB ldefault) 
16MB lmax) 

Same as Cisco Same as Cisco Same as Cisco Same as Cisco 
801 801 801 801 

~~~,"'_03~~~~~fil 
~---------------------------------------c_is_c_o_so_o_s_e_Í~fWnt~s:~ L 
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• 
Cisco 800 Series (805, 836, 827-4V, 828, 836, 837) 

Feature 805 827-4V 828 831 836 837 
~-~, .. _ Fixed LAN Port 1-port Ethemet 1-port Ethemet 4-port Ethemet 4-port Ethemet 1-port Ethemet 4-port Ethemet 
\:.~ ''· · . . =Co_n....,ne,.,.c,..,.ti=-::on,_s=----:-(1_0B_A-:S~E-.,...T)-:----:-(10_B_A-:SE-=-T=)-~h~u-b--:(1-;;0B-;;AS::-:=:E-;;:-T)---:(~10_B--:AS-=E::--T-) ----:(-10_BA-:-S_E_-T_l ----;(1_0_BA-:-S-=-:E:;-;;-T::-) __ 
( !' ()... . \ Fixed WAN Port 1-port Serial 1-port ADSL 1-port G.SHDSL 1-port Ethernet 1-port 1-port ADSL over 

\. J-) · Connections (Up to 512 KBPS) ADSL-over-ISDN, POTS 
a_') 1-port ISDN S{T 
~ ~ - ,=-FI~as~h~M~em--o~----7.4M:-:-=B.,-(d~ef~a-,ul~t)---8~M7.B~(~d~ef~a~ul~t)----:8~M~B~(~de-:f-au~lt.,...)---:8~M~B~(d.,...e~fa-~~t)~~8M~B7(d~e-:-fu-utt~)--~8M~B~(d--:ef~au-:lt7)---

"- · 12MB (max) 16MB (max) 16MB (max) 24MB (max) 24MB (max) 24MB (max) 

;_'fJ-=::~-~:·:>/' ORAM Mamo~ 8MB (default) 24MB (defaultl 16MB (defaultl 32MB (defaultl 32MB (default) 32MB (default) 
16MB (max) 32MB (max) 32MB (max) 48MB (max) 48MB (max) 48MB (max) 

Dimensions 
(HxWxO) 

2.0 x 9.9 x 8.3 in. Same as 
(5.1 x 25.2 x 21 .1 Cisco 805 
em) 

Same as 
Cisco 805 

2.0 X 9.7 X 8.5 in. 2.0 X 9.7 X 8.5 in. 2.0 X 9.7 X 8.5 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 8110 Series Routers 
CISC0801 
CISC0802 
CISC0803 
CISC0804 
CISC0805 
CISC0801-CAPI 
CISC0803-CAPI 
CISC0827-4V 
CISC0828 
CISC0831-K9 USO 649.00 
CISC0836-K9 
CISC0837-K9 

1-port 10BASE-T, 1-port BRI (S{T), IP S/w 
1-port 10BASE-T, 1-port BRI (U) w/ NT-1,1P S/w 
4-port 10BASE-T hub, 1-port BRI (S{T), 2-port POTS,IP s/w 
4-port 10BASE-T hub, 1-port BRI (U) w/ NT-1, 2-port POTS,IP s/w 
1-port 10BASE-T. 1-port seriai,IP s/w 
ISDN/Ethernet Router with one-u:2r CAPIIicense 
ISDN/Ethernet Router with one-user CAPIIicense, 4-port hub 
1-port ADSL, 1-port 10BASE-T. 4 ports FXS, IPNoice s/w 
1-port G.SHDSL, 4-port 10BASE-T hub, IP S/w 
Cisco 831 Ethernet Router 
Cisco 836 ADSL over ISDN Router 
Cisco 837 ADSL Router 

Cisco 8110 Serias CO Feature Packs 
CD08-BHL-12.0.7XV= Cisco800 Series IP/IPX/FW Plus IPSec 56 
CD08-BP-12.07.XV= Cisco800 Series IP/IPX/Pius 
CD800-5CAPI= CAPI 5 User CO 
CD08-IC-12.0.5T = Cisco 800 Series Internet DSL 
CD08-ICHL-12.0.5T= 
CD08-IBHL-12.0.5T = 

Cisco 800 Series Internet DSL PN IPSec56 
Cisco !110 Series Internet DSL IPX FW IPSec56 

Cisco 8110 Serias Mamo~ Options 
MEM800-4F= Cisco !110 Series, 4MB Aash Mini-Card 
MEM800-8F= Cisco !110 Series, 8 MB Flash Mini-Card 
MEM800-4D= Cisco 800 Series, 4MB ORAM DIMM 
MEM800-8D= Cisco 800 Series, 8MB ORAM DIMM 
MEM820-8U16F Cisco 820 Flash upgrade8Mbyte-16Mbyte 
MEM820-16U20D Cisco820 ORAM upgrade 16Mbyte-20Mbyte (16Mbyte-24Mbyte& 16Mbyte-32Mbytealso available) 
MEM820-24U32D Cisco 820 ORAM 24Mbyte upgrade to 32 Mbytes 
Cisco 8110 Series Accessories 
PWR-8xx-WW1= Cisco 8xx Series. AC Power Supply Spare 
Cisco 8110 Serias Basic Maintenance 
CON-SNT-PKG1 Cisco 800 Series SMARTnet Maintenance (8x5xNBD) 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco 800 Series Web site: http://www.cisco.com/go/800 

• Cisco 800 Series _., ..• 
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Cisco 1700 Series 
The Cisco 1 700 series modular access routers are 
designed to provide a cost-effective integrated 
access platform for small and medium-sized 
businesses and enterprise small branch offices. 

• 

These Cisco IOS-based routers deliver high-speed network access, comprehensive 
security features, and multiservice data/voice/video/fax integration to meet the most 
demanding business requirements. Within the Cisco 1700 series, Cisco 171 O security 
access routers work with existing broadband modems to provide advanced routing and 
security functionality, Cisco 1721 modular access routers provide flexible, 
high-performance data access, and Cisco 1751 and Cisco 1760 modular access routers 
are optimized for both voice and data traffic, providing a simple and cost-effective path 
to multi-service networking-today or in the future. 

Whento Sell 

Sell This Product 

Cisco 1710 

Cisco 1721 

Cisco 1751 

Cisco 1760 

Key Features 

When a Customer Needs These Features 

• Advanced routing and !!curity functionalityin one device when connecting tothe Internet using a 
broadband rmdem 

• Hardware·assisted 30ES VPN encryption at fuiiT1/E1 speeds 

• Secure.data-only access solution that adarts to customers' evolving network requirements 
• Support for data applicationsincluding VPNs and broadband acces services 
• A broad array ofWAN services supported,including Frame Relay, leased ine, ADSL. G.SHDSL.ISDN 

BRI, X.2S. SMDS and more 
• IPSec 3DES VPN encryption at full TVE1 speeds 
• IEEE 1112.1 Q VLAN Support 

Ali the above,plus: 
• Analog and digitalwice support i1 a desk·top form factor 
• 3 modular slotsfor WAN and Voice interface c aids 

Ali the above,plus: 
• 19" rackmount fonn factor 
• 4 slots with 2 WICNIC and 2 VIC slots 
• Multiservice analog anddigital voice support 
• Highest performance multi-5ervice router in the Cisco 1700 family 
• Higher dens(y analog and dgital voice support than Cis:o 1751 

• Support for up to 4 serial interfaces or 2 ISDN BRI; 1 autosensing 10/100 Mbps 
Fast Ethernet LAN connection; 1 auxiliary (AUX) port for dial-up management or 
low-speed asynchronous connections (up to 112.5 kbps) 

• Flexibility-Cisco 1700 Series supports a diverse set ofWAN and Voice Interface 
Cards that are shared with the 1600 (WAN only), 2600/2600XM, and 3600 series 
routers enabling field upgradeability to evolve with the needs of growing 
businesses 

• Integrated Device-Cisco 1700 series combines WAN routing, VPN and 
multiservice access in a single device 

• Expansion Slot- Supports optional hardware VPN module for wire-speed IPSec 
3DES encryption and can enable future technologies (VPN Module standard on 
Cisco 1710) 

• Integrated Security-The 1700 series supports context-based access control for 
dynamic firewall filtering , denial-of-service detection and prevention, Java 
blocking, real-time alerts, Intrusion Detection System (IDS), and encry.~i~o...,n~. -:---hl._..Q 

• IEEE 802 .1 Q VLAN Support RQS n° 03!20 

Cisco 1700 Se 
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• 
Specifications 

Cisco 1710 Cisco 1721 
1-port autosensng 1-port autosensilg 
10/100 Mbps Ethernet 10/100 Mbps Ethernet 

1-port 10BASE-T Ethernet Nane 
for broadband modem 

Nane 2WAN slots 

Chapter 1 Routers 

Cisco 1751/1751-V Cisco 1760/1760-V 
1-port autosensilg 1-p 
10/100 Mbps Ethernet aut( ~dn9ng1!V100 Mbps 

Ethernet 

Nane Nane 

3 slots {2 WAN o r Vaie e 4 Slots {2 WAN o r Voice 
slotsand 1 Voice-only slot}slots and 2Voice-only 

slots} 

WAN Interface Card {WIC) Nane 
Modules 

Se e Part Numbers and See Part Numbers and See Part Numbers and 
Ordering lnformation Ordering lnformation Ordering lnformation 

Voice Interface Cards 
{VIC} Modules 
Flash Memory 

ORAM Memory 

Dimensions {HxWxD} 

Nane Nane See Part Numbersand See Part Numbers and 
Ordering lnformation Ordering lnformation 

16MB Aash {default/max) 16MB {defau~); 16MB 
{max) 

1751 base model: 16MB 
{default); 16MB {max} 

1760 base model: 
16-MB Flash Memory 
{on boan!} 64-MB {max} 
1760-V: 32-MB Aash 
64-MB{max} 

64MB 

3.1 x 11.2x 8.7 in. 

1751-V mu~iservice 
ready configuration: 
32MB {default}; 
32MB {max} 

32MB {default};96 MB 1751 base model: 32MB 1760 base model:32 MB 
{max} {default}; 96MB {max} {default~6 MB 

1751-V multiservice-ready {max}1760-V:64 MB 
configuration:64 MB {default~ MB {max} 
{default}; 96MB {max} 

3.1 X 11.2 X 8.7 in. 4.0 X 11.2 X 8.7 in. 1.7 X 17.5 X 12.8 in. 

Cisco lOS Software and Memory Requirements1 

Distribution lOS lmage Flash Memory ORAM Memo.ry 
PartNumber Feature Pack Description Release Required Required 
CD17-C-12.x IP only 12.1 Mainline 4MB 16MB 

IP/ADSL 8MB 20MB 

CD17-CH-12.x IP/FW 12.1 Mainline 4MB 20MB 

CD17-CP-12.x IP Plus 12.1 Mainline 4MB 20MB 

CD17-CHK2-12.x IP/FW Plus IPSEC 3DES 12.1 Mainline 8MB 32MB 

CD17-CVP-12.x IPNoice Plus 12.1 Mainline 8MB 24MB 

CD17-CHV-12.x IP/FWNoice Plus 12.1 Mainline 8MB 24MB 

CD17-CHVK2-12.x IP/FWNoice Plus IPSEC 3DES 12.1 Mainline 8MB 24MB 

CD17·C· 12.x IP only 12.1T 4MB 16MB 

CD17-CH-12.x IP/FW 12.1T 4MB 20MB 

CD17-CP-12.x IP Plus 12.1T 8MB 24MB 

CD17-CK2-12.x IP Plus IPSEC 3DES 12.1T 8MB 32MB 

CD17-CHK2-12.x IP/FW Plus IPSEC 3DES 12.1T 8MB 32MB 

CD17-CVP-12.x IPNoice Plus 12.1T 8MB 32MB 

CD17-CHV-12.x IP/FWNoice Plus 12.1T 8MB 32MB 

CD17-CVK2-12.x IPNoice Plus IPSEC 3DES 12.1T 8MB 32MB 

CD17-CHVK2-12.x IP/FWNoice Plus IPSEC 3DES 12.1T 8MB 32MB 

1. Forthe complete list of lOS Feature Sets, referto the parts list, via the URLiisted under "For More lnformation." For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 1700 Serias Modular Access Routers 
CISC0171Xl 10!100 Modular Routerw/ 2WICNIC,2VIC slots,19 inch Chassis 
CISC0171Xl-ADSL 10/100 BaseT Modular Router w'ADSL WIC, IP/ADSL 
CISC0171Xl-SHDSL 
CISC0171Xl-VPN/K9 
CISC0171Xl-VPN/K9-A 
CISC0171Xl·V 
CISC01751 
CISC01751-V 
CISC01751-VPN/K9 
CISC01751-VPN/K9-A 
CISCQ1721-ADSL 

• . MifW 

10/100 BaseT Modular G.SHDSL Router. 19 inch Chassis 
1760 VPN Bundle wth VPN Module, 48MB DRAM,IP Plus/FW/3DES 
1760 VPN Bun. w/ADSL WIC, VPN Module, 48MB DRAM, IP+/FW/3DES 
10/100 Modular RouterwNoice IPNOICE Plus, 19 in c h Chassis 
10/100 Modular Routerw/3 slots, lOS IP, 16F/32D 
10!100 Modular RouterwNoice,IOS IP!VOICE Plus, 32F/64D 
1751 VPN Bundle wth VPN Module, 48MB DRAM,IP Plus/FW/3DES 
1751 VPN Bun. w/ADSL WIC, VPN Module, 48MB DRAM,IP+/FW/3DES 
10/100 BaseT Modular ADSLRouter, IP/DSL 

Cisco 1700 Series 
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CISC01721 10/lOOBaseT Modular Router w/2 WAN slots, 16M Flash/32M ORAM 
CISC01721-VPN/K9 1721 VPN Bundle wth VPN Module, 48MB ORAM, IP Plus/FW/30ES 
CISC01721-VPN/K9-A 1721 VPN Bun. w/AOSL WIC, VPN Module, 48MB ORAM, IP+/FW/30ES 
CISC01721-SHOSL 10/100 BaseT ModularG.SHOSL Router,IP/OSL 
CISC01710-VPN-M/K9 Ouai-Ethernet SecurityAccess Router. VPN Module,IP/30ES!FW 
Cisco 1751 Software Feature Packs for Cisco lOS Release 12.1.(5)VB 
C017-C-12.1.5= IP 
C017-C-12.1.5= IP AOSL 
C017-C7P-12.1 .5= 
CO 17-C7K2-12.1.5= 
C017-CH-12.1.5= 
C017-B-12.1.5= 
C017-B7HP-12.1.5= 
C017-C7HK2-12.1.5= 
C017-07HK2-12.1 .5= 
COI7-C7VP-12.1.5= 
COI7-C7VP-12.1.5= 
C017-C7HV-12.1.5= 
COI7-C7VK2-12.1.5= 
C017-C7HVK2-12.1.5= 
C017-Q7HVK2-12.1.5= 

IP PlusAOSL 
IP Plus IPSec 30ES AOSL 
IP/FW/IOS 
IP/IPX 
IP/IPX/FW/IOS PlusAOSL 
IP/FW/IOS Plus IPSec 30ES AOSL 
IP/IPX/AT/IBM/FW/IDS Plus IPSec 30ES 
IPNoice Plus 
IPNoice PlusAOSL 
I PNoice/FW/IOS Plus AOSL 
IPNoice Plus IPSec 30ES AOSL 
IPNoice/FW/IDS Plus IPSec 30ES AOSL 
IP/IPX/AT/IBM/FW/IOSNoice Plus IPSec 30ES 

Cisco 1700 Serias Memory Options 
MEM-1700-4MFC= Cisco 1700 Series, 4MB Mini-Flash Card 
MEM-170D-8MFC= Cisco 1700 Serias, 8MB Mini-Flash Card 
MEM-1700-160= Cisco 1700 Serias. 16MB ORAM OIMM 
MEM-1700-320= Cisco 1700 Serias, 32MB ORAM OIMM 
MEM-1700-640+ Cisco 1700 Serias. 64MB ORAM OIMM 
Cisco 1700 Serias WAN Interface Cards (WICs) 
WIC-TT 1-port SeriaiWAN Interface Card 
WIC-2T 2-port Serial WAN Interface Card 
WIC-2A/S 2-port Async/Sync Seriai'AAN Interface Card 
WIC-IB-S/T 1-port BRI (SIT)WAN Interface Card (dialand leased ine) 
WIC-lB-U 1-port BRI w/NT-1 WAN Interface Card (dialand leased line) 
WIC-10SU-56K4 1-port 4-Wire 56/64 Kbps w/ (OSU/CSU) WAN Interface Card 
WIC-1 OSU-T1 1-port Tl/Fr TI w/ (OSU/CSU) WAN Interface Card 
WIC-IAOSL= 1-port AOSL WAN Interface Card 
WIC-lSHOSL 1-port G.SHOSL WAN Interface Card 
WIC-lENET= 1-port Ethernet Interface Card 
Cisco 1751!1760 Voice Interface Cards 
VIC-2FXS 2-port Voice Interface Card 9<S 
VIC-4FXS 4-port Voice Interface Card 9<S 
VIC-2FXO 2-port Voice Interface Card 9<0 
VIC-2E/M 2-port Voice Interface Card E&M 
VIC-2FXO-EU 2-port Voice Interface Card FXO forEurope 
VIC-2FXO-M 32-port Voice Interface Card FXO for Austral ia 
VIC-2BRI-NT/TE 2-port Voice Interface Card-BA (NT & TE) 
VIC-2FXO-M1 2-port FXO for U.S. with batteryreversal 
VIC-2FXO-M2 2-port FXO for Europe with batteryreversal 
VIC-2010 2-port FXO analog OIO 

Cisco 1700 Multiflex Voice I WAN interface Canis 
VWIC-lMFT-EI 1-Port RJ-48 MultiflexTrunk- El 

1-Port RJ-48 Multiflex Trunk- EI 
1-Port RJ-48 MultiflexTrunk- G.703 
1-Port RJ-48 MultiflexTrunk - G.703 
2-Port RJ-48 Multiflex Trunk- EI 
2-Port RJ-48 Multiflex Trunk- EI 

VWIC-IMFT-EI= 
VWIC-1 MFT-G703 
VWIC-IMFT-G703= 
VWIC-2MFT-EI 
VWIC-2MFT-EI= 
VWIC-2MFT-EI-OI 
VWIC-2MFT-EI-01= 
VWIC-2MFT-G703 
VWIC-2MFT-G703= 
VWIC-IMFT-TI 
VWIC-IMFT-TI= 
VWIC-2MFT-T1-0I 
VWIC-2MFT-TI-01= 
VWIC-2MFT-T1 
VWI C-2MFT-TI= 

2-Port RJ-48MultiflexTrunk- El With Orop and lnsert 
2-Port RJ-48Multiflex Trunk- EI With Orop and lnsert 
2-Port RJ-48 MultiflexTrunk- G.703 
2-Port RJ-48 MultiflexTrunk- G.703 
1-Port RJ-48 MultiflexTrunk- Tl 
1-Port RJ-48 MultiflexTrunk- Tl 
2-Port RJ-48MultiflexTrunk- TI With Orop and lnsert 
2-Port RJ-48Multiflex Trunk - TI With Orop and lnsert 
2-Port RJ-48 Multiflex Trunk- T1 
2-Port RJ -48 Multiflex Trunk- Tl 
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• 
Cisco 1700 Module Options 
M001700-VPN Cisco 1700 Series VPN Module 
Cisco 1700 Spares and Accessories 

,,-·-·ê-y--..., PWR-1700-WW1= Cisco 1700AC PowerSupply-worldwide 
_,./ ·'-:.;/---~ ]OM-256K-4= 4-Channel Packet Voice/Fax DSP Module for the 1751 

/,.. c!. \ DM-256K-8= 8-Channel Packet Voice/Fax DSP Module forthe 1751 
/ ü ~ ~'-1 }\ ., . DM-256K-12= 12-Channel Packetlbice/FaxDSP Moduleforthe 1751 
l D , P~M-256K-16= 16-Channel Packet lbice/Fax DSP Module forthe 1751 
'\ f' ; P,VDM-256K-20= 20-Channel Packet lbice/Fax DSP Module forthe 1751 
\. · ·"' ·-. .. ,----"2~~isco 1700 Serias Basic Maintenance 

·-. •. . ::__~,../ CON-SNT-PKG4 Cisco 1751-V SMARTnet Maintenance 
CON-SNT-PKG3 Cisco 1751 and 1710-VPN-M/K9 SMARTnet Maintenance 
CON-SNT-PKG2 Cisco 1720 and 1720-ADSL SMARTnet Maintenance 

Chapter 1 Routers 

1. This is only a small subset of ali parts available via URllisted under UFor More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution ProductReference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco 1700 Series Web site: http://www.cisco.com/go/1700 

Cisco 2500 Series 
The Cisco 2500 series router has served for years as the 
most deployed and popular branch office router in the 
world, and provides low cost routing functionality for 
data-only applications (no voice support). There are currently two access servers to 
choose from, 8 or 16 asynchronous ports, each with 1 Ethemet port, for aggregating 
multiple network elements to provide a single Telnet access point (telemetry 
application)-or for attaching 8 to 16 externai analog or digital modems in 
environments where Tl/E1 digital circuits are not available, but multiple dial-up 
telephone lines can be leveraged for low cost remate access. 
For higher performance requirements, where a wider variety ofWAN/LAN interfaces 
are needed, as well as voice support, refer to Cisco 2600/2600XM/3600 or 1700 series 
routers. 

When to Se li 

Sell This Product 

Cisco AS2509-RJ 
and AS2511-RJ 

Key Features 

When a Customer Needs These Features 
• Data-only network requirement 
• An access serve r combining a terminal serve r, protocoltranslator, console portaggregatot anda router 

in a single devi c e 
• One Ethemet LAN and dual serial ports 
• 8 o r 16 asynchronousserial portswith RJ-11 jacks, ideal forattaching 8 to 16 externai modems 

• Proven technology with a full suite o f Cisco IOS Software 
• Setup with Cisco ConfigMaker, a free tool for configuring a network o f routers 
• With Cisco Works for Windows, allows remate management and maintenance 

from a central location 

• ; Cisco 2500 Series 
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Specifications 

Feature Cisco AS2509-RJ Cisco AS2511-RJ 
Throughput Performance lpps) 3-5 Kpps (dependingon configuration) 3-5 Kpps ldepending on configuration) 

Memory 8-MB dual Flash bank option (default) Same as Cisco AS2509-RJ 
16MB (max) 

~--~~------------1~6~M~B~O~R~A~M~(d~e~fa~u~lt)~~~~----~--~----~~~~~--------~~~~~~:~.-~~.~.t 
Power Supply AC. with optional OC or redundantpower supply Same as CiscoAS2509-RJ ~- __ _ 

Fixed LAN Ports 1-port Ethemet 1-port Ethernet 

Fixed WAN Ports 1-port sync serial 1-port sync serial 
8-port async 16-port async 

Dimensions (H x W x D) 1.75 X 17.5 X 10.56 in. 1.75 X 17.5 X 10.56 in. 

Cisco lOS Software and Memory Requirements 

To run the Cisco lOS software Feature Packs, you need the amount ofmemory shown 
in the following table: 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required2 Required 
C02~C-12.0= IP only 12.0(10) 8MB 4MB 

12.0(7)T 8MB 6MB 

C02HP-12.0= IP Plus 12.0(10) 8MB 6MB 
12.0(7)T 16MB 8MB 

C02HHL -12.0= IP/FW Plus IPSEC 56 12.0(10) 16MB 8MB 
12.0(7)T 16MB 10MB 

C02~B-12.0= IP/IPX/AT/OEC 12.0(10) 8MB 6MB 

12.0(7)T 16MB 6MB 

C025-BP-12.0= IP/IPX/AT/DEC Plus 12.0(10) 16MB 6MB 

12.0(7)T 16MB 8MB 

C025-AP-I 2.0= Enterprise Plus 12.000) 16MB 6MB 
12.0(7)T 16MB 10MB 

1. For users with eco access, search by lOS feature or release via the Feature Navigatorat 
http://www.cisco.com/go/fn 

2. Bold numbers indicate that more memory than the default amount is needed to run the Feature Pack. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 2500 Series Access Router Chassis 
CISC02500-CH 1-port E1hernetAUI, 2-port Seria~ 8-port Async Serial, IP s/q 
AS2509-RJ-CH 1-port E1hernet AUI (RJ-45), 1-port Serial, 8-port Async Seriai,IP s/w 
CISC02511-CH 1-port E1hernetAUI, 2-port Serial, 16-port Async Seriai,IP s/w 
AS2511-RJ-CH 1-port E1hernet AUI (RJ-45), 1-port Serial, 16-port Async Seriai,IP s/w 

Cisco 2500 Series Memory Options 
MEM-1X4F= Cisco 2500 Series, 4MB Aash Upgrade 
MEM-1X8F= Cisco 2500 Series, 8MB Aash Upgrade 
MEM-1X80= Cisco 2500 Series, 8MB ORAM Upgrade 
MEM-1X160= Cisco 2500 Series, 16MB ORAM Upgrade 

Cisco 2500 Series Accessories 
ACS-2500RM-19= Cisco 2500 Series. Rack-Mount Kit, 191nches 

ACS-2500RM-24= Cisco 2500 Series. Rack-Mount Kit, 241nches 
ACS-2500ASYN= Cisco 2500 AUX/Console Part Cable Kit 
ACS-2500RPS= Cisco 2500 Series, RPS Field Upgrade 

Cisco 2500 Series Basic Maintenance 
CON-SNT-PKG4 Packaged SMARTnet (8 x5 x NBO) forthe Cisco AS2509 and AS2511 

For More lnformation 

See the Cisco 2500 Series Web site: http://www.cisco.com/go/2500 

· · ·---~ 
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• 
Cisco 2600 Series 

,~.-The Cisco 2600 series is an award-winning 
' "--~-~~ . 
' ll!i --

( .
/ 3 fanli~y_ofmod~lar multiservice access routers, 
( ~ ;}- provtdmg flextble LAN and WAN 

\\ \'TJ IX.. configurations, multiple security options, voice/data integration, and a range of high 
'\, .. ';--~ · performance processors. This range of features make the Cisco 2600 series the ideal 
~J:_•_ ... -branch-office router for today's and tomorrow's customer requirements. 

The Cisco 2600 series family o f modular routers include the Cisco 2600XM models, 
the Cisco 2691 and the Cisco 2612 token ring router. These new models detiver 
extended performance, higher density, enhanced security performance and increased 
concurrent application support to meet the growing demands o f branch offices. 
The Cisco 2600XM models are based on the classic Cisco 2600 platform architecture, 
and extend the performance by as much as 33%. They also increase default platform 
memory and provide increases in memory capacity at the same price as their Cisco 
2600 predecessor. 
The highest performing router in the Cisco 2600 family that extends the density of 
emerging branch office applications, is the Cisco 2691 offering almost twice the 
performance o f the Cisco 2650XM platform while leveraging the same modules from 
other Cisco 2600, Cisco 3600 and Cisco 3700 Series routers. Compared to the Cisco 
2600XM models, the new Cisco 2691 is designed to offer a higher degree ofversatility, 
providing greater throughput for higher density WAN applications, support for high 
speed interfaces and increased performance to handle new services. 

When to Sell 

Sell This Product When a Customer Needs These Features 

Cisco 2691 • Enterprises wanting a higherlevel of performance for a broadened range of concurrent remote office 
applications including unparàleled voice/data integraton, Virtual Private Networl< IVPN) performance, 
increased bandwidth to suppot voice and vceo applications and the delitery of Web·based 
applications 

Cisco 2600XM Series • Enterprises consideringthe Cisco 2600 for branch office applicationsshould now regard theCisco 
2600XM as the preferential platform for delivering high performing, flexible solutionsto branch and 
remote offices 

• High Performance 1G'100 Dual Ethernet Router Wth 3 WIC Slots, 1 NM 

Cisco 2651XM • High performance Dual10/100 Modular Router with CiscoiOS IP 

Cisco 2650XM • High performance 11/100 ModularRouterwith Cisco lOS IP 

Cisco 2621XM • Mid Performance Dual10/100 EthernetRouterwith Cisco lOS IP 

Cisco 2620XM • Mid Performance 10/100 Ethemet Router with Cisco lOS IP 

Cisco 2611XM • Dual10/100 Ethemet Router w~h Cisco lOS IP 

Cisco 2610XM 

Cisco 2612 

Key Features 

• 10/100 Ethernet Rou'erwith Cisco lOS IP 

• One Token Ring port and one Ethernet port fonnixed LANs and migrating fromToken Ring to Ethemet 

• Integration/manageability-Lowers cost of ownership and improves ease o f 
remate management, providing integrated "branch-in-a-box" networking that 
combines CSU/DSUs, multiplexors, modems, voice/data gateways, ISDN NTls, 
firewalls , VPN s, encryption, and compression devices 

• Multiservice voice/data networks-Reduces phone/fax costs between offices; 
using Cisco lOS software QoS features (such as RSVP, WFQ, CAR, and RED), 
voice/fax traffic is digitized and encapsulated in Frame Relay or IP packets and 
consolidated with data traffic 

• Cisco 2600 Series 
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• 
• Enterprise/Provider class solution-Meets the requirements of multiservice ~-~ 

enterprises and their managed service CPE providers with high reliability features, ((">··~;:....!: 
multiple WAN connections, and the ability to migrate from data- only to TDM / ' 
voice and data to packetized voice and data infrastructure t g 1 ;;; 

• High-density analog/fax network modules provide the ability to directly connect \ \ .A 
PSTN and l~gacy telephony equipment to ~xisting Cisco 260? and _3600 routers \"-"·>·;-;:-'" 

• An EtherSw1tch network module for the Ctsco 2600/3600 senes wtth 16 ports of ·~ 
101100 Ethernet and one optionallOOOBaseT (Gigabit Ethernet) connection, 
providing a fully integrated Layer 2 (L2) switch with the capability to support both 
Line Power to Cisco IP phones and current Aironet 802.11 wireless base stations 
(with the addition of an externai power supply). This provides a single box 
solution for branch offices deploying converged IP telephony, extending data, 
voice and vídeo by delivering IP routing, Ethernet switching, fixed wireless 
solutions and voice gateway capabilities 

• A wide range ofVirtual Private Network modules (VPN) optimize the Cisco 2600 
Series platforms for virtual private networks (VPNs) and delivers a rich integrated 
package o f routing, firewall, intrusion-detection, and VPN functions 

• The introduction o f the WIC-ADSL and WIC-1 SHDSL, offers business-class 
broadband service with scalable performance, flexibility, and security for branch 
and regional offices 

• Content Networking Integration and Branch-Office Routing with 
router-integrated content-delivery system that combines intelligent caching, 
content routing and management with robust branch-office routing, WAN 
bandwidth for branch IP services such as voice over IP (VoiP) 

Competitive Products 

• 3Com: SuperStack 11 NETBuilderSI and PathbuilderS400 • Nortei/Bay:Advanced Remate Node (ARII), Passport 4400 series 
• lntei/Shiva: L.anRover Family • Future\M!i/Quidway®: R2630131 E 
• Motorola: Vanguard 64!i</643x • Tasman: 2004, 1400 

Specifications 

Feature 2610/11XM 2620/21XM 2650/51XM 2691 
Performance Up to 20Kpps Up to3~pps Up to 40Kpps Up to 70Kpps 

Flash Memory (Default/Max) 16MB/48MB 16MB/48MB 16MB/48MB 32MB/128MB (Compact 
Flash) 

System Memory 32MB/128MB 32MB/128MB 64MB/128MB 64MB/256MB 
(Default/Max) 

lntegrated WIC Slots 2 2 2 3 

Onboard AIM Slot 2 

Minimum Cisco lOS Release 12.1(14) mainline, 12.1(14) mainline, 12.1(14) mainline, 12.2(8)T1 or I ater 
12.2(12) mainline, 12.2(12) mainline, 12.2(12) mainline, 
12.2(8)Tlor late r 12.2(8)T1 o r late r 12.2(8)Tlor I ater 

Onboard LAN Ports 1 to 2 10/HXJ FE ports 1 to 210/100 FE ports 1 to 2 101100 FE ports 210/lOOFE ports 

Rack Mounting Yes, 19" and Yes, 19" and Yes, 19" and Yes, 19" and 
23" options 23" options 23" options 23" options 

Wall Mounting Yes Yes Yes No 

Cisco 2600 Seri 
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• 
~ cT"""'-Cisco lOS Software and Memory Requirements1 

. 

::;R.· ·· \ ~. . st Cisc~ lOS software CD feature packs for ~he Cisco 2600 series include sever~l 
.· '> ~ $elçcted Cisco lOS releases. To run the latest Cisco lOS Software Feature Packs w1th 

\ 9J ~: fet;Sio~ 12.0(7)XK, you need, at ~ minit~mm, t~e amount of memory shown in the 

:~~i;·- ;· 
..... ~ ... ........., .... -

, ... ~f<?llowmg table . Some configuratwns wlll reqmre more than the recommended 
...... _...,.. ·~ · . (.' ;, T" • \; ... mllllmum . 

.. .. -·· 
Distribution lOS lmage Flash Memory ORAM Memory 
PartNumber Feature Pack Description Release Required Required 
Cisco 2612 

CD26-C·12.0.7= IP only 12.0(7)XK1 8MB 24MB 

CD26-CP-12.0.7= IP Plus 12.0(7)XK1 8MB 40MB 

CD26·CH·12.0.7= IP/Firewall 12.0(7)XK1 8MB 32MB 

CD26-CHL-12.0.7= IP/Firewall Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-CHK2-12.0.7= IP/Firewall Plus IPSec 3DES 12.0(7)XK1 16MB 48MB 

CD26-CK2·12.0.7= IP Plus IPSec 3DES 12.0(7)XK1 16MB 40MB 

CD26-CL-12.0.7= IP Plus IPSec 56 12.0(7)XK1 16MB 40MB 

CD26-B-12.0.7= IP/IPX/AT/DEC 12.0(7)XK1 8MB 32MB 

CD26-BP·12.0.7= IP/IPX/AT/DEC Plus 12.0(7)XK1 16MB 40MB 

CD26-BHP-12.0.7= IP/IPX/AT/DEC/Rrewall Plus 12.0(7)XK1 16MB 48MB 

CD26-AP·12.0.7= Enterprise Plus 12.0(7)XK1 16MB 48MB 

CD26-AL-12.0.7= Enterprise Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-AHK2·12.0.7= Enterprise/Firewall Plus IPSec 3DES 12.0(7)XK1 16MB 48MB 

CD26-AHL-12.0.7= Enterprise/Firewall Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-AK2·12.0.7= Enterprise Plus IPSec 3DES 12.0(7)XK1 16MB 48MB 

CD26-E-12.0.7= Remate Access Server 12.0(7)XK1 8MB 24MB 

1. Forthe complete list of lOS Feature Sets, reter to the parts list, via the URLiisted under "For More lnformation. · For 
userswith CCO access, search by lOS f e ature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 2600!2600XM Series Router Chassis 
CISC02610XM 10/100 Ethernet Aouter w/Cisco lOS IP 
CISC02610XM-DC 10/100 Ethernet Aouter w Cisco lOS IP · DC 
CISC02610XM·APS 10/100 Ethemet Aouterw/ Cisco lOS IP · use w/ ext APS 
CISC02611XM Dual l 0/100 Ethernet Aouter w/ Cisco lOS IP 
CISC02611XM-OC 
CISC02611XM-APS 
CISC02620XM 
CISC02620XM-DC 
CISC02620XM·APS 
CISC02621XM 
CISC02621XM-DC 
CISC02621XM-APS 
CISC02650XM 
CISC02650XM-DC 
CISC02650XM-APS 
CISC02651XM 
CISC02651 XM-DC 
CISC02651XM-APS 
CISC02691 
CISC02612 
CISC02612-0C 

Duall0/100 Ethernet Aouter w/ CiscoiOS IP- DC 
Dual l 0/100 Ethernet Aou'er w/ Cisco lOS IP · use w/ extAPS 
Mid Performance 10/100 Ethernet Aouter w~h Cisco lOS IP 
Mid Performancel0/100 Ethemet Aouterw/Cisco lOS IP-DC 
Mid Performance 10/100 Ethernet Aout w/Cisco lOS IP·APS ADPT 
Mid Performance DJall0/100 Ethernet Aou'erw/Cisco lOS IP 
Mid Performance Duall0/100 Ethernet Amt w/Cisco lOS IP-DC 
Mid Performance Duall0/100 Ethemet Aout w/IOS IP-APS ADPT 
High Performance ll/100 Modular Aouterw/Cisco lOS IP 
High Performance 10!100 Modular Aout w/CiscoiOS IP-DC NEBs 
High Performance 10/100 Modular Aout w/CiscoiOS IP-APS ADPT 
High Performance Duall0/100 Modular Aout with Cisco lOS IP 
High Performance Duall0/100 Modular Aout w/IP·DC NEB 
High Performance Duall0/100 Mod Aoutw/IP-APS ADPT 
High Performance 10/100 Dual Eth Aouterw/3 WIC Slots,l NM 
1-port lOBASE-T, 1-port TA, 1 networkmodule slot, 1 AIM slot,2 WIC slots,IP s/w 
1-port lOBASE-T, 1-portTA, 1 networkmodule slot, 1 AIM slot, 2 WIC slots, DC Power Supply, IP 
s/w 

CISC02612-APS 1-port lOBASE-T, 1-port TA, 1 network module slot, 1 AIM slot, 2 WIC slots, APS adapter, IP s/w 
Cisco 2600 Series Voice Gateway Bund les 
CISC02651XM-V CISC02651 XM, AIM-VDICE-30, lOS IP Plus, 96D/32F 
CISC02651 XM-V-SRST CISC02651 XM, FL-SRST-MEDIUM, AIM-VOICE-30, lOS IP Plus, 96D/32F 

• Cisco 2600 Series 
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Cisco 2600 Serias VPN Bundles 
CVPN2600FIPS/KIT = 
C2651XM-2FENPN/K9 
C2621XM-2FENPN/K9 
C2611XM-2FENPN/K9 
C2691-VPN/K9 
Cisco 2600 Serias DSL Bundles 

KIT (lnstructions,labels) to configued 2600 for FIPS 
2651XMNPN Bundle,AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2621XMNPN Bundle,AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2611XMNPN Bundle,AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2691 VPN Bundle,AIM-VPN/EPII, Plus IOS/FW/IPSEC3DES 

CISC02651XM·ADSL 2651XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F/96DRAM 
CISC02621XM-ADSL 2621XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F/96DRAM 
CISC02611 XM-ADSL 2611 XM-ADSL B undle, WIC-1 ADSL, 2FE, I P Plus, 32F!96DRAM 
CISC02651XM-SHDSL 2651XM-SHDSL Bundle, WIC-1 SHDSL, 2FE,IP Plus, 32F/96DRAM 
CISC02621XM-SHDSL 2621XM-SHDSL Bundle, WIC-1SHDSL, 2FE, IP Plus, 32F/96DRAM 
CISC02611XM-SHDSL 2611XM-SHDSL Bundle, WIC-1 SHDSL, 2FE, IP Plus, 32F/96DRAM 
Cisco 2600/2600XM Series LAN Modules 
NM-1 E= 1-port 1 O BASE-T network module 
NM-4E= 4-port 10BASE-Tnetworkmodule 
Cisco 2600/2600XM and 3600 Series WAN Interface Cards (WICs) 
WIC-1 8-S/T = 1-port BRI (S/TI WAN Interface Card (Dialand Leased Une) 
WIC-1B-U-V2 1-port BAI (UI w/NT-1 WAN Interface Card (Dialand Leased Une) 
WIC-1DSU-56K4= 1-port Serial W/4-Wire 56/64Kbps DSU/CSU WAN Interface Card 
WIC-1DSU-T1 = 1-port Serial w/ FrT1/T1 DSU/CSU WAN Interface Card 
WIC-1T = 1-port Serial WAN Interface Ca-d 
WIC-2T = 2-port Serial WAN Interface Ca-d 
WIC-2A!S= 2-port As)11c/Sync Serial WAN Interface Card 
WIC-1ADSL= 1-portADSLWAN Interface Card 
WIC-1SHDSL= 1-port G.SHDSL WAN Interface Card 
WIC-1AM= 1-portAnalog ModemWAN Interface Card 
WIC-2AM= 2-port Analog ModemWAN Interface Card 
Cisco 2600/2600XM and 3600 Serias Multiflex Voice and WAN Interface Cards2 

VWIC-1MFT-T1= 1-port AJ-48 MultiflexTrunkT1 
VWIC-2MFT-T1= 2-port AJ-48 MultiflexTrunk-T1 
VWIC-2MFT-T1-DI= 2-port AJ-48MultiflexTrunk-T1 With Drop and lnsert 
VWIC-1MFT-E1= 1-port AJ-48MultiflexTrunk-E1 
VWIC-1 MFT-G703= 1-port AJ-48 Multiflex Trunk-G.703 
VWIC-2MFT-E1= 2-port AJ-48 Multiflex Trunk-E1 
VWIC-2MFT-G703= 2-port AJ-48 Multiflex Trunk-6.703 
VWIC-2MFT-E1-DI= 2-port RJ-48 Multiflex Trunk-E1 With Drop and lnsert 
Cisco 2600/2600XM and 3600 Serias Voice/Fax Network Modules and Expansion Modules 
NM-1V= 1-slot voice/fax networ1< module 
NM-2V= 2-slot voice/fax networ1< module 
NM-HOV-1T1-24= 1-port T1 24 channel voice/fax nework module 
NM-HDV-1T1-24E= 1-port T1 24 enhanced channelvoice/faxnetwork module 
NM-HDV-2T1-48= 2-portT1 48 channelvoice/fax nelNork module 
NM·CE-BP-20G-K9= Content EngineNM-Basic Perf-20GB 
NM-CE-BP-40G-K9= Content EngineNM-Basic Perf-40GB 
NM-CE-BP-SCSI-K9= Content Engine NM-Basic Perf-SCSI Adapter 
NM-HDV-1E1-30= 1-portE130 channelvoice/fax nelNork module 
NM-HDV-1 E1 -30E= 1-port E1 30 enhanced channelvoice/faxnetwork module 
NM-HDV-2E1-60= 2-portE160 channelvoice/fax nework module 
NM-HDV= High densty voice networkmodule, spare (no T1/E1 o r DSPs) 
NM-HOA-4FXS= High densty analogvoice/fax networkmodule w~h 4 FXS 
EM-HDA-8FXS= 8-port FXS vcice/fax expanson module 
EM-HOA-4FXD= 4-port FXO voice/fax expansionmodule 
DSP-HDA-16 16-channel DSP module for NM-HDA 
Cisco 2600/2600XM and 3600 Series ATM Modules 
NM-4T1-IMA= 4-port T1 ATM net'Mlrk module with IMA 
NM-4E1-IMA= 4-port E1 ATM net'Mlrk module with IMA 
NM-8T1-IMA= 8-port T1 ATM net'Mlrk module with IMA 
NM-8E1-IMA= 8-port E1 ATM net'Mlrk module with IMA 
Cisco 2600/2600XM and 3600 Series EtherSwitch Modules 
NM-16ESW= Sixteen 10BaseT/100BaseTX autosensng ports EtherSwitch 

• 

NM-16ESW-PWA= Sixteen 100aseT/11DBaseTX autosensng ports EtherSwitch with power daughter card 
Cisco 2600/2600XM and 3600 Series High-Density Voice/Fax DSP Upgrade Modules 
PVDM-12= 12-channel PacketVoice/Fax DSP Module 
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Cisco 260012600XM and 3600 Series Voice Interface Cards (VICsl 

;-:T---<>VIC-2EIM= 2-port E&M Voice Interface Card 
~ ~ . 

<i;~ ..... ·~ Vli:it,2FX0= 2-port FXO Vmce Interface Card 

( 

().. )Jc.ms= 2-port FXS Voice Interface Card 
\~) Vl~·:2~10= 2-port DIO Voice/Fax Interface Card 

b \ . Vlt-2FXO-EU= 2-port FXO Voice lnterfaceCard (for Europe) 
\ \: ~ y!c~:!Í=><O-M3= 2-port FXO Voice Interface Card (forAustralia) 

"'-.,..__...../,YI)"28RI-S/T-TE= 2-port BRI (S/T userside) Voice Interface Card 
~.:::_:_;..'VIC-2FXO-M1= 2-portVoice Interface Card-11<0 w/ Reversal (for US+I 

VIC-2FXO-M2= 2-port Voice Interface Card-FXO w/ Reversal (for EU) 
Cisco 2600!2600XM and 3600 Series WAN Network Modules 
NM-4B-S/T = 4-port BRI (S/TI network module 
NM-8B-S/T = 8-port BRI (S/TI networkmodule 
NM-4B-U= 4-port BRI (UI w/ NT1 network module 
NM-8B·U= 8-port BRI (U) w/ NT1 network module 
NM-4A!S= 4-port Async/Sync Serial network module 
NM-BA!S= 8-port Async/Sync Serial network module 
NM-16A= 16-port Async Serial network module 
NM-32A= 32-port Async Serial network module 
NM-1CT1= 1-port ChannelizedT1/ISDN-PRI networkmodule 
NM-2CT1= 2-port ChannelizedT1/ISDN-PRI network module 
NM-1CT1-CSU= 1-port Channelized TlJSDN-PRI w/ CSU network module 
NM-2CT1-CSU= 2-port Channelized TlJSDN-PRI w/ CSU network module 
NM-1ATM-25= 1-port ATM 25 network module 
Cisco 2600/2600XM and 3600 Series Modem Network Modules 
NM-BAM= 8-port Analog Modem network module 
NM-16AM= 16-port Analog Modem networkmodule 
Cisco 2600/2600XM and 3600 Series Network Modules (lnternational) 
NM-1CE1 B= 1-port ChannelizedE1/ISDN-PRI llalanced networkmodule 
NM-1CE1U= 1-port ChannelizedE1/ISDN-PRI unllalanced networkmodule 
NM-2CE1 8= 2-port Channelized E1/ISDN-PRI llalanced networkmodule 
NM-2CE1 U= 2-port Channelized E1/ISDN-PRI unllalanced networkmodule 
Cisco 2600/2600XM and 3600 Series Modem Management Technology Licenses (MMn)3 

MMTL-:JJ00/2600-8= MMTL for 8 Analog Modems 
MMTL-3600/2600-16= MMTL for 16 Analog Modems 
Cisco 2600/2600XM Series Advanced lntegration Modules 
AIM-COMPR2= Data Compres9on AIM forthe Cisco2600/2600XM series 
AIM-COMPR4= Data Compression AIM for the Cisco 2691/3660/3700 series 
AIM-VPN/BP= DES/3DES VPN Encryption AIMfor 2600-Base Performance 
AIM-ATM= ATM SAR Only AIM 
AIM-ATM-1T1= High Performance ATM AIM/T1 Bundle AIM-ATM 
AIM-ATM-1E1= High Performance ATM AIM/E1 Bundle AIM-ATM 
AIM-VPN/-EP= DES/3DES VPN Encrypton Module for :<!lOO-Enhanced Performance 
AIM-VPN/-EPII= DES/3DES/AES VPN Encryption Module for ai91/3725 
AIM-ATM-VOICE-30= 30-Channel T1/E1 Digital Voice Module 
AIM-VOICE-30= SAR and 30-ChanneiT1/E1 Digital Voice Modue 
Cisco 260!2600XMO Series Factory Memory Options 
Product Numller Product Oescription 
MEM2691-32CF-EXT 32MB Externai Compact Flash Memoryforthe 2691 
MEM2691-64CF-EXT 64MB Externai Cisco Rash Memoryforthe 2691 
MEM2691-128CHXT 128MB Externai Cisco Flash Memory for 2691 
Cisco 2600!2600XM Series Factory ORAM Memory Upgrades 
MEM2600-32U400 32- to 40-MB ORAM Factory Upgrade forthe Cisco2600 Series 
MEM2600-32U480 32- to 48-MB ORAM Factory Upgrade forthe Cisco2600 Series 
MEM2600-32U640 32- to 64-MB ORAM Factory Upgrade forthe Cisco2600 Series 
MEM2650-32U40D 32 TO 40MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U480 32 TO 48MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U64D 32 TO 64MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U960 32 TO 96MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U1280 32 TO 128MB ORAM Factory Upgrade forthe Cisco 265x only 
MEM2600XM-32U1280 32 to 128MB ORAM factory upgrade for Cisco 261x/2xXM 
MEM2600XM-32U640 32 to 64MB ORAM factoryupgrade for Cisco 261x/2xXM 
MEM2600XM-32U960 32 to 96MB ORAM factoryupgrade for Cisco 261x/2xXM 
MEM2600XM-64U1280 64 to 128MB ORAM factory upgrade- 265xXM/XM VPN Bundles 
MEM2600XM-64U960 64 to 96MB ORAM factoryupgrade- 265xXM/XM VPN Bundles 
MEM2691-64U1280 64 to 128MB OIMM ORAM factory upgradefor the Cisco ai91 
MEM2691-64U1920 64to 192MB OIMM ORAM factoryupgradeforthe Cisco ai91 

• Cisco 2600 Series 
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MEM2691-64U2560 64to 256MB OIMM ORAM factoryupgradeforthe Cisco 2691 
Cisco 2600/2600XM Serias Factory Flash Memory Upgrades 
MEM2600-8U16FS 8 to 16MB Aash Factory Upgrade forthe Cisco 2600 Series 
MEM2620-8U32FS 8 TO 32MB Aash SIMM Upgradefor the Cisco262x only 
MEM2650-8U32FS 8 TO 32MB Aash SIMM Upgradeforthe Cisco265x only 
MEM2600XM-16U32FS 16to 32MB Flash Factory Upgrade forthe Cisco 2600XM 
MEM2600XM-16U48FS 16 to 48MB Aash FactoryUpgradefor the Cisco 2600XM 
MEM2691-32U128CF 32to 128MB Cisco2691 CompactRash factoryupgrade 
MEM2691-32U64CF 32 to 64MB Cisco 2691 Compact Flash factol'{ 
MEM-CE-256U5120 256MB ORAM FactoryUpgrade for NM-CE-BP 
Cisco 2600/2600XM Serias Memory Spares 
MEM2600-80= 8MB ORAM OIMM forthe Cisco 2600 Series 
MEM2600-160= 
MEM2600-320= 
MEM2600-4FS= 
MEM2600-8FS= 
MEM2600-16FS= 
MEM2620-32FSBOOT = 
MEM2650-32FS= 
MEM2650-80= 
MEM2650-160= 
MEM2650-320= 
MEM2650-640= 
MEM2600XM-16FS= 
MEM2600XM-320= 

16MB ORAM OIMM forthe Cisco2600 Series 
32MB ORAM OIMM forthe Cisco2600 Series 
4MB Aash SIMM for the Cisco 2600 Series 
8MB Aash SIMM for the Cisco 2600 Series 
16MB Aash SIMM forthe Cisco 2600 Series 
32MB FLASH SIMM and BOOTROM for 262x Only 
32MB Flash SIMM for the Cisco 265x only 
8MB ORAM OIMM forthe Cisco :55x only 
16MB ORAM OJMM for the Cisco 265x only 
32MB ORAM OIMM forthe Cisco265x only 
64MB ORAM OIMM forthe Cisco265x only 
16MB Aash SIMM forthe Cisco 2600XM 
32MB OIMM ORAM forthe Cisco2600XM 

MEM2600XM-32FS= 32MB Aash SIMM forthe Cisco 2600XM 
MEM2600XM-640= 64MB OIMM ORAM for the Cisco2600XM 
MEM2691-128CF= 128MB Cisco 2691 Compact Aash Memory 
MEM2691-1280= 128MB OIMM ORAM forthe Cisco 2691 
MEM2691 -32CF= 32MB Cisco 2691 Compact Flash Memory . 
MEM2691-64CF= 64MB Cisco 2691 Compact Flash Memory 
MEM2691-640= 64MB OIMM ORAM for the Cisco 2691 
MEM-CE-2560= 256MB ORAM Field Upgrade for NM.CE·BP 
Cisco 2600/2600XM Series Spares - Power Supplies and Other 
PWR-2600-AC= Cisco 2600/2600XM AC power supply spare 
PWR-2600-0C= Cisco2600/2600XM OC powersupplyspare 
PWR-2650-AC= Cisco265x AC power supply spare 
ACS-2600RPS= RPS Field Upgrade forthe Cisco 2600 Series 
ACS-2600RM-19= 191nch Rack Mount Kit for the Cisco2600 series 
ACS-2600RM-24= 24Jnch/231nch Rack Mount Kit for theCisco 2600 Series 
ACS-2600ASYN= Auxiliary and Console PortCable Kit for Cis:o 2600 Series 
ACS-2600NEBS/ETSI= NEBS/ETSI Telco Accessory Kit for Cisco 2600 
CAB-RPS-2218 RPS 22/18 Load Cable 
CAB-RPS-2218= RPS 22/18 Load Cable 
CAB-RPSY-2218 RPS 22/18 Two-to-one OC Power Cable 
CAB·RPSY-2218= RPS 22/18 Two-to-one DC Power Cable 
PWR600-AC-RP5-CAB 600W Redundam AC PowerSystem With OC Power Cables 
PWR600-AC-RPS-NCAB 600W Redundant AC Power System W/0 OC Power Cables 
BOOT-2600= Boot ROM for Cisco2600 Series 
Cisco 2600/2600XM Series SMARTnet Maintenance 
CON-SNT-PKG5 Cisco :500 Series Packaged SMARTnet 8J6xNBO Maintenance 
Cisco 2891 Serias Network Modulss 
NM-1GE= 1 Port GE Network Module 
NM-1T3/E3= One port T3'E3 network module 

• 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reterence Guide at: http://www.cisco.com/dprg (limited country availabilitY). 

2. VoiP and VoFR require use of a Voice/Fax network module 
3. Requires Plus te ature pack 

For More lnformation 

See the Cisco 2600 Series Web site: http://www.cisco.com/go/2600 

Cisco 2600 
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Cisco 3600 Series 

....:...-(~.. The Cisco 3600 Series is a family of modular, 
/''<:',· ......-~ , ... 

/ .. .--\ \ ,l\,igh-performance multiservice access routers for 
( 'h\ ~ i h\edium and large-sized branch offices and Internet 

1 \ f' · j sfrvice providers. With o ver 100 modular interface 
, · -..__.......-~ptions (shares modular interfaces with the 
~~;.;... 2600/2600XM series), the Cisco 3600 Series provides 

solutions for voice/data integration, virtual private 
networks (VPNs), dial access, and multiprotocol data 
routing. Using Cisco 's digital and analog voice/fax 

., 

network modules, the Cisco 3600 Series allows customers to consolidate voice, fax, 
and data traffic on a single network. Its architecture protects customers' investment in 
network technology and integrates the functions o f severa! devices in to a single, 
manageable solution. Cisco 3600 VPN and Dial Bundles are also available to also 
address specific VPN/security, and dial-up remote access server requirements. 
Customers are encouraged to migrate to the Cisco 3700 Series. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco 3620 • Medium-dens[y WAN and diaup connectivity 
• Medium-dens[y LAN connectiiÂty 
• Low-density Voice over Data 
• Low-density ATM connections 
• Mid-density modem-over-PRI bundles 

Cisco 3640A · • High-densityWAN and dialup connectility 
• Medi um- to h~h-densitylAN connectivit,' 
• Mid-density Voice over Data 
• Low- to mid-density ATM connections 
• Low-density modem-over-BRI bundles 
• Configurationsnot available on the asco 3700 

I 
Cisco 3660 • Very high-density WAN and dialup connectivty 

• High-density LAN connectiv[y 
• Mid-density Voice over Data 
• Mid-density ATM connections 
• Mid- to high-demity modem-{)ver-PRI and BRI connecivity 

Key Features 

• Combines dia! access, advanced LAN-to-LAN routing services, ATM 
connectivity, and multiservice integration o f voice, video, and data in a single 
platform 

• Modular, scalable design provides performance, scalability, flexibility, and 
investment protection 

• High-density ISDN PRI capabilities 
• Preconfigured BRI and PRI modem bundles available 
• Support for modem-over-BRI functionality 
• fntegrated Cisco lOS software (base price includes IP lOS software) 
• Full VPN and Firewall support 
• ADSL and G.SHDSL support 
• ISDN Modem backup 

Cisco 3600 Series 
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Specifications 

Feature Cisco 3620 
Fixed Ports None 

Network Module Slots 2 

Advanced lntegration None 
Module (AIM) Slots 

LAN/Combo Modules Se e Part Numbersand Ordering lnformation 

WAN Modules Se e Part Numbersand Ordering lnformation 

ATM Modules See Part Numbersand Ordering lnformation 

Voice/Fax Network See Part Numbersand Ordering lnformation 
Modules 

WAN Interface Card See Part Numbersand Ordering lnformation 
(WIC) Modules 

Multiflex Voice/WAN See Part Numbersand Ordering lnformation 
Interface Cards 

Voice Interface Card See Part Numbersand Ordering lnformation 
(VIC) Modules 

Modem Modules See Part Numbersand Ordering lnformation 

Performance 40 kpps 

Flash Memory 8MB (default);32 MB (max) 

ORAM Memory 32MB (default) 
64MB (max) 

Power Supply AC, DC optional 

Dimensions (HxWxDI 1.75 X 17.5 X 13.5 in . 

Cisco lOS Software and Memory Requirements1 

Cisco 3640 
None 

4 

None 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

50·70 kpps 

Same as Cisco 3620 

32MB (default) 
128MB (max) 

AC, DC optional 

3.44x 17.5x 15in. 

• 
Cisco 3660 
1 or 210/HXJ Fast Ethernet 

6 

2 

Same as Cisco 3620 

Same as Cisco 3620 
(Hardware compression 
support only through 
AIM·COMPR4) 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

100·120 kpps 

8MB (default); 64MB 
(max) 

32MB SDRAM (default) 
256MB SDRAM (max) 

Single or dual AC/DC 

8.7 X 17.5 X 11.8 in. 

To run the Cisco lOS Feature Packs, you need the following amount o f memory: 

Oistribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Oescription Release Required2 Required 
Cisco 3620 and 3640 

CD3&-C-12.0.7= IP only 12.0(7)XK 8MB 32MB 

CD36·CP·12.0.7= IP Plus 12.0(7)XK 16MB 48MB 

CD3&-CH-12.0.7= IP/PN 12.0(7)XK 8MB 32MB 
CD3&-CHL·12.0.7= IP/PN Plus IPSec 56 12.0(7)XK 16MB 64MB 

CD36-CHK2·12.0.7= IP/PN Plus IPSec 3DES 12.0(7)XK 16MB 64MB 

CD3&-CK2-12.0.7= I P/ Plus IPSec 3DES 12.0(7)XK 16MB 48MB 

CD3&-CL·12.0.7= IP Plus IPSec 56 12.0(7)XK 16MB 48MB 

CD3&-B·12.0.7= IP/IPX/AppleTalk!DECnet 12.0(7)XK 8MB 32MB 

CD3&-BP-12.0.7= IP/IPX/AppleTalk/DECnet Plus 12.0(7)XK 16MB 48MB 

CD3&-BHP-12.0.7= IP/IPX/AT/DEC/PN Plus 12.0(7)XK 16MB 64MB 

CD3&-AP-12.0.7= Enterprise Plus 12.0(7)XK 16 MB 64MB 

CD3&-AL·12.0.7= Enterprise Plus IPSec 56 12.0(7)XK 16MB 64MB 

CD3&-AHK2·12.0.7= Enterprise/PN Plus IPSec 3DES 12.0(7)XK 16MB 64MB 

CD3&-AHL·12.0.7= Enterprise/PN Plus IPSec 56 12.0(7)XK 16 MB 64MB 

Cisco 3660 

CD3&-C-12.0.7= IP only 12.0(7)XK 8MB 32MB SDRAM 

CD36·CP-12.0.7= IP Plus 12.0(7)XK 16MB 64MB SDRAM 

CD3&-CH-12.0.7= IP/PN 12.0(7)XK 8MB 64MB SDRAM 

CD3&-CHL·12.0.7= IP/PN Plus IPSec 56 12.0(7)XK 16MB 64 MB SDRAM 

CD36·CHK2·12.0.7= IP/PN Plus IPSec 3DES 12.0(7)XK 16MB 64 MB SDRAM 

CD3&-CK2·12.0.7= I P/ Plus IPSec 3DES 12.0(7)XK 16MB 64 MB SDRAM 

CD3&-CL·12.0.7 = 12.0(7)XK 64MB SDRAM 

64MB SDRAM 

CNJ 
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• 
Feature Pack lOS lmage Flash Memory ORAM Memory 

Release 
~·\ Distribution 
I" "\. Part Number 

, \~~ \\\=CD=~~B~HP=-1~l~0.7_= __ ~~-=----------~~~----~~~------~~~~---
~ ~ ; }=co=~~A~P-1=20~0.7~=--~~-=-=~~----~~~----~~------~~~----

Description Required2 Required 
IP/IPX/AT/DEC/FW Plus 12o0(7)XK 16MB 64 MBSORAM 

Enterprise Plus 12o0(7)XK 16MB 64 MBSORAM 

16MB 64 MBSORAM " l I CD~AL-1200.7= 
' ,. ·. o/ -:-::-,-,---,..,.,..,,...,-,,.-:--::,----:::--...:...,,..--:=-:-:-=::---:-::-=---==---===----:-::-:--:::-------:~;::;-;::=::-:-----
'";~i'"": V;,/ CD~AHK2-12o0o7= 

Enterprise Plus IPSec 56 12o0(7)XK 

Enterprise/FW Plus IPSec 3DES 12o0(7)XK 16MB 64 MBSDRAM 

~:-o•' CD~AHL-1200.7= Enterprise/FW PlusiPSec 56 12o0(7)XK 16MB 64MB SORAM 

lo For the complete list of lOS Feature Sets, referto the parts list, via the URLiisted under H For More lnformationH o For 
users with CCO access, search by lOS te ature ar release via the Feature Navigatorat http://wwwociscoocom/go/fn 

20 Bold numbers indicate that more memory than the default amount is needed to run the Feature Packo 

Selected Part Numbers and Ordering lnformation 1 

Cisco 3600 Series Router Chassis 
CISC03620 2-slot Modular Rou11!r-AC Power Supply, IP s/w 
CISC03620-DC 2-slot Modular Router-DC Power Supply, IP s/w 
CISC03620-RPS 2-slot Modular Routeç w/ RPS, IP s/w 
CISC03640 4-slot Modular Rou11!r-AC Power Supply, IP s/w 
CISC03640-0C 4-slot Modular Router-OC Power Supply, IP s/w 
CISC03640-RPS 4-slot Modular Routeç w/ RPS,IP s/w 
CISC03661-DC 
CISC03661-AC 
CISC03662-0C 
CISC03662-AC 
Cisco 3600 Serias Bundles 

10/100 E Cisco3660 6-slot Modular RoutefDC with IP SW 
10/100 E Cisco3660 6-slot Modular RoutefAC with IP SW 
Oual10/100 E Cisco 3830 6-slot ModularRouter-DC with IP SW 
Oual10/100 E Cisco 3660 6-slot ModularRouter-AC with IP SW 

3640MBUNDLE-4B-S/T 3640 BRI Oialllundl\!olncludes 1 E2W,120M, 4 BRI-S/T, IP lOS 
3640MBUNDLE-48-U 3640 BRI Dialllundleolncludes 1E2W,12DM, 4 BRI-U,IP lOS 
3640MBUNOLE-8B-S/T 3640 BRI Dialllundleolncludes 1E2W,180M, 8 BRI-S/T,IP lOS 
3640MBUNDLE-8B-U 3640 BRI Oialllundleolncludes 1 E2W,180M, 8 BRI-U,IP lOS 
3620MBUNDLE-240M 3620 PRI Oialllundleolncludes1FE2CT1-CSU, 240M,IP lOS 
AS3640-T1-48DM 3600 Access Concentrator 48 MICA Modems,2 PRI/Tl, Ethemet. IP lOS 
AS3640-E1-60DM 3600 Access Concentrator, 60 MICA Modems, Ethernet, IP lOS, no PRI 
Cisco 2600/2600XM and 3600 Serias ATM Modules2 

Cisco 2600/2600XM and 3600 Serias WAN Interface Cards (WICs)2 

Cisco 2600/2600XM and 3600 Serias Multiflex Voice/WAN Interface Cards2 

Cisco 2600/2600XM and 3600 Serias Voice/Fax Network Modules2 

Cisco 2600/2600XM and 3600 Serias High-Density Voice/Fax DSP Upgrade Modules2 

Cisco 2600/2600XM and 3600 Serias Network Modules (lnternational)2 

Cisco 3600 Serias LAN/Combo Network Modules 
NM-1E= 1-port 10BASE-T NetworkModule 
NM-4E= 4-port 10BASE-T Network Module 
NM-IFE-TX= 1-port 100BASE-TX NetworkModule 
NM-1FE-FX= 1-port 100BASE-FX NetworkModule 
NM-1E2W= 1-port 10BASE-T, 2 WIC Slots Network Module 
NM-2E2W= 2-port 10BASE-T, 2 WIC SlotsNetwork Module 
NM-1E1 R2W= 1-port 10BASE-T. 1-port Token Ring, 2WIC Slots Network Module 
NM-1FE1CT1= 1-port 100BASE-TX, 1-port Channe!ized T1/ISDN-PRI Network Module 
NM-1FE1 CT1-CSU= 1-port 100BASE-TX, 1-port Channelized T1/lffiN-PRI with CSU Network Module 
NM-1FE1 CE1 B= 1-port 100BASE-TX, 1-port Channaized E1/ISON-PRI (Balanced)Network Module 
NM-1FE1CE1U= 1-port 100BASE-TX, 1-port Channelized E1/ISON-PRI (Unllalanced)Network Module 
NM-1FE2CT1= 1-port 100BASE-TX, 2-port Channe!ized T1/ISDN-PRI Network Module 
NM-1FE2CT1-CSU= 1-port 100BASE-TX, 2-port Channelized T1/lffiN-PRI with CSU Network Module 
NM-1FE2CE1 B= 1-port 100BASE-TX, 2-port Channaized E1/ISON-PRI (Balanced)Network Module 
NM-1FE2CE1U= 1-port 100BASE-TX, 2-port Channelized E1/ISON-PRI (Unllalanced)Network Module 
NM-1FE2W= 1-port 10/100 Ethernet, 2WIC Slots NetworkModule 
NM-2FE2W= 2-port 10/100 Ethernet, 2WIC Slots NetworkModule 
NM-1FE1R2W= 1-port 10!100 Ethernet, 1-port Token Ring, 2WIC Slots Network Module 
NM-2W= 2 WIC Slots Network Module 
Cisco 3600 Series Voice Interface (VIC) Cards 
VIC-2E/M= 2-port Voice Interface Card-EI!M 
VIC-2FXD= 2-port Voice Interface Card-FXO 
VIC-2FXS= 2-port Voice Interface Card-FXS 
VIC-2BRI -S/T-TE= 2-port Voice Interface Card-BR (S/T userside) 
VIC-2010= 2-port Voice Interface Card-Oirect lnwardOial (010) 
VIC-2FXO-EU= · 2-port Voice Interface Card-FXO (br Europe) 

• Cisco 3600 Series 
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Cisco 3600 Series WAN Modules 
NM-48-S!T = 4-port 8RI (S{T) Module 
NM-88-S!T = 8-port BRI (S{T) Module 
NM-48-U= 4-port BRI (U) w/ NT-1 Module 
NM-88-U= 8-port BRI (U) w/ NT-1 Module 
NM-4T = 4-port Serial Module 
NM-4AIS= 4-port Async/Sync Serial Module 
NM-8AIS= 8-port Async/Sync Serial Module 
NM-16A= 16-port Async Module 
NM-J2A= 32-port Async Module 
NM-1CTI = 1-port Channelized Tl/ISDN-PRI Module 
NM-1 CTI-CSU= 1-port Channeüzed Tl/ISON-PRI w/ CSU Module 
NM-2CTI = 2-port Channelized Tl/ISDN-PRI Module 
NM-2CTI-CSU= 2-port Channelized TI/ISDN-PRI w/ CSU Module 
NM-IHSSI= 1-port HSSI Module 
NM-COMPR: Compression Module 
NM-VPN/MP= DES!3DES VPN Encryption NMforthe 3620/3640 Mid-Piatform 
Cisco 3660 AIM Modules 
AIM-VPN/HP= 
AIM-COMPR4= 
AIM-ATM= 
AIM-ATM-VOICE-30= 
AIM-VOICE-30= 
Cisco 3620/40 VPN Module 

DES!3DES VPN Encryption AIMfor 3660 High Performance 
Data Compression AIM for the 3000 series 
ATM SAR Only ATM 
30-Channel TVEI Digital Voice Module 
SAR and 30-Channel Tl,El Digital Voice Module 

NM-VPN/MP= DES!3DES VPN Encryption NMfor 3620/3640 Mid Performance 
Cisco 3600 Series Modem Modules 
NM-6DM= 6-port Digital Modem Module 
NM-BAM= 8-port Analog Modem Modukl 
NM-12DM= 12-port Digital Modem Module 
NM-16AM= 16-portAnalog Modem Module 
NM-18DM= 18-port Digital ModB11 Module 
NM-24DM= 24-port Digital ModB'Tl Module 
NM-lJOM= 30-port Digital ModB'Tl Module 
MICA-6MOD= 6-port Digital Modem Module (Spare) 
Cisco 3600 Series Modem Management Technology Licenses3 

MMTL-3600-6= Modem Management li!chnologylicense (6 modems) 
MMTL-3600-12= Modem Management Technologylicense (12 modems) 
MMTL-360Q-18= Modem Management Technologylicense (18 modems) 
MMTL-3600-24= Modem Management Technologylicense (24 modems) 
MMTL-360Q-30= Modem Management Technologylicense (30 modems) 
MMTL-3600/2600-8= Modem ManagementTechnology ücense (for 8 Analog Modems) 
MMTL-3600/2600-16= Modem ManagementTechnology License (for 16 Analog Modems) 
Cisco 3600 Series Memory Options 
MEM3600-8FC= Cisco 3600 Series 8MB Flash PCMCIA Card 
MEM3600-16FC= Cisco 3600 Series 16MB Aash Card 
MEM3600-8FS= Cisco3600 Series8 MB Flash 
MEM3600-16FS= Cisco3600 Series 16MB Flash 
MEM3600-2X8FS= Cisco3600, 16MB Flash (2x8 MB Flash SIMMs) 
MEM3600-2X16FS= Cisco 3600,32 MB Flash (2x16 MB Aash SIMMs) 
MEM3620-8D= Cisco 3620, 8MB ORAM SIMM 
MEM3620-160= Cisco 3620, 16MB ORAM SIMM 
MEM3640-2X80= Cisco 3640, 16MB ORAM (2x8 MB ORAM SIMMs) 
MEM3640-2X160= Cisco 3640,32 MB ORAM (2x16 MB ORAM SIMMs) 
MEM3640-2X32D= Cisco 3640, 64 M8 ORAM (2x32MB ORAM SIMMs) 
MEM3640-4X320= Cisco 3640, 128MB ORAM (4x32MB ORAM SIMMs) 
MEM3660-320= Cisco 3660, 32 MB SDRAM Field Upgrade 
MEM3660-1280= Cisco 3660, 128MB SDRAM Reld Upgrade 
MEM3660-2X640= Cisco 3660, 128MB SDRAM (2x64 M8 Aash OIMMs) 
MEM3660-2X1280= Cisco 3660,256 MB Flash (2x128 MB Flash DIMMs) 
BOOT-3600= Boot ROM Upgrade for Cisco 3600 
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...,..~_--:::::--, Cisco 3600 Serias Accessories 

,.,.. F . I --'-lfA. r 
/ <;,~,).:,.-•• ..,., ..fS-3620RM-19= 

/t" t"L.. ' \ A·. ~-3620RM-24= '> J 'f~-3620-AC 
. I b \ . tw~-3620-DC 

l, \ \ f' _/AC~·3620RPS= 
\ . .._ _..../ '::I)CS-3640RM-19= 

\.,. ,,;-;\: - ~/'ÀCS-3640RM-24= 
~-. ....- PWR-3640-AC 

PWR-3640-DC 
ACS-3640RPS= 
NM-BLANK·PANEL= 
WIC·BLANK·PANEL= 
ACS-3660RM-23 

Cisco 3620--19-lnch Rack Mount Kit 
Cisco 3620--24-lnch Rack Mount Kit 
Cisco ll20--AC Power Supply 
Cisco :ll20--DC Power Supply 
Cisco 3620--RPS Field Upgrade 
Cisco 3640--19-lnch RackMount Kit 
Cisco 3640--24-lnch RackMount Kit 
Cisco ll40--AC Power Supply 
Cisco ll40--DC Power Supply 
Cisco 3640--RPS Field Upgrade 
Blank NetworkModule Pane! 
Blank WAN Interface Card Pane! 
23 in c h RackMount Kit for the Cig:o 3660 

PWR-3660-AC AC Power Suppl{ for Cisco 3660 
PWR-3660-DC DC Power Suppl{ for Cisco 3660 
Cisco 36011 Serias Besic Packaged SMARTnet Maintenance BxSxNBD 
CON-SNT-PKG7 Cisco 3620 Packaged SMARTnet Maintenance BiixNBD 
CON-SNT-PKG10 Cisco 3640 Packaged SMARTnetMaintenance 8l6xNBD 

Chapter 1 Routers 

CON-SNT-PKG13 Cisco 3661 and Cisco3662 Packaged SMARTnetMaintenance Bl6xNBD 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

2. The ATM Modules, WAN Interface Card (WIC) Modules, Multiflex Voice/WAN Interface Cards, Voice/Fax Network 
Modules, High-DensityVoice/Fax DSP Upgrade Modules. and Network Modules (lnternational) forthe 3600 serias 
are the same as those for the 2600 serias. Please see page 1-24 for part numbers. 

3. Requires Plus feature pack. 

For More lnformation 

See the Cisco 3600 Series Web site: http://www.cisco.com/go/3600 

Cisco 3700 Series 
The Cisco 3 700 Series is a new !in e o f modular 
routers that enable flexible and scalable 
deployment ofnew applications in an integrated 
branch office access platform. The Cisco 3700 
Series is ideal for sites and solutions requiring 
the highest leveis o f integration at the branch for 
branch office IP Telephony, voice gateway, and 
integrated flexible routing with low-density switching solutions.Integrated security, intrusion 
detection, and VPN protect the network at the perimeters, while integrated caching conserves 
WAN bandwidth. The Cisco 3700 Series provides a consolidated service infrastructure and 
high service density in a compact form factor that enables the incrementai incorporation of 
branch applications. 

• Cisco 3700 Series 
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When to Se li 

Sell This Product 
Cisco 3725 

When a Customer Needs These Features 
• New leveis of branch office se111ice density in a compactlorm factor(2RU) 
• lntegrated Security, intrusion detection. and VPN 
• lntegrated flexble routing andlow-density switching (16-or-36 ports) 
• Rexible incrementaland scalable migration to a vai c e/data converged branch office nework 

- Compatibilitywith morethan 90% of the world's legacy analog and digtal TOM PBXs 
- Survivable Remate Ste Telephony {SRST) features that enable cMralized c ali processing with local 

branch IP Telephonyredundancy 
-lnline power for IP Telephony 

• ContentNetworking and Caching int!grated for 11\AN bandwidth con9!rvation 

Cisco 3745 Same features asabove plus: 
• New leveis of branch officeservice density in a compact formfactor (3RU) 
• Availabilityfeaturessuch as redundéllt power, online insertion andremovable component:i andfield 

replaceable components 
• lncreased performance and denSty 

Key Features 

• Optimized for multiple high density services 
• Versatile High Density Service Module (HDSM) design enhances integrated 

services options 
• Integrated connectivity options free up network module slots 
• Optional features enhance availability/resiliency (3745 only): internai redundant 

power, hot-swappable modules, and field-serviceable components 
• Optimized for lntegrated IP Telephony: IP phone powered switch, high density 

voice gateway, flexible WAN routing, and Survivable Remote Site Telephony 
• Flexible combination of analog and/or digital voice with scalable port density 
• Full support for Cisco lOS voice suíte of features 
• Platforms performance-tuned for scaling packet voice solutions 
• New integrated switching modules (16- and 36-port) 
• Common user interface with Catalyst series switches 
• Simplified management from a single platform for ease of configuration, 

deployment, and troubleshooting 
• Integrated inline power for wireless access points and IP phones 
• GigE connectivity 

Cisco 3700 Series 
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,..,...;:~-:::~pecifications 

.-"' L I ,, 

~(~~~~\~~-~~~\U--. r-e _________ C_i_s-co_3_7_~-------------------C-is_c_o_37~4-5--~--------------

i , \) Ne'tWcirk Module Slots 4 \ \ ru ~: Ad.Jan.ced lntegration 2 2 
\ · \ P,ll~duie (AIM) Slots 

3 \,-,- ~~~Í··:·· W,~N Interface Card (WIC) 3 
-...._ • .:...--.. S'íots 

~,o~n~oo~FE~P~o~rt-s------~--------------------------72~------------------------

WAN Modules 

ATM Modules 

Voice/Fax Network 
Modules 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

WAN Interface Card (WIC) See Part Numbers and Ordering lnformation 
Modules 

Multiflex Voice/WAN 
Interface Cards 

See Part Numbers and Ordering lnformation 

Voice Interface Card (VI C) See Part Numbers and Ordering lnformation 
Modules 

Modem Modules See Part Numbers and Ordering lnformation 

EtherSwitch Modules See Part Numbers and Ordering lnformation 

Performance 100 kpps 

VPN/Security Advanced See Part Numbers and Ordering lnformation 
lntegration Modules (AIM) 

Content Network Modules See Part Numbers and Ordering lnformation 

Flash Memory 32MB (default); 128MB (max) 

Flash Memory (Externai) 32MB-128MB (optional) 

ORAM Memory 128MB (default) 
256MB (max) 

Power Supply AC. DC optional 

Dimensions (HxWxD) 3.5 X 17.25 X 14.7 in. 

Selected Part Numbers and Ordering lnformation1 

Cisco 3700 SeriesModular Multiservice Access Router 

Se e Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

225 kpps 

Se e Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

32MB (default); 128MB (max) 

32MB ·128 MB (optional) 

128MB (default) 
256MB (max) 

AC, DC optional 

5.25 X 17.25 X 15 in. 

CISC03725 2-slot Modular Multiservice Router with IP Sotware 
CISC03745 
Serial Network Modules 
NM·4A!S 
NM·8A!S 
NM-1HSSI 
Asynchronous Network Modules 

4-slot Modular Multiservice Router with IP Sotware 

4-port async/sync serial network module 
8-port async/sync serial network module 
1-port high speedserial interface module 

NM-16A 16 Async Ports network module 
NM·32A 32 Async Ports network module 
LAN Network Modules and Mixed-Media LAN & WAN Network Modules 
NM-2W 2 WAN Card Slot Network Module (no LAN) 
NM-1FE2W 110/100 Ethernet2 WAN Card Slot Netw01k Module 
NM-1FE1R2W 
NM-2FE2W 
NM-1FE-FX 

• M fl:M 

1 10/100 Ethernet 1 4/16 Token Ring 2 WAN Card Slot NM 
210/100 Ethernet2 WAN Card Slot Netwolk Module 
1-port Fast Ethernet netwrrk module (10/100Base Fiber only) 

Cisco 3700 Series 
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Digital Packet Voice and Fax Trunk Network Modules ~/--"\ 
NM-HDV-lTl -12 High Density Voice NetworkModule, with 1 VWIC-1MFT-T1 and 1 PVDM-12 i ( ~ J j Q 
NM-HDV-1E1-12 High DenstyVoice NetworkModule,with 1 VWIC-1MFT-E1 and 1 PVDM-12 \ A 
NM-HDV-1 E1-30 Single-port, Il-channel E1 vo1ce/fax Network Module (supports 30 channels) of med1um '" / 

complexityVoCoders: G.729a/b, G.726, G.711 and taxar 12 channelsof G.726, G.729, G.723.1, G~8~···- -· ···; ·• :•. 

NM-HDV-1 E1-30E 

NM-HDV-2E1-60 

NM-HDV-lTl -24 

NM-HDV-1Tl-24E 

NM-HDV-2T1-48 

G.729a/b, G.711 and fax) ~~--:)..-'" 
Single-port, enhanood 30-channel E1 voice/fax Network Module (supports30 channels of high 
and medi um complexity VoCoders: G.729a/b, G.726, G.729, G.728, G.723.1, G.711 and fax) 
Dual-port,60-channeiE1 voice/faxNetworkModule(supports60 channelsj ofmedium complexity 
VoCoders: G.729a/b, G.726,G.711 and fax o r 30channelsof G726, G729, G723.1, G.728, G729a!b. G711 
and fax) Supportsadd/drop multiplexing (drop andinsert) 
Single-port, 24-channel T1 voice/fax Network Module (supports 24 channels of medi um 
complexity VoCoders: G.729a/b, G.726, G.711 and fax o r 12 channelsof G.726, G.729, G.723.1, G.728, 
G.729a/b, G.711 and fax) 
Single-port, enhanood 24-channel T1 voice/fax Network Module (supports24 channels of high 
and medi um complexity VoCoders: G.729a/b, G.726, G.729, G.728, G.723.1, G.711 and fax) 
Dual-port,48-channeiT1 voice/faxNetworkModule (supports48 channelsj of medium complexity 
VoCoders:G.729a/b,G.726,G.711 andfax or24 channelsof G726, G729, G723.1, G.728, G729a/b, G711 
and fax) Supportsadd/drop multiplexing (drop andinsert) 

AIM-ATM-VOICE-30 SAR and 30 Channel T1/E1 Digital Voice module 
AIM-VOICE-30 30 Channel T1/E1 Digital Voice module 
Analog Packet Voice and Fax Trunk Network Modules 
NM-1V 1-slot voice and fax netwoik module 
NM-2V 
NM-HDA 
Voice Interface Cards 
VIC-2FXS 
VIC-2FXO 
VIC-2FXO-EU 
VIC-2FXO-M1 
VIC-2FXO-M2 
VIC-2FXO-M3 
VIC-2E/M 
VIC-2DID 
VIC-28RI-S/T-TE 
VIC-28RI-NT/TE 
ATM Network Modules 
NM-4T1-IMA 
NM-4E1-IMA 
NM-8T1-IMA 
NM-8E1-IMA 
NM-1A-T3 
NM-1A-E3 
AIM-ATM 
Serial WAN Interface Cards 

2-slot voice and fax netwoik module 
High Density Analog Module 

2-port voice interface card-FXS 
2-port voice interface card-FXO 
2-port voiceinterface card-FXO (for Europe) 
2-port voice interface card-FXO (with battel)feversal, for North America) 
2-port voice interface card-FXO (with battel)feversal, for Europa) 
2-port voiceinterface card-FXO (for Austalia) 
2-port voice interface cai:I-E&M 
2-port voice interface card-DID (Direct lnward llal) 
2-port voice interface card-8RI(Terminal side) 
2-port voice ntertace card-8RI (Network side) 

4-port T1 ATM network module with Inversa Multiplexing owr ATM (I MA) 
4-port E1 ATM network module with IMA 
8-port T1 ATM network module with IMA 
8-port E1 ATM network module with IMA 
1-port DS3 ATM networkmodule 
1-port E3 ATM network module 
ATM cell processing module 

WIC-1DSU-T1 One T1 CSU/DSU -lntegrated 
WIC-2T 2-port High Speed Serial 
WIC-2-NS 2-port Async/Sync Serial 
WIC-1DSU-56K4 1-port, four-wire 56/64-Kbpswith CSU/DSU 
Digital Voice/WAN Interface Cards 
VWIC-1MFT-T1 1-port RJ-48 Multi A ex Trunk-T1 
VWIC-2MFT-T1 2-port RJ-48 Multi A ex Trunk-T1 
VWIC-2MFT-Tl-DI 2-port RJ-48MultiRex Trunk-T11Mth Drop and lnsert 
VWIC-1MFT-E1 1-port RJ-48 MultiAex Trunk-E1 
VWIC-2MFT-E1 2-port RJ-48 MultiAex Trunk-E1 
VWIC-2MFT-E1-DI 2-port RJ-48 MultiFiex Trunk-E1 with Drop and lnsert Add not for VWICs VIC slots & WIC slots 
VWIC-1MFT-G703 1-port RJ-48 MultiFiex Trunk-E1 unstructured 
VWIC-2MFT-G703 2-port RJ-48 MultiFiex Trunk-E1 unstructured 
ISDN WAN Interface Cards 
WIC-18-S/T 1-port ISDN 8RI 
WIC-18-U 1-port ISDN BRI with NTl 

·---- ·-----
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ISDN and Channelized Serial Network Modules 

rt
(:~~_,...., , NM-ICTI 1-port channelized TI/ISDN PRI network module 
-~· -· · . NM-ICTI-CSU 1-port channelized TI/ISDN PRI with CSU network module 

Q~ NM-2CTI 2-port channelized TI/ISDN PRI network module 
. \ 9;,-. ) . NM-2CTI-CSU 2-port channelized T1/ISDN PRI with CSU network module 
\\ ~ NM-ICEIB 1-port channelized E1/ISDN PRI balanced networkmodule 
\. NM-ICE1U 1-port channeliza:l EI/ISDN PRI unbalancednetworkmodule 
-....... :?::-··: ; · NM-2CEIB 2-port channelized E1/ISDN PRI balanced networkmodule 

~- ---- - NM-2CEI U 2-port channeliza:l E1/ISDN PRI unbalancednetwork module 
NM-4B-S/T 4-port ISDN BRI network module 
NM-4B-U 4-port ISDN BRI with NT1 networkmodule 
NM-8B-S/T 8-port ISDN BRI networ1< module (S/T interface) 
NM-8B-U 8-port ISDN BRI with NT1 network module (U interface) 
Modem Modules 
WIC-IAM 
WIC-2AM 
NM-6DM 
NM-12DM 
NM-IBDM 
NM-24DM 
NM-l!DM 
NM-BAM 
NM-16AM 
NM-BAMJ 
NM-16AMJ 
Digital Subscriber line (DSL) 

1-port analog modem W>.N interface card(WIC) 
2-port analog modem W>.N interface card (WIC) 
6-port digital modem networkmodule 
12-port digital modem network module 
18-port digital modem network module 
24-port digital modem networkmodule 
30-port digital modem networkmodule 
8-port analog modemNetwork Module 
16-port analog modemNetwork Module 
8-port analog modem NetworkModule--Japan 
16-port analog modemNetwork Module-Japan 

WIC-IADSL 1-port ADSLWAN Interface Card 
WIC-G.SHDSL 1-port G.shdsl WAN Interface Ca-d 
Encryption Advanced lntegration Modules 
AIM-CDMPR4 Data Compresson AIM for3660 Series(4 E1 performance) 
AIM-VPN/HP DES/3DES VPN Encryption AIMfor 3660-High Perfonnance 
AIM-VPN/EPDES/3DES VPN Encryption AIM for2600-Enhanced Performance 
Content Engine Network Modules 

Chapter 1 

NM-CE-BP-20G-K9 Content EngineNetwork Module, Basic Perfonnance, 20GB IDE Hard Disk 
NM-CE-BP-40G-K9 Content EngineNetwork Module, Basic Perfonnance, 40GB IDE Hard Disk 
NM-CE-BP-SCSI-K9 Content EngineNetwork Module, Basic Perfonnance, SCSI Controller 
Dry Contact Closure Alarm NM 
NM-AIC-64 Alarm Monitoring and Contrai Network Module 
Cisco EtherSwitch Modules 
NM-16ESW One 16-Port 10/100 EtherSwitch Network Module 
NM-16ESW-PWR One 16 port 10/l!XI EtherSwitch NM wth lnline Power support 
NM-16ESW-IGIG Dne 16 port 10/100 EtherSwitch NM wth 1 GE (1000BaseT) port 
NM-16ESW-PWR-I GIG One 16 port 10/100 EtherSwitch NM with lnline Powerand GE 
PPWR-DCARD-16ESW One lnlinepower daughter card for16 port EtherSwitch NM 
NMD-36-ESW One 36 port 10!100 EtherSwitch HighDensityService Module 
NMD-36-ESW-PWR One 36 port 10/100 EtherSwitch HDSM withlnline Power 
NMD-36-ESW-2GIG One 36 port 10/100 EtherSwitch HDSM withtwo GE (IOOOBaseT) 
NMD-36-ESW-PWR-2G One 36 port 10/100 EtherSwitch HDSM+ lnline Power and two GE 
PPWR-DCARD-36ESW One lnline Power daughter card for36 port EtherSwitch HDSM 
GE-DCARD-ESW One GE (1000BaseT) daughter cardfor EtherSwitch Modules 
PPWR-PS-360W One 48V (360W) power supply for EtherSwitch Modules 
PPWR-PS-CHASSIS One powersupply chassis for Cisco 48V (360W) powersupply 
PWR-CHASSIS-360W One power supply chassis and 48V power supply forEtherSwitch 
CAB-PPWR-PSI-1 Connectsone EtherS!vitch power supplyto one EtherSwitch Mldule 
CAB-PPWR-PS1-2 Connectsone EtherS!vitch power supplyto two EtherSwitch Mldules 
CAB-PPWR-PS2-1 Connectstwo EtherS!vitch power supplies to one EtherSwitch Module 

Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access ar are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
See the Cisco 3600 Series Web site: http://www.cisco.com/go/3700 
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Cisco 7200 Series 
The Cisco 7200 Series routers detiver 
exceptional price/performance, versatility, 
and feature-richness in a compact form 
factor. The Cisco 7200 is ideal as a WAN 
aggregator for the Service Provider (small 
POP) or enterprise edge, an enterprise WAN 

• 

gateway, a high-end managed CPE, or as a small core router. The platform also 
supports sites that require IBM data center connectivity as well as sites that require 
multifunction capabilities that combine all the above for multiservice voice, vídeo, and 
data traffic. 
A key strength o f the Cisco 7200 is its modularity. With a choice o f 4- and 6-slot 
chassis, a selection o f processors providing up to 1 Mpps, an extensive range o f LAN 
and WAN interfaces with up to 48 ports per chassis, and single or dual power supplies, 
the customer can customize their system to achieve the performance, connectivity, and 
capacity desired. This modularity combined with a low initial price point guarantees 
both investment protection and maximum return on investment, allowing the customer 
to upgrade and/or redeploy their Cisco 7200 as their network needs change. 

Whento Sell 

Sell This Product 
Cisco 7204VXR 

Cisco 7206VXR 

Key Features 

When a Customer Needs These Features 
• 4-slot chassis 
• Modular processor. 225, 400,900 Kpps (NPE-225. NPE-400, NPE-Gl) or 300 Kpps servi c e accelerator 

(NSE-1) 
• 1.2 Gbps backplane 
• MIX-enabled busfor data/voice/vileo applications 

• 6-slot chassis 
• Modularprocessor. 225,400,900 Kpps(NPE-225, NPE-400, NPE-G1) or300 Kpps service accelerator 

(NSE-1) . 
• 1.2 Gbps backplane 
• MIX-enabled busfor data/voice/vileo applications 

• Compact Form Factor-Up to six port adapters in a fully modular 3RU form 
factor. The optional Rack Density System (RDS) allows for up to nine Cisco 7206 
routers per rack with front-to-back airflow 

• Exceptional Value-As the most powerful single-processor platform, the Cisco 
7200 offers customers a superior price/performance ratio supporting high-speed 
media and high-density configurations with up to 900 Kpps processing at a 
competitive price point 

• Feature Rich-Full support for Cisco lOS software and enhancements for 
high-performance network services enables the Cisco 7200 to offer 
industry-leading network services, including: MPLS, broadband aggregation, 
quality of service (QoS), security, and voice/video/data support 

• Connectivity/Flexibility- Provides high port density and an extensive range of 
LAN and WAN media, the Cisco 7200 dramatically reduces the cost per port and 
allows for flexible configurations to meet your specific network needs 

• Common port adapters-Port adapters are shared with the Cisco 7300, 7400, 
7500, and 7600 (w/FlexWAN Module), which simplifies sparing and protects 
customer investment in interfaces 
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• Unisphere: ERX700, ERX1400 

Cisco 7204VXR Cisco 7206VXR 
None Same as 7204VXR 

Expansion Slots 4 6 

WAN Port Adapters DSOto OC-12 Same as7204VXR 

Processo r RM7K RISC Processorwith optional PXF Same as 7204VXR 
Processar 

Forwarding Rate Upto 1 Mpps Same as7204VXR 

Backplane Capacity 1.2 Gbps Same as 7204VXR 

Flash PCMCIA Memory 48MB lexpandabe to 256 MBI Same as 7204VXR 

System DRAM Memory 128MB lexpandableto 1 GBI Same as7204VXR 

Minimum Cisco lOS Release 12.011IXE Same as 7204VXR 

Internai Power Supply AC or DC, dual option Same as7204VXR 

Redundant Power Supply Yes, for AC o r DC Same as 7204VXR 

Chassis Height 3RU Same as 7204VXR 

Rack Mountable Yes, up to 16 per rack Same as 7204VXR 

Dimensions (HxWxDI 5.25 X 16.8 X 17 in. Same as 7204VXR 

Cisco lOS Software and Memory Requirements1 

To run the Cisco lOS Feature Packs, you need, ata minimum, the amount of memory 
shown in the following table. Some configurations will require more. 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required Required 
CD72-C-12.1T = IP 12.1T 16MB 64MB 

CD72-CK2-12.1 E= IP IPSEC 3DES 12.1E 16MB 64MB 

CD72-CHK2-12.1T = IP/FW/IDS IPSEC 30ES 12.1T 16MB 64MB 

CD72-A-12.1T = Enterprise 12.1T 16MB 64MB 

1. For the complete list of lOS Feature Sets, referto the parts list, via the URllisted under "for More lnformation." For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7204 Chassis 
CISC07204VXR 
CISC07204VXR!225 
Cisco 7206 Chassis 
CISC07200VXR 
C7200VXR/400/2FE 
C7200VXR/400/GE 
7206VXR!NPE-G1 
Cisco 7200 CPE Bundles 
7204VXR!CPE 
Cisco 7200 Voice Bundles 
C7200VXR/VOICE/400 
Cisco 7200 VPN Bundle 
7204VXR/VPN/400K9 
7204 VX R400/V PN K9 
7204VXR225/VPNK9 
7206VXR400/VPNK9 
7206VXRG1/VPNK9 

Cisco 7204VXR, 4-slot chassis, 1 AC Supply w/IP Software 
7204VXR Bundle with NPE-225 and 1/0 Controner with 2 FE/E 

Cisco 7206VXR, 6-slot chassis, 1 AC Supply w/IP Software 
7206VXR with NPE-400 and 1/0 Controller with 2 FE/E Ports 
7206VXR with NPE-400 and GE+E 1/0 controller 
7206VXR with NPE-G1 processing engine 

7204VXR w/ NPE-225, 2 FE 1/0, choice of specfied WAN PA 

7206VXR w/ NPE-400, Voice PA PA-VXC-2TE1+,1/0 contlrw/ 2FE 

7204VXRVPN BundleNPE400,128MB,I/O 2FE,ISA,IPSEC 3DES lOS 
7204VXR VPN Bundle NPE400,128MB, 1/0 2FE, VAM,IPSEC 3DES lOS 
7204VXRVPN BundleNPE225,128MB,I/O 2FE, VAM,IPSEC 3DES lOS 
7206VXR VPN Bundle NPE400,256MB,I/O 2FE, VAM,IPSEC 3DES lOS 
7206VXR VPN Bundle NPE-G1,256MB, 3 FE/GE, VAM,IPSEC 3DES lOS 

• Cisco 7200 Series •. ,. 
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Cisco 7200 Serias Processors 
NPE-Gl= Cisco 7200 Network Processing Engine NPE-GI including 256MB defaultORAM and 64MB default 

flashmemory. ~-
NPE-225= Networ1< Processing Engine 225 (128MB default memol)')-spare . :;.~~':\'/" 
NPE-400= 7200VXR NPE-400 (128MB default memoryl,SPARE (, / 
NSE-1= 7200VXR NetworkServices Engine I (128MB default mem),SPARE f' g J. Qr _ 
Cisco 7200 Series lnput/Output Controller 1 l . ' ") 10 I 
C7200-l/0= Cisco 7200 lnput/Output Contoller. Spare \ \ .~ } ) 
C7200-I/0-2FEIE= Cisco 7200 lnput/Output Controlhr with Duall0/100 Ethernet '- ~ ,/ · 
C7200-I/O-GE+E= Cisco 7200 lnput/Output ll>ntroller with GE and Ethernet ', ·.:: c) l-:[,_ C~/ ---.;,...:../"" 
Cisco 7200 Rack Mount Systems 
CISC07200ROS CISCO 7200 Rack Density System 
Cisco 7200 Processar Memory: NPE-G1 
MEM-NPE-GI -256MB= Two 128MB memory modules (256MB total) for the Cisco 7aJO Networ1< Processing Engine 

NPE-Gl 
MEM-NPE-GI-512MB= Two 256MB memory modules (512MB total) forthe Cisco 7aJO Networ1< Processing Engine 

NPE-G1 
MEM-NPE-G1-1 GB= Two 512MB memory modules (1GB total) for the Cisco 7200 Networ1< Processing Engine NPE-G1 
MEM-NPE-Gl-FL064= 64MB Compact Flash Disk forthe Cisco 7aJO Network Processing Engine NPE-G1 
MEM-NPE-Gl-FL0128= 128MB Compact Rash Disk for the Cisco 7200 Network Processing Engine NPE-G1 
MEM-NPE-Gl-FL0256= 256MB Compact Rash Oisk forthe Cisco 7200 Networ1< Processing Engine NPE-Gl 
Cisco 7200 Processar Memory: NPE-100, NPE-150, NPE-200 
MEM-NPE-16MB= 16MB Memory Upgrade Kitfor NPE-200/NPE-150/NPE-100 
MEM-NPE-32MB= 32MB Memory Upgrade Kitfor NPE-200/NPE-150/NPE-100 
MEM-NPE-64MB= 232MB memol)' modules(64MB total) forNPE-200/NPE-150/NPE-100 
MEM-NPE-128MB= 128MB Memory Upgrade Kitfor NPE-200/NPE-150/NPE-100 

Cisco 7200 Processar Memory: NPE-175 and NPE-300 
MEM-SO-NPE-32MB= 32MB Memol)' Upgrade Kit for NPE-300/NPE-225/NPE-175 
MEM-SD-NPE-64MB= 64MB Memol)' Upgrade Kitfor NPE-300/225/175 
MEM-SO-NPE-128MB= 128MB Memory Upgrade Kit for NA:-300/NPE-225/NPE-175 
MEM-SO-NPE-256MB= 2128MB memory modules (256MB total) for the NPE-31D in 7200 
Cisco 7200 Processor Memory: NPE-225 and NSE-1 
MEM-SD-NPE-128MB= 128MB Memory Upgrade Kit for NA:-300/NPE-225/NPE-175 
MEM-SO-NSE-256MB= 256MB Memol)' for NPE-225 or NSE-1 in 7200 Series, SPARE 
Cisco 7200 Processar Memory: NPE-400 
MEM-N PE-400-128M B= 128MB Memory for NPE-400 in 7200 Series 
MEM-NPE-400-256MB= 256MB Memoryfor NPE-400 in 7200 Series 
MEM-NPE-400-512MB= 512MB Memol)' for NPE-400 in 7200 Series 
Cisco 7200 Serias lnput/Output Controller Memory Options 
MEM-CIP-32M= CIP 32 MB ORAM Upgrade Kit 
MEM-CPA-32M= CPA 32MB ORAM Upgrade Kit 
MEM-I/O-FLC20M= Cisco 7200 1/0 PCMCIA Flash Memory, 20MB 
MEM-1/0-FLCBM= Cisco 7200 1/0 PCMCIA Flash Memory, 8MB 
MEM-I/0-FLD128M= Cisco 72001/0 PCMCIA Flash Disk, 128MB Spare 
MEM-I/0-FLD4BM= Cisco 7200 1/0 PCMCIA Flash Disk, 48 MB Spare 
Cisco 7200 Serias Pon Adapters 
PA-4C-E= 
PA-A2-4E1XC-E3ATM= 
PA-A2-4EIXC-OC3SM= 
PA-A2-4TI C-OCJSM= 
PA-A2-4TI C-TJATM= 
PA-GE= 
PA-MCX-2TEI= 
PA-MCX-4TEI= 
PA-MCX-8TE1-M= 
PA-MCX-BTEI= 
PA-SRP-OC12MM= 
PA-SRP-OC12SMI= 
PA-SRP-OC12SML= 
PA-SRP-OC12SMX= 

1 Pon Enhanced ESCDN Channel Port Adapter 
CES Port Adapter EJE1 120 ohms 
CES OC3 Port Adapter4EI Ports 120ohms 
ATM CES Port Adapte r, 4TI CES Ports and I OC3 ATM SM Port 
ATM CES Port Adapte r. 4TI CES Ports and I T3 ATM Port 
Gigabit Ethernet Port Adapte r 
Spare 2 port MIX-enabled multichannel TYEI PA with CSU/OSU 
4 port MIX-enabled multichannefTI/E1 PA with CSU/OSU 
TI/E1 SS7 link PA for ITP 
8 port MIX-enabled multichannel TYE1 with CSU/OSU 
DPT-OC12 Multi-mode port adapter 
DPT-OC12 Single-mode iltermediate port adapter 
DPT-OC12 Single-mode long-reachport adapter 
DPT-OC12 Singe-mode el4:ended reach PA 
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• 
Cisco 7200, 7400 and 7500 Serias Port Adapters 
PA-VXC-2TE1+= 2 port TE1 h~capacity enhanced 10ice PA 

. ~ PA-VXB-2TE1+= 

~1~:~~~~ 
\ Í \ (>.. eÁ-PflS-OC3MM= 

2 port T1/E1 moderate capacity enhanced voe e PA 
1 Port T3 Serial Port Adapterwith T3 OSUs 
1 Port T3 Serial Port Adapte r Enhanced 
1-Port Packet/SONET OC3c/STM1 Singlemode (LR} PA 
1-Port Packet/SONET OC3c/STM1 Singlemode (IR}PA 
1-Port PackeVSONET OC3c/STM1 MJitimode PA 

\ ' / J '" ,, _,_..· ~:~A- OS-20C3= 
'- r~"·-·.-·· '· . .:. /MC T3= 

2 Port Packet/SONET OC3c/STM1 Port Adapter 

·, ' 

' . ·~:' : ·~ , . ,~PA- • -
~---··-· PA-MC-E3= 

1 port multichannel T3port adapter 

! ) 

PA-MC-4T1= 
PA-MC-2T3+= 
PA-MC-2T1= 
PA-MC-2E1/121l= 
PA-H= 
PA-E3= 
PA-A3-T3= 
PA-A3-0C3SML= 
PA-A3-0C3SMI= 
PA-A3-0C3MM= 
PA-A3-E3= 
PA-A3-8E11 MA= 
PA-8T-X21= 
PA-8T-V35= 
PA-BT-232= 
PA-8E= 
PA-4T+= 
PA-4E1Gn5= 
PA-4E1G/12D= 
PA-4E= 
PA-2T3= 
PA-2T3+= 
PA-2H= 

1 port Multi-Channel E3port adaptar 
4 port multichannel T1 port adapter with integrated CSU,OSUs 
2 port multichannel T3port adapte r 
2 port multichannel T1 port adapter with integrated CSU.OSUs 
2 port multichannel E1 port adarterwith G.703120ohm interf 
Port Adapte r: 1-Port HSSI 
1 Port E3 Serial Port Adapterwith E3 OSU 
1-Port ATM Enhanced DS3Port Adapter(Spare} 
1-Port ATM Enhanced0C3c/STM1 Singlemode(LR}Port Adaptar 
1-Port ATM Enhanced0C3c/STM1 Singlemode(IR}Port Adapte r 
1-Port ATM Enhanced OC3c/STM1 Multimode Port Adaptar 
1-Port ATM EnhancedE3 Port Adapte r (Spare} 
8-port ATM lnverse Mux E1 (120 Ohm} Port Adaptar, Spare 
8-Port Seriai,X.21 Port Adapte r 
8-Port Serial, V.35 Port Adapte r 
8-Port Serial, 232 Port Adap1!!r 
8-Port Ethernet lJBaseT Port Adapter 
4-Port Serial Port Adaptar, Enhanced 
4-Port E1 G.703 Serial Port Adapter (7fxlhm/Unbalanced} 
4-Port E1 G.703 Serial Port Adaptar (1:Dohm/Balanced} 
4-Port Ethernet lJBaseT Port Adapter 
2 Port T3 Serial Port Adapterwith T3 DSUs 
2 Port T3 Serial Port Adapte r Enhanced.Spare 
PORT ADAPTER:2-PORT HSSI 

PA-2FE-TX= 2-Port Fast Ethernet 1IDBase TX Port Adapte r 
PA-2FE-FX= 2-Port Fast Ethernet 1IDBase FX Port Adapter 
PA-2E3= 2 Port E3 Serial Port Adapterwith E3 DSUs 
Cisco 7200 and 7400 Series Port Adapters 
PA-8B-S/T = 8-Port BRI Port Adapte r S/T Interface 
Cisco 7200 and 7500 Serias Port Adapters 
PA-VXA-1TE1-30+= 1 PortT1/E1 Dig~al Voice Port Adapterwith 30 Channels 
PA-VXA-1TE1-24+= 1 PortT1/E1 Dig~al Vaie e Port Adapterwith 24 Channels 
PA-MC-STM-1SMI= 1 port multichannel STM~ single mode port adaptO' 
PA-MC-STM-1MM= 1 port multichannel STM-1multimode port adapter 
PA-MC-8TE1+= 8 port multichannel TVE1 8PRI port adapter 
PA-F/FD-SM= 1-Port FDDI Full Duplex Single-Mode Port Adapte r 
PA-F/FD-MM= 1-Port FDDI Full Duplex Multi-Mode Port Adapte r 
PA-A3-8T11MA= 8-port ATM lnverse Mux T1 Port Adapter, Spare 
PA-4R-DTR= Port Adapter:4-Port llldicated i:Jken Ring,4/16Mbps, HDX/FDX 
Cisco 7200 Series Servi c e Adapters 
SA-lSA= lntegrated S!rvices Adapterfor IPSec or MPPE encryption 
SA-VAM= VPN Acceleration Module (VAM}IPSec and IPComp Acceleration 
Cisco 7200 Series Transceiver Modules 
GBIC-LX/LH= Gigabit Interface Converterfor 1000BASE-LX standard 
GBIC-SX= Gigabit lntf. Converter lõr 1000BASE-SX (Short Wavelength} 
GBIC-ZX= Gigabit lnt.erface Converterfor 1000 BASE-ZX 
POM-OC3-MM 1-port OC3/STM1 Pluggable Optic Module,MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 
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Cisco 7200 Serias Power Supplies 
PWR-7200-DC+= Cisco noo DC (24V-60V) Power Supply Option 
PWR-7200/2-DC+ Cisco noo Dual OC (24V-60V) Power Supp~ Option 
PWR-7200-AC= Cisco noo AC Power Supply With Ulited States Cord 
PWR-7200-ACA= Cisco noo AC Power Supply W(h Australian Cord 
PWR-7200-ACE= Cisco noo AC Power Supply With European Cord 
PWR-720D-ACI= Cisco noo AC Power Supply With ltaian Cord 
PWR-7200-ACU= Cisco noo AC Power Supply With United Kingdom Cord 
Cisco 7200 Serias Spares and Accessories 
ACS-7200-RMK= Cisco 7200 RackmountKit and Cable Management Braclet 
CVPN7200FIPS/KIT = Kit(lnstructions,labels)to configure 7206 for FIPS operation 

1. This is only a small subset of ali parts available via URllisted under "for More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco 7200 Series Web site: http://www.cisco.com/go/7200 

Cisco 7300 Series 
The Cisco 7300 Series Routers are optimized 
for flexible, high performance IP/MPLS 
services at the network edge, where service 
providers and enterprises link together. 
Coupled with powerful network processing, a 
broad set o f interfaces and a compact, 
modular form factor the Cisco 7300 Series Routers are ideal for intelligent, 
multi-gigabit network connectivity . 

• 

The Cisco 7304 Series Router is ideally applied as a high-end CPE or as an Internet 
Gateway router. Architected for network High Availability and multi-protocol support, 
the 7304 supports the broad set of existing Cisco 7000 Series Port Adapters with the 
new Cisco 7304 Port Adapter Carrier Card. 
The Cisco 7301 Series Router is a compact single rack unit router coupled with a broad 
set o f interfaces and Cisco lOS software features. lt packs high performance in a space 
and power efficient form factor that includes a single 7000 Series port adapter slot, 3 
on-board Gigabit Ethernet (copper or optical)/Fast Ethemet ports anda new high-speed 
bus technologies. 

When to Se li 

Sell This Product 

Cisco 7301 

Cisco 7304 

When a Customer Needs These Features 

• Compact, powerefficient IRU form factor 
• Three times the performance increaseover existing single rack unit routers like the Ciso 7401 
• Single 7000 Series PortAdapter Slot 

• Highly modular price and performance optmized platform,rich in IP sen.4ces 
• High performance connectility-DS-1 through OC48/STM16 with 3.5 Mpps performance 
• Built-in Gigabit Ethernet connectitty 
• Multiprotocol routing:IP, IPX, AppleTalk. DLSw 
• Compact size, high availability and optimal cooling 

Cisco 7300 Se · 
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Key Features 

/r(_2.~~ · sco 7301: With nearly 1 million-packets-per-second (Mpps) processing 

(
, ( ·~ )\er ormance, the fastest Cisco lRU general-purpose processar, as of January 
. ! 'b'> O 2;0 ; 3 fixed 10/100/1000-Mbps ports (RJ-45 or SFP optics) directly on the 

\ 1 \ 0 · ptoJessor; Full Cisco lOS feature support; Pluggable Gigabit Ethemet optics 
\ ."'., >:-~·~í?Ps ); Up to 1GB o f a_vailable D~M; tJ_P to 256MB ofremovable compact flash 

~..;....- memory; Front-back auflow and smgle s1ded management 
• Cisco 7304: Compact modular form factor with four RU with four port adapter 

slots per chassis; PXF IP processar hardware-accelerated services such as Cisco 
Express Forwarding (CEF), NetFlow v8, and Turbo ACL; Offers 3.5Mpps 
performance for PXF-acce1erated services with the NSE-100 Network Services 
Forwarding Engine; Two Gigabit Ethemet ports per NSE-100; System 
redundancy: optional dual processors and dual AC or DC power supplies increases 
network availability 

Competitive Products 

• Redback:SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MIO 

Specifications 

Feature Cisco 7301 Cisco 7304 
Fixed Ports Three Gigabit Ethernet ports Same as7301 

Expansion Slots 1 4 

WAN Interface Range DS-1 to DC-3 T3to DC-48 

Processar RM 7000 MIPS Processar+ PXF Processar RM 7000 MIPS Processo r+ PXF Processar 

Forwarding Rate Up to 1 Mpps Up to 3.5 Mpps 

Backplane Capacity 1.2 Gbps 16 Gbps 

Flash PCMCIA Memory 64MB (expandabe to 128 MBI Same as 7301 

System ORAM Memory 128MB (expandableto 512MB) Same as 7301 

Minimum Cisco lOS 12.2(11)VZ 12.1(9)EX 
Release 

Internai Power Supply AC or DC Same as7301 

Redundant Power Yes, for AC o r DC Same as7301 
Supply Support 

Chassis Height 1 RU 4RU 

Rack Mountable Yes, up to 40 per rack Yes, up to 11 per rack 

Dimensions (HxWxD) 1.73 x 17.3 x 13.87 in. 7 X 17.2 X 20.5 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7300 System 
PWR-7301-AC 
PWR-7301/2-AC 
PWR-7301-DC48 
PWR-7301/2 -D C48 
PWR-7301-DC24 
CISC07:JJ1 
CISC07:Jl4= 
CISC07304-CH 
7300-NSE-100= 
7300-NSE-10U'2 
7300-PWR-DC= 
7300-PWR-AC= 
7300-PWR/2-DC 
7300-PWR/2-AC 

Cisco 7301 AC Power Supp~ Option 
Cisco 7301 Dual AC Power Supply Option 
Cisco 7301 DC48 Power Supply Option 
Cisco 7301 Dual DC48 Power Supply Option 
Cisco 7301 DC24 Power Supply Option 
Cisco 7301 chassis, 256MB memory, NC power,64MB Flash 
Cisco 7300, 4-slot chassis 
Cisco7304 channel bundle 
Cisco 7304 NetworkServices Engine 100 
Redundant Cisco 7:JJ4 NSE-100 w/Redundancy Feature License 
Cisco 7304 DC Power Supp~ Spare 
Cisco 7304 AC Power Supp~ Spare 
Cisco 7304 Redundant DC Power Supply Option 
Cisco 7304 Redundant AC Power Supply Option 

• Cisco 7300 Series 
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Cisco 7300 Memory Options 
MEM-7301-lGB= 1GB memory upgrade for7301 
MEM-7301-512MB= 512MB memory upgradefor7301 
MEM-7301 -256MB= 256MB memory upgrade for Cisco 7301 
7300-MEM-128= 128MB default SDRt>.M for 7304 NSE-100, spare 
7300-MEM-256= 256MB SDRAM for 7:114 NSE-100, spare 
7300-MEM-512= 512MB SDRAM for 7304 NSE-100, spare 
7300-I/O-CFM-64M= Cisco 7304 Compact Flash Memory, 64MB 
7300-I/O-CFM-128M= Cisco 7304 Compact Flash Memory, 128MB 
Cisco 7300 Series Compact Flash Disk Options 
MEM-7301-FLD64= Compact Disk Flash for7301,64MB option 
MEM-7301-FLD128= Compact Disk Flash for7301, 128MB option 
MEM-7301-FLD256 Compact Disk Rash for 7301, 256MB Option 
Cisco 7300 Line Cards 
7300-1 OC12POS-MM= 1-port OC12 POS line card for Cisco 7304 w/ Multi-mode 
7300-1 OC12POS-SMI= 1-port OC12 POS line card for Cisco 7304 w/ Single-mode IR 
7300-1 OC12POS-SML= 1-port OC12 POS line card for Cisco 7J04 w/ Single-mode LR 
7300-1 OC48POS-SMI= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode IR 
7300-10C48POS-SML= 1-port OC48 POS line card for Cisco 7J04 w/ Single-mode LR 
7300-10C48POS-SMS= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode SR 
7300-20C12POS-MM= 2-port OC12 POS line card for Cisco7304 w/ Multi-mode 
7300-20C12POS-SMI= 2-port OC12 POS line card for Cisco 7304 w/ Single-mode IR 
7300-20C12POS-SML= 2-port OC12 POS line card for Cisco 7J04 w/ Single-mode LR 
7300-20C3ATM-MM= 2-port OC3 ATM line card for Cisco 7304 w/ Multi-mode 
7300-20C3ATM-SMI= 2-port OC3 ATM line card for Cisco 7304 w/ Single-mode IR 
7300-20C3ATM-SML= 2-port OC3 ATM line card for Cisco 7304 w/ Single-mode LR 
7300-20C3POS-MM= 2-port OC3 POS line card for Cisco 7304 w/ Multi-mode 
7300-20C3POS-SMI= 2-port OC3 POS line card for Cisco 7304 w/ Single-mode IR 
7300-20C3POS-SML= 2-port OC3 POS line card for Cisco 7304 w/ Single-mode LR 
7300-40C3POS-MM= 4-port OC3 POS line card for Cisco 7304 w/ Multi-mode 
7300-40C3POS-SMI= 4-port OC3 POS line card for Cisco 7304 w/ Single-mode IR 
7300-40C3POS-SML= 4-port OC3 POS line card for Cisco 7304 w/ Single-mode LR 
7300-6T3= 6-port T31ine card for Cisco 7304 w/ DSU 
Cisco 7300 Series Transceiver Modules 
GBIC-LXILH= Gigabit Interface Comerterfor 1000BASE-L.X standard 
GBIC-SX= Gigabit lntf. ConverterFor 1000BASE-SX (ShortWavelength) 
GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 
Cisco 7300 Accessories 
7300-HALFSLOTBLNK 
7300-4RU/RCKBRKT = 
7300-CNTR-SPTUM= 
Cisco 7300 Software Options 
S73A-12215B= 
S73AH-12215B= 
S73AHK8-12215B= 
S73AHK9-122158= 
S73AS-12215B= 
S73C-12215B= 
S73A-12211YZ= 
S73C-12211 YZ= 
S730A-12211 YZ= 
S730C-12211 YZ= 
S730Z -12211 YZ= 
S73A-12113EX= 
S73AHK2-12113EX= 
S73AHL-12113EX= 
S73AR1 P-12113EX= 
S73CHK2-12113EX= 
S73CHL-12113EX= 
S73CP-12113EX= 
S73A-12112EX= 
S73AHK2-12112EX= 
S73AHL-12112EX= 
S73AR1 P-12112EX= 
S73CHK2-12112EX= 
S73CHL-12112EX= 
S73CP-12112EX= 

Cisco 7304 Half Slot Blank Une Card 
Cisco 7304 Chassis Rackmount Bracket Spare 
Cisco 7ll4 Center Septum Spare 

Cisco 7301 Series lOS ENTERPRISE 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS IPSEC 56 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7301 Series lOS ENTERPRISE SSG 
Cisco 7301 Series lOS IP 
Cisco 7300 Series lOS ENTERPRISE 
Cisco 7300 Series lOS IP PLUS 
Cisco 7301 Series lOS ENTERPRISE 
Cisco 7301 Series lOS IP 
Cisco 7301 Series lOS SERVICE PROVI DER 
Cisco 7300 lOS ENTERPRISE 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 56 
Cisco 7300 lOS CISCO 7300 SERIES lOS ENTERPRISE/SNASW PLUS 
Cisco 7300 lOS IP/FW/IDS IPSEC 3DES 
Cisco 7300 lOS IP/FW/IDS IPSEC 56 
Cisco 7300 lOS IP PLUS 
Cisco 7300 lOS ENTERPRISE 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 56 
Cisco 7300 lOS CISCO 7300 SERIES lOS ENTERPRISE/SNASW PLUS 
Cisco 7300 lOS IP/FW/IDS IPSEC 3DES 
Cisco 7300 lOS IP/FW/IDS IPSEC 56 
Cisco 7300 lOS IP PLUS 

Cisco 7300 S 
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'::::.- !-..... ~CC-PA= 7304 Carne r Card for 7200 Series Port Adapters . (f
-:~ Cisco 7300 Carrier Cards 

"' ~F~ for Cisco 7301 Series 
1 ( O) tÇ·liX-MM= GE SFP, LC connector SXtransceiver 
' t ~ ~ C-jH-SM= GE SFP, LC connector LHtransceiwr 

\\\ \ f'. 1 . ihis is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
' .. ...___~:. ·:-y"restricted access o r are not available through d1stribution channels. 

'-.,r' .o 1 - Y 
'-...._....:.~-- For More lnfonnation 

See the Cisco 7300 Series Web site: http://www.cisco.com/goflJOO 

Cisco 7400 Series 
With the Cisco 7400, this modular, one-port 
adapter slot unit leverages over 40 standard 
7200/7500 series port adapters. lts compact, 

• I ~ ... I" .. -
stackable architecture is designed for application specific routing deployments, such as 
broadband services aggregation (PPP/L2TP) and WAN edge connectivity in service 
provider and enterprise networks. Leveraging Cisco patented technology, the Cisco 
7400 series delivers a premium suite of hardware-accelerated network services. 

Whento Sell 

Sell This Product 

Cisco 7401ASR-CP 

Cisco 7401ASR-BB 

Key Features 

When a Customer Needs These Features 

• General WAN edge conna:tivity in a small form facto~ o r as managed customer prerrise equipment 
(CPEI 

• Broad range of connectivty options--from DSO to DC-3 interface; 
• Comprehen9ve management !l!rvices with remote management. provisioning, trouble !hooting and 

software upgrade 
• Hardware accelemted services, including: NAT, ACLs, Netflow, CBWFQ, CBWRED, Policing, ma!Xing, 

HierarchicaiTraffic Shaping, & VRF lite 

• Complete broadbandsubscriber services suíte with highest subscribers per rack ratio 
• One fast LAN interface (FE/Ga and one fast WAN interface (DS3,()C31 
• High volume/densityof PPP, PPPoE, PPPoA, L2TP tunnel aggregation and termination for bmadband 

services like DSL, Cable, andWireless 

• Compact form factor with 1 RU, front-to-back airflow and stackability 
• Hardware-accelerated IP network services 
• Built-in dual GE connectivity 
• Flexible WAN connectivity supporting over 40 interfaces including serial, 

multichannel, ISDN, Frame Relay, ATM, Packet over SONET (POS), from 
NxDSO to OC-3 

• Shared port adaptors with the Cisco 7200, 7300, 7500, and 7600 (with FlexWAN 
Module), which simplifies sparing and protects customer investment in interfaces 

Competitive Products 

• Redback: SMSSOO, SMSl 800 • Unisphere: ERX700, ERXl 400 
• Juniper: MS, MlO 

• Cisco 7400 Series 

MII:M 
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Specifications (8 ~ O 
-Fe-a-tu-re------------C-is-co--74-0-1A_S_R_-B_B ___________________ C_i_sc_o_7-40_1_A_S_R--C-P---++ \ ~ 
Fixed Ports 2 Gigabit Ethernet IRJ o r GBIC) ports Same as7401ASR-BB 

Expansion Slots Same as 7401ASR-BB 

WAN Interface Range DSO to OC-3 Same as 7401ASR-BB 

Processo r RM7K RIS C Processar+ PXF Processar Same as 7401 ASR-BB 

Forwarding Rate Up to 350 Kpps Same as 7401ASR-BB 

Backplane Capacity 1.2 Gbps Same as 7401ASR-BB 

Flash PCMCIA Memory 64MB (expandabe to 128MB) Same as 7401ASR-BB 

System ORAM Memory 256MB (expandable to512MB) 128MB (expandable to 512MB) 

Minimum Cisco lOS Release 12.2(1)DX 

Internai Power Supply 

Radundant Powar Supply 
Support 

Chassis Haight 

Rack Mountabla 

Dimansions {HxWxD) 

AC, DC48V, DC24V, ar Dual DC48V 

Yes 

1 RU 

Yes, up to40 per rack 

1.72 X 17.3 X 11.80 in 

Selected Part Numbers and Ordering lnformation1 

Cisco 7400 ASR Bundlas 
CISC07401ASR-BB 
CISC07401ASR-CP 
CISC07401-2DC48= 
7401ASR-CPT3 

7401ASR, 256M SDRAM, Broadband FeatUie Ucense 
7401ASR,128M SDRAM,IP Software 
Cisco 7400 chassis with dual DC powEJ supply 
7401ASR,256M SDRAM, PA-T3+ 

Same as 7401ASR-BB 

Same as7401ASR-BB 

Same as 7401ASR-BB 

Same as 7401ASR-BB 

Same as7401ASR-BB 

Same as 7401ASR-BB 

C7400VPN/K9 7400 VPNRouter wNAM,VPN DeviceMgr, 2xFE/GE,AC PS,IPSEC 3DES 
Cisco 7400 ASR Mamory Options 
MEM-COMP-FLD64M= Cisco 7400ASR Compact Flash Disk, 64MB (spare) 
MEM-COMP-FL0128M= Cisco 7400ASR Compact Flash Disk, 128MB (spare) 
MEM-7400ASR-256MB= 256MB Spare memory for Cisco 7400ASRNPN 
MEM-7400ASR-512MB= 512MB Spare SDRAM for Cisco 7400ASRNPN 
Cisco 7400 ASR Transcaivar Modulas 
GBIC-LXILH= Gigabit Interface Converterfor 1000BASE-LX standard 
GBIC-SX= Gigabit lnt[ ConverterFor 1000BASE-SX (Short Wavelength) 
GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 
POM-OC3-MM 1-port OC3/STM1 Pluggable Optic Module,MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic IVodule, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic IVodule, SM-LR 
Cisco 7400 and 7500 Series Port Adapters 
PA-POS-OC3MM= 1-Port Packet'SONET OC3c/STM1 Mlltimode PA 
PA-MC-8E11120= 8 port multichannel E1 port adaJler with G.703 120ohm interf 
PA-2FE-FX= 2-Port Fast Ethernet HDBase FX Port Adaptar 
Cisco7200, 7400 and 7500 Serias Port Adapters2 

Cisco 7400 ASR Powar Supplies and Cords 
CAB-AC= AC Power Cord, US 
CAB-ACA= AC Power Cord, Au!lralia 
CAB-ACE= AC Power Cord, Eu rape 
CAB-ACI= AC Power Cord, ltaly 
CAB-ACR= Power Cord Argentina, Spare 
CAB-ACU= AC Power Cord, UK 
Cisco 7400 Software Options 
S74CHK9-12209YE= 
S74CK9-12209YE= 
S74A-12204B= 
S74AH-12204B= 
S74AHK9-12204B= 
S74AS-12204B= 
S74C-12204B= 
S74A-12202DD= 
S74AH-12202DD= 

Cisco 7400 Series lOS IP/fW/IDS IPSEC 3DES 
Cisco 7400 Series lOS IP PLUS IPSEC 3DES 
Cisco 7400 Series lOS ENTERPRISE 
Cisco 7400 Series lOS ENTERPRISE/fW/IDS 
Cisco 7400 Series lOS ENTERPRISE/fW/IDS IPSEC 3DES 
Cisco 7400 Series lOS ENTERPRISE SSG 
Cisco 7400 Series lOS IP 
Cisco 7400 Series lOS ENTERPRISE 
Cisco 7400 Series lOS ENTERPRISE/fW/IDS 

~Õs n' D3/20t\~ 
Cisco 7400 Se~i~fMJ. · CORRE ~ .· 

Fls: ~IFM 
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Cisco 7400 VPN Memory Options 
MEM-COMP-FLD64M= Cisco 7400ASR Compact Fi!!sh Oisk, 64MB (spare) 

,. .... ;~~'-..,_,, MEM-COMP-FLD128M= Cisco 7400ASR Compact Fi!lsh Disk, 128MB (spare) 
/....---......, , \ \ MEM-7400ASR-256MB= 256MB Spare memory for Cisco 7400ASRNPN 

f O)~ \ •MEM-7400ASR-512MB= 512MB Spare SDRAM for Cisco 7400ASRNPN 
(\0 Cisco 7400 VPN Transceiver Modules 

\

'"0 p-; } GBIC·l.X/LH= Gigabit Interface Converterfor lOOOBASE-l.X standard 
/ GBIC-SX= Gigabit lntf. Converter lõr lOOOBASE-SX (Short Wavelength) '· '--.,~.,.-·-<· ·/ GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 

.. . ("\ •• 1 •• I ••. J 

' -.... • ....:..:.:.. .• ··· ' Cisco 7400 VPN Power Supplies and Cords 
CAB-AC= AC Power Cord, US 
CAB-ACA= AC Power Cord, Aullralia 
CAB-ACE= AC Power Cord, Europe 
CAB-ACI= AC Power Cord, ltaly 
CAB-ACR= Power Cord Argentina,Spare 
CAB-ACU= AC Power Cord, UK 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. 

2. Cisco 7200,7400 and 7500 share many port adapters. Please see Cisco 7200,7400 and 7500 Series PortAdapters, 
page 1-34for additional part numbers. 

For More lnformation 

See the Cisco 7400 Series Web site: http://www.cisco.com/gon400 

Cisco 7500 Series 
An essential part ofboth Enterprise and Service 
Provider networks, the Cisco 7500 Series 
routers are the market leader for edge 
applications, due to its breadth of services, 
diverse interfaces, reliability, and performance. 
Since its inception, the Cisco 7500 has seen 
huge improvements in performance and its 
ability to scale, most recently with the Route 
Switch Processar 16 (RSP 16) and Versatile 
Interface Processar 6-80 (VIP6-80) module. 
This series combines Cisco 's proven software technology with exceptional reliability, 
availability, serviceability, and performance features to meet the requirements of 
today's most mission-critical networks. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco 7505 • 5 expansion slots 

• One CyBus 
• DSOto OC-12 connectivity(all platforms) 

Cisco 7507 • 7 expansion slots 
• Dual CyBuses 
• Redundant powersupplies 
• Diverse set of routing protocols (ali platforms) 

Cisco 7513 • 13 expansion siots 
• Dual CyBuses 
• Redundant powersupplies 
• Diverse set of routing protocols I ali platforms) 

• Cisco 7500 Series .,, .• 

) 
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Key Features 

• High-performance switching-Delivers high performance for mission-critical 
applications by supporting high-speed media and high-density configurations; 
using the processing capabilities o f the Versa til e Interface Processors and Cisco 
Express Forwarding-the Cisco 7500 series system capacity can exceed two 
million packets per second 

• Full support for Cisco lOS software and enhancements for high-performance 
network services-Performs network services such as quality o f service, security, 
compression, and encryption at high speed; VIP technology extends the 
performance o f these services through distributed IP services 

• High port density-Provides high port density and an extensive range ofLAN and 
WAN media; this feature dramatically reduces the cost per port and allows a 
flexible configuration 

• Unmatched interface flexibility-The Cisco 7500 supports a broad selection of 
Interface Processors (IPs) and Port Adapters (PAs). Port adapters are shared with 
the Cisco 7200, 7400, and 7600 (with FlexWAN Module) 

• High Availability-Enhanced features and capabilities include redundant route 
processors, power supplies, fans, and software fault isolation with Stateful 
Switchover and NonStop Forwarding 

Competitive Products 

• Redback: SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MIO, M20 • Huawei: NE8 and NE16 

Specifications 

Feature Cisco 7505 Cisco 7507 Cisco 7513 
Fixed Ports None Same as Cisco 7505 Same as Cisco 7505 

Expansion Slots 5 7 13 

WAN Interface Range DSO to DC-12 Same as Cisco 7505 Same as Cisco 7505 

Processar MIPS RIS C Processar Same as Cisco 7505 Same as Cisco 7505 

Forwarding Rate Up to 1.1 Mpps Up to 2.2 Mpps Up to 2.2 Mpps 

Backplane Capacity 1 Gbps 2 Gbps 2 Gbps 

Flash PCMCIA Memory 16MB (expandable to 128MB) Same as Cisco 7505 Same as Cisco 7505 

System ORAM Memory 32MB (expandable to 1GB) Same as Cisco 7505 Same as Cisco 7505 

Minimum Cisco lOS 11.3 Same as Cisco 7505 Same as Cisco 7505 
Release 

Internai Power Supply AC or DC AC, dual AC/DC, or dual DC AC, dual AC/DC, o r dual DC 

Redundant Power No Yes Yes 
Supply Support 

Chassis Size 6 RU 13RU 20 RU 

Rack Mountable Yes, up to 6 per rack Yes, up to 3 per rack Yes, up to 2 per rack 

Dimensions (HxWxD) 10.5x 17.5x 17 in . 19.25 X 17.5 X 25 in. 33.75 X 17.5 X 22 in. 

---·---- ...... ,.............._ ..__._. __ 
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/ ,r \ ?"~ 
( ( ~ -1c "ç~~o 7500 Serias Products 
. ( %0 f\ • ~IS 0751!i/4 C~sco 7505 5-Siot, 1 CyBus, 1 RSP4, Single Power Supply 

\ \ \ }IS. 07507/8-MX C~sco 7507, 7 Slot, MIX-Enabled, Dual Bus, 1 RSPB, 1 PS 
\ ··~ ... ~. Cls'C07507/BX2-MX C1sco 7507, 7 Slot, MIX-Enabled, Dual Bus, 2 RSPB, 2 PS 
''-~. ;~,;,:-·~·'í;;;cisco7507/4 Cisco 7507 7-Siot, 2CyBus,1RSP4, Single Power Supply 

' -.;,__ ;.. .. •· CISCD7507/4X2 Cisco 7507 7-Siot, 2 CyBus. 2 RSP4, Dual Power Supply 
CISC07513/4 Cisco 751313-Siot, Dual Bus, 1 RSP4, 1 PS 
CISC07513/4X2 Cisco 751313-Siot, Dual Bus, 2 RSP4, 2 PS 
CISC07513/8·MX Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus. 1 RSPB, 1 PS 
CISCD7513/8X2-MX Cisco 7513, 13 Slot, MIX-Enabled, DuaiBus, 2 RSPB, 2 PS 
CISC07507!16-MX Cisco 7507,7 Slot, MIX-Enabled,Dual Bus, 1 RSP16, 1 PS 
CISC07507!16X2-MX Cisco 7507,7 Slot, MIX-Enabloo, Dual Bus, 2 RSP16, 2 PS 
CISC07513/16-MX Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, 1 RSP16, 1 PS 
CISC07513!16X2-MX Cisco 7513, 13 Slot, MIX-Enabled, Dwl Bus, 2 RSP16, 2 PS 
Cisco 7500 Series Processors and Accessories 
RSP2= CISCO 7507!7513 ROUTE SWITCH PROCESSOR SPARE 
RSP212 DUAL RSP2 DPTION FOR 7507 and 7513 
CAB-RSP2CDN= RSP2 Console Cable (Spare) 
CAB-RSP2AUX= RSP2 Auxiliary Cable (Spare) 
RSP4t= Cisco 7500 Series Route Switch Proces!Dr 4+ (Spare) 
RSPB= Cisco 7505/7507/751317576 Route Switch Processar (Spare) 
RSP16= CISCO 7500 ROUTE SWITCH PROCESSO R 16 Spare 
Route Switch Processar Memory Options (RSP1 & RSP2) 
MEM-RSP-FLCBM= RSP Flash Credit Card: 8MB Kit 
MEM-RSP-FLC16M= RSP Flash Credit Card: 16 MB Kit 
MEM-RSP-FLC20M= RSP Flash Credit Card: 20 MB Kit 
MEM-RSP-FLC32M= RSP2 Rash Card:32MB Kit 
MEM-RSP-16M= RSP 16MB ORAM Upgrade Kit 
MEM-RSP-32M= RSP 32MB ORAM Upgrade Kit 
MEM-RSP-64M= RSP 64MB ORAM Upgrade Kit 
MEM-RSP-128M= RSP 128MB ORAM Upgrade Kit 
Route Switch Processar Memory Options (RSP4) 
MEM-RSP4-FLC16M= RSP4 Rash Card: 16MB Kit 
MEM-RSP4-FLC20M= RSP4 Flash Card: 20MB Kit 
MEM-RSP4-FLC32M= RSP4/4t Rash Card: 32MB Kit 
MEM-RSP4-32M= RSP4 32MB ORAM Upgrade Kit 
MEM-RSP4-64M= RSP4!RSP4t 64MB ORAM Upgrade Kit 
MEM-RSP4-128M= RSP4/RSP4t 128MB ORAM Upgrade Kit 
MEM-RSP4-128-4PK= RSP4128MB ORAM UpgradeKit (4-pack) 
MEM-RSP4-256M= RSP4/RSP4t 256MB ORAM Upgrade Kit 
MEM-RSP4-256-4PK= RSP4 256MB ORAM Upgrade Kit (4-pack) 
MEM-16F-RSP4t= RSP4t 16MB Boot Rash (Spare) 
MEM-V250-128-10PK= 128 MByte ORAM Upgrade forVIP2-50/xiP-50 (10-pack) 
Route Switch Processar Memory Options (RSPB) 
MEM-RSPB-64M= RSPB 64MB ORAM Option 
MEM-RSP8-12BM= RSP8128MB ORAM Upgrade Kit 
MEM-RSP8-256M= RSP8 256MB ORAM Upgrade Kit 
MEM-RSPB-FLC16M= RSP8 Flash Card: 16MB Kit 
MEM-RSP8-FLC20M= 
MEM-RSP8-FLC32M= 
MEM-RSP8-FLD48M= 
MEM-RSP8-FLD128M= 

RSP8 Flash Card: 20MB Kit 
RSP8 Flash Card:32 MB Kit 
RSP8 Flash Disk: 48MB Kit 
RSP8 Rash Disk: 128 MB Kit 

Route Switch Processar Memory Options (RSP16) 
MEM-RSP16-FLD48M= RSP16 Flash Disk: 48MB Option 
MEM-RSP16-FLD128M= RSP16 Flash Oisk: 128MB Option 
MEM-RSP16-128M= RSP16 128MB ECC SDRAM Memory Spare 
MEM·RSP16-256M= RSP16 256MB ECC SDRAM Memory Spare 
MEM-RSP16-512M= RSP16 512MB ECC SDRAM Memory Spare 
MEM-RSP16-1G= RSP161GB ECC SDRAM Memory Spare 
CISC07500 Series Gigabit Ethernet Interface Processar 
GEIP= Gigabit Ethernet Interface ~acessar 
GEIP+= Enhanced Gigabit Eth!rnet 

• Cisco 7500 Series .,,f_ 
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Cisco 7500 Series Interface Processors 
CX-CIP2·ECA 1 = CHANNELIP:CIP2 W/ ECA-1 PORT 
CX·CIP2·ECA2= CHANNEL IP:CIP2 W/ ECA-2 PORTS 
FEIP2·DSW·2TX= 2·Port Fast EthernetiP with Dist. Switching (100TX) 
FEIP2·DSW-2FX= 2-Port Fast Ethernet IP with Di!. Switching (10!FX) 
CX-ECA1·U ESCON Interface Upgrad! for CX-CIP·ECA1 or CX·CIP·PCA1 
Cisco 7500 Serias Versetile Interface Processors 
VIP2-40= VERSATILE INT. PROCESSOR·2,MODEL 40 
VIP2·50= Versatile Interface Proces;or 2, Model50 
VIP2·10/15-UPG VIP2·10to VIP2·15 Upgrade 
VIP2·10/40·UPG VIP2·10TD VIP2·40 UPGRADE 
VIP2·15/40·UPG VIP2·15 to VIP2·40 Upgrade 
VIP2·20/40-UPG VIP2·20TO VIP2·40 UPGRADE 
VIP4-50= Versatile Interface Proces;or 4, Model50 
VIP4·80= Versatile Interface Proces;or 4, Model80 
VIP&-80= Services AcceleratorVersatile ln1erface Processor&-80 
Cisco 7500 Series Transceiver Modules 
GBIC·SX= Gigabit lntf. ConverterFor 1000BASE-SX (Short Wavelength) 
GBIC·LX!LH= Gigabit Interface Converte rio r 1000BASE-LX standard 
GBIC·ZX= Gigabit Interface Converterfor 1000 BASE·ZX 
POM·DC3·MM 1·port OC3/STM1 Pluggable Optic Module,MM 
PDM·OC3-SMIR 1-port OC3/STM1 Pluggable Optic Mldule, SM·IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Mldule, SM·LR 
Cisco 7500 VIPZ Memory Options 
MEM·VIP240·32M 32MB ORAM Option for VIP2·40 (Default) 

64MB ORAM Option for VIP2·40 (Spare) 
64 MByte ORAM Upgrade flr VIP2·40 (10-pack) 

MEM·VIP240-ô4M= 
MEM·V240·64·10PK= 
MEM·V250·128·10PK= 
MEM·VIP250·32M-D= 
MEM-VIP250·64M·D= 
MEM·VIP250·128M·D= 
MEM·VIP250-4M-S= 
MEM·VIP250·8M-S= 

i28 MByte ORAM Upgrade forVIP2·50/xiP·50 (10-pack) 
32 Mbytes ORAM Option for VIPl-50/xiP-50 (defaul) 

Cisco 7500 VIP4 Memory Options 
MEM·VIP4·64M·SD= 
MEM·VIP4·12BM·SD= 
MEM-VIP4·256M·SD= 
Cisco 75110 VIP6 Memory Options 

64 Mbytes ORAM Optionfor VIP2·501xiP-50 
128 Mbytes ORAM Option for VIP2·50/xiP·50 
4 Mbytes SRAM Dption for VIP2·50/xiP·50 (defauk) 
8 Mbytes SRAM Option for VIP2·50/xl P·50 

64MB SDRAM Option forVIP4 (Spare) 
128MB SDRAM OptionforVIP4 
256MB SDRAM Dptionfor VIP4 

MEM-VIP6-64M-SD= 64MB SDRAM Option forVIPB (Spare) 
MEM·VIP6·12BM·S0= 128MB SDRAM Optionfor VIPB 
MEM·VIP6·256M·SO= 256MB SDRAM Optionfor VIPB 
Cisco 7500 Series Memory Upgrades 
VIP2·10/15/FE2·UPG ORAM MEM Upgrade for VIP2·ll, VIP2-15, CX·FEIP2-2TX ANO -2FX 
V2·10/15/FE2·UPG= ORAM MEM Upgrade forVIP2·10, VIP2·15, CX-FEIP2-2TXAND -2FX 
Cisco 7500 Series Port Adapters 
PA·A3-0C12SMI= 1 Port ATM Enhanced OC1;fSTM4 single mode intermedate reach 
PA·A3-0C12MM= 1 Port ATM Enhanced OC12/STM4 multi·mode 
PA·A1·0C3SM 1 Port ATM OC3 Single Mode lntermediate Reach Rlrt Adapte r 
PA·A1-0C3MM= 1-Port ATM OCJ Multimode Port Adapte r 
GEIP+= Enhanced Gigabit Etrernet 
Cisco7200, 7400 and 7500 Series Port Adapters2 

Cisco7400 and 7500 Series Port Adapters3 

Cisco 7500 Service Adapters 
SA-ENCRYPT = Encryption Servi c e .Adapte r- Spare 

Cisco 7500 
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Cisco 7500 Serias CIP Options and Accessories 
MEM-CIP-SM= 8MB Memory, Replaces Existing CIP Memory, TotaiS MB 

--~~ MEM-CIP-32M= 
/-<;. C. • '· MEM-CIP-64M= 

CIP 32MB ORAM Upgrade Kit 
CIP 64MB ORAM Upgrade Kit 

(~;..,.,.-~:'-..,, \ MEM-CIP-128M= 
0)1.-J . FR-CIP-CSNA= o-

CIP 128MB ORAM Upgrade Kit 
SNA SUPPORT FEATURE FOR CIP 

i 9} . 
\ ·f'. 
'~-~~-~--

FR-CIP-TCPDFF= 
FR-CIP-TN3270S·L= 
FR-CIP-TN3270S-LS= 
FR-CIP-TN3270S-MS= 
FR-CIP-TN3270S-US= 
FR-CIP-TNUPG-L-S= 
FR-CIP-TNUPG-M-S= 
FR-CIP-TNUPG-U-S= 
FR-CIP-TNUPG-LM-S= 
FR-CIP-TNUPG-MU-S= 
FR-CIP1-TN3270S-G= 
FR-CIP2-TN3270S-G= 
FR-CIP2-TN3270S·M= 
FR-CIP1-TN3270S-U= 
FR-CIP2-TN3270S-U= 
FR-CIPl-TNUPG-G-S= 
FR-CIP2-TNUPG-G-S= 
FR-CIP2-TNUPG-LM= 
FR-CIP2-TNUPG-MU= 
FR-CIP-SNASWITCH= 
FR-CIP-ASSIST 
Netflow Utility Software 
NOA-HPUX-3.X-UPG 
NDA-SOSU-3.X-UPE 
NOA-HPUX-3.X-UPE 
Cisco 7500 RSP Feature Licenses 
FR-WPP75= 
FR-IR75= 
FR75-AN2= 

TCP/IP OFFLOAD FEATURE FOR CIP 
TN3270 Server- Umited 2000 Session Support 
TN3270 Serve r- Umited 2000 Session Support S9.. 
TN3270 Serve r- Mid-tier 5000 Session SupportSSL 
TN3270 Server- Unlimited CIP2 Support SSL 
TN3270 Serve r Upgrade 2,000 Sessions To SSL 
TN3270 Server Upgrade 5,000 Sessions To SSL 
TN3270 Server Upgrade Unlimited Sessions To SSL 
TN3270 Serve r Upgrade From 2,000 Sessions To 5,000 SSL 
TN3270 Serve r Upgrade From 5,000 Sessions To Unlimited SSL 
C IPI: TN3270 Serve r Upgrade, limited to Unlillited Version 
CI P2: TN3270 Serve r Upgrade, limited to Unlillited Version 
TN3270 Server - Mid-tier 5000 session support 
TN3270 Serve r- Unlimited CIPl Support 
TN3270 Serve r- Unlimited CIP2 Support 
TN3270 Serve r upgrade, limited to unlillited version with SSL 
CIP2: TN3270 Server upgrade, lillited to unlimited -SSL 
TN3270 server upgrade from2000 to 5000 sessions 
TN3270 server upgrade from 5000 to unlimited sessions 
TN3270 Serve r - SNA Session Switch Feature 
TCP Assist Feature on CIPfor host using Cisco lOS for St:m 

Upgrade To Analyzer 3.6 For HP U/X lncl NFC 35 
Upgrade To Analyzer3.6 For Sola ris lncl NFC 3.5 
Upgrade To Analyzer 3.6 For HP U/X lncl NFC 35 

Cisco lOS RSPx SeriesWAN Packet Protocols'Netflow License 
Cisco lOS RSP Series lnterOomain Routing license 
Cisco lOS 7!il0 Series OBConn 

Cisco 7500 Serias lOS Feature Licenses 
FR75-APPN= Cisco lOS RSPx SeriesAPPN Upgrade 
FR75-BS·A= Cisco lOS RSPx SeriesOesktop/IBM to Enterpise 
FR75-C-DS= Cisco lOS RSPx Series IP to IP/IPX/IBM 
FR75-C-BS= Cisco lOS RSPx Series IP to Oesktop/IBM 
FR75-C-A= Cisco lOS RSPx Series IP to Enterprise 
FR75-0S-BS= Cisco lOS RSPx IP/IPX/IBM to Desktop/IBM 
FR75-DS·A= Cisco lOS RSPx IP/IPX/IBM to Enterprise 
FR75-40= Cisco lOS RSPx Encryption 40 Upgrade 
FR75-56= Cisco lOS RSPx Encryption 56 Upgrade 
FL75-H= Cisco lOS 7500 Series Firewaii/IDS Upgrade 
FL75-K2= Cisco lOS 7500 Series IPSEC 3DES Upgrade 
FL75-L= Cisco lOS 7500 Series IPSEC 56 Upgrade 
FL75-R1 = Cisco lOS RSPx Series SNASwitch Upgrade 
FL75-N-R1= Cisco lOS 7500 Series APPN to SNASwitch Upgrade 
FR-ITP-HSL= IP Transfer Point (IT~ High Speed link (HSL) Licen!l! 
Cisco 7500 Series lOS Feature Set Upgrades 
FR-ITP-M3UA!SUA= IP Transfer Point M3UA!SUA Functionalitylicense 
FR-ITP-M2PA= IP Transfer Point Ma' A FunctionalityFeature License 
Versatile Interface Processar Port Adapters (VIP2 and VIP4) 
PA-MC-BTEl+= 8 port multichannel TVEl BPRI port adapter 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

2. Cisco 7200, 7400 and 7500 share many port adapters. Please se e Cisco 7200, 7400 and 7500 Series Port Adapters, 
page 1-34for additional part numbers. 

3. Cisco 7400 and 7500 share many port adapters. Please se e Cisco7400 and 7500 Series Port Adapters, page 1-43 for 
additional part numbers. 

For More lnformation 

See the Cisco 7500 Series Web site: http://www.cisco.com/go/7500 

• Cisco 7500 Series 



• 

c 

• 

Chapter 1 Routers 

Cisco 7600 Series 
The Cisco 7600 Series combines optical WAN/MAN ' 
networking and high-volume Ethernet aggregation 
with a focus on line-rate delivery o f high-touch IP 
services in large data centers and at the edge of 
service provider networks. It provides customers the 
flexibility o f three different form factors: Cisco 
7603, 7606, and 7609. As the most scalable system in 
the industry, each router offers the ability to deliver 
DSO to OC-48 WAN connectivity, and 10-Mbps 
Ethernet to 1 0-Gigabit Ethernet LAN connectivity in to Internet data center, 
metropolitan aggregation, WAN edge aggregation, and enterprise networking 
applications. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco 7603 • 3 slot (horizontal) chassis 
• 32 Gbps backplane bandwdth 
• 15 Mpps forwarding rate 
• NEBs Compliant 

Cisco 7606 • 6 slot (horizontal) chassis 
• 160 Gbps backplane bandwidth 
• 30 Mpps forwarding rate 
• NEBs Compliant 

Cisco 7609 • 9 slot (vertical) chassis 
• 256 Gbps backplane bandwidth 
• 30 Mpps forwarding rate 
• NEBs Compliant 

Key Features 

• Hardware accelerated IP services on each Optical Services Module (OSM), 
delivering up to 6 Mpps per slot 

• 15 to 30 Mpps forwarding processar and up to 512 MB DRAM for Internet routing 
• Modular and scalable from 32 Gbps to 256 Gbps switch fabric 
• One o f the widest, most complete ranges o f WAN interfaces in the industry, with 

DSO to OC-48 connectivity 
• Leveraging the FlexWAN Module, 7x00 port adapters are shared with the Cisco 

7200, 7300, 7400, and 7500 which simplifies sparing and protects customer 
investment in interfaces 

• Compatible with Catalyst 6500 LAN interfaces, offering 10 Mbps Ethernet to 1 
Gbps 

Competitive Products 

• Redback: SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MIO, M20, M40 • Extreme: Black Diamond !XIOB 
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• 
. · Specifications 

ff_~'·fe ture Cisco 7603 Cisco 7606 Cisco 7609 
1 ~ 0 P,_; ::r-,.lte....~,,.... P=-o_rt_s _____ -:-:N,-on_e ________ --;;:S-am_e_a_s-;:;C::-is-co--:7:;:&1:::3:-------;;-Sa_m_e_a_s-;;C:-isc-o--=7;;;:ro:::3:-------

~ \' 1) ~- d-p-~~fls~i-on~SI:-o-ts---~3~(h-o~riz-o-nt-a~l) ______ ~6~(h-o~riz-o,-nt--:al~)------9~(:-ve-~~ic-a7.1)-------
\ / WAN Interface Range OSO to OC-48 Same as Cisco 7&13 Same as Cisco 7&13 

-'._~~s~~ocessor ~Fg~rvisor Engine 2 wiMSFC2 and Same as Cisco 7&13 Same as Cisco7603 

---------~-~,...,--------~:--~,...,--------~-~~-------

Forwarding Rate Up to 15 Mpps Up to 30 Mpps Up to 30 Mpps 

Backplane Capacity 32 Gbps 160 Gbps 256 Gbps 

Flash PCMCIA Memory 16MB (expandable to 2<t.1B) Same as Cisco 7&13 Same as Cisco 7&13 

System ORAM Memory 128MB (expandable to512MB) Same as Cisco 7&13 Same as Cisco 7&13 

Minimum Cisco lOS 12.1(8)AE3 Same as Cisco 7&13 12.1 (B)(A)EX 
Release 

Internai Power Supply AC or OC (1000 W) AC or OC (1000 W) AC or OC (1300 or 2500 W) 

Redundant Power Supply Yes Same as Cisco 7&13 Same as Cisco 7603 
Support 

Chassis Height 4RU 7RU 

Rack Mountable Yes, up to 10 per rack Yes, up to 6 per rack 

Dimensions {HxWxD) 7 X 17.37 X 21.75 in. 12.25 X 17.37 X 21.75 in. 

Selected Part Numbers and Ordering lnformation1 

7609 Chassis Bundles 
Cisco 7609 Systems 
CISC07&19 
7609-AC-BUN 
7609-0C-BUN-2500W 
OSR-7609-AC 
OSR-7609-0C 

Enhanced7609 Chassis, SUP2/MSFC2,4000W AC PIS, 512MB ORAM 
Enhanced ~09 Chassis, SUP2/MSFC2, 2500W OC PIS, 512MB ORAM 
7609 Chassis, SUP2/MSFC2, 2500W AC PIS, 512MB ORAM 

Cisco 7606 Systems 
CISC07ro6 
7606-AC-BUN 
7606-0C-BUN 
CISC07606-CHASS 
Cisco 7603 Systems 
CISC07&13 
7603-AC-BUN 
7603-0C-BUN 
CISC07603-CHASS 

7609 Chassis, SUP2/MSFC2, 2500W OC PIS. 512MB ORAM 

Cisco 7606 Chassis Bundle 
7606 Chassis, SUP2/MSFC2, 1900W AC PIS, PEM, 256MB ORAM 
7606 Chassis, SUP2/MSFC2, 1900W OC PIS, PEM, 256MB ORAM 
Cisco 7606 Chassis 

Cisco 7603 Chassis Bundle 
7603 Chassis, SUP2/MSFC2, 950W AC PIS, PEM, 256MB ORAM 
7603 Chassis, SUP2/MSFC2, 950W OC PIS, PEM, 256MB ORAM 
CISCO 7603 Chassis 

Cisco 76011 Optical Services Modules (OSMs) 
OSM-1CHOC12/T1-SI= 
OSM-12CT3/T1= 
OSM-1 CHOC48,1T3-SS= 
OSM-1 CHOC12/T3-SI= 
OSM-1 OC48-POS-SI= 
OSM-10C48-POS-SL= 
OSM-1 OC48-POS-SS= 
OSM-20C12-ATM-MM= 
OSM-20C12-ATM-SI= 
OSM-20C12-POS-MM= 
OSM-20C12-POS-SI= 
OSM-20C12-POS-SL= 
OSM-4GE-WAN-GBIC= 
OSM-40C3-POS-SI= 
OSM-40C12-POS-MM= 
OSM-40C12-POS-SI= 
OSM-40C12-POS-SL= 
OSM-80C3-POS-MM= 
OSM-80C3-POS-SI= 
OSM-80C3-POS-SL= 
OSM-160C3-POS-MM= 
OSM-160C3-POS-SI= 
OSM-160C3-POS-SL= 
OSM-2DC48/1 OPT-SS= 
OSM-20C48!10PT-SI 

1 - po~ CHOC-12/CHSTM-4 OSMIR, to OSO andT11E1, wi4GE 
12-po~ Channelized OS-3 to OS-1/0S-0 
1-po~ CHOC-481CHSTM-16 OSM, to Tl'E3, SM-SR, with 4 GE 
1-po~ CHOC-12/CHSTM-4 OSM, to T3/E3, SM-IR, with 4 GE 
1-po~ OC-481STM-16 SONET/SOH OSM, SM-IR, with 4 GE 
1-po~ OC-48/STM-16 SONET/SOH OSM, SM-LR, with 4 GE 
1-po~ OC-48/STM-16 SDNETISDH OSM, SM-SR, with 4 GE 
2-po~ OC-12/STM-4 ATM OSM, MM, with 4 GE 
2-po~ OC-12/STM-4 ATM OSM, SM-IR, with 4 GE 
2-po~ OC-12ISTM-4 SONET/SOH OSM, MM, with 4 GE 
2-po~ OC-12/STM-4 SONET/SOH OSM, SM-IR, with 4 GE 
2-po~ OC-12/STM-4 SONET/SOH OSM, SM-LR, with 4 GE 
4-po~ Gigabit EthernetOptical Services Module, GBIC 
4-po~ OC-l'STM-1 SONET/SOH OSM, with 4 GE 
4-port OC-12/STM-4 SONETISOH OSM, MM. with 4 GE 
4-port OC-12/STM-4 SONET/SOH OSM, SM-IR, with 4 GE 
4-port OC-12/STM-4 SONET/SDH OSM, SM-LR, with 4 GE 
8-port OC-3/STM-1 SONET/SDH OSM, MM. with 4 GE 
8-port OC-3/STM-1 SONET/SOH OSM, SM-\R, with 4GE 
8-port OC-3/STM-1 SONETISOH OSM, SM-LR, with 4 GE 
16-port OC-l'STM-1 SONETISDH OSM, MM. with 4 GE 
16-port OC-l'STM-1 SONET/SOH DSM, SM-IR, with 4 GE 
16-port DC-l'STM-1 SONET/SOH OSM, SM-LR, with 4 GE 
2-port OC-4&'STM-16 POS/DPT OSM, SM-SR, with 4 GE 
2-port OC-48/STM-16 POS/DPT OSM, SM-IR, with 4 GE 

• Cisco 7600 Series 
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OSM-20C48/1 DPT-SL= 
Cisco 7600 Line Cards 
WS-F6K-DFC= 
WS-X6348-RJ-4~ 

WS-X6516-GBIC= 
WS-X6524-100FX-MM= 
WS-X6502-10GE= 
WS-X6816-GBIC= 
WS-X6548-RJ-21= 
WS-X6548-RJ·4~ 

WS-X6516-GE-TX= 
Cisco 7600 Memory Options 

2-port OC-48/STM-16 POS/DPT OSM, SM-LR, with 4 GE 

Distributed Forwarding Card 
Catal.,st 6000 48-port 10/100, Upgradable to Voice, RJ-45 
Catal.,st 6500 16-port GigE Mod: fabric-enabled (Req. GBICs} 
Catalyst 6500 24-port 100FX, MT-RJ, fablic-enabled 
Catal15t 6500 10 Gigabit Ethernet Base Module(Req OIM}.~are 
Catal.,st 6500 16-port GigEmod, 2 fab 1/F w/DF. (Req GBICs} 
Cata1)5t 6500 48-port 10/100, RJ-21, fabric-enabled 
Cata1)5t 6500 48-port 10/100, RJ-45, x-bar 
Catal.,st 6500 16-port Gig/Copper Module, x-bar 

MEM-OSM-64M= 64MB ECC Memoryfor Optical Services Modules 
MEM-OSM-12BM 128MB ECC Memoryfor Optical Services Modules 
MEM-OSM-256M 256MB ECC Memoryfor Optical Services Modules 
MEM-OSM-512M 512MB ECC Memoryfor Optical Services Modules 

1. Th1s 1s only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restncted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 7600 Series Web site: http://www.cisco.com/gofl600 

Cisco 10000 Series 
The Cisco 10000 Series is the industry's only 
edge router that delivers consistent, high 
performance services for carriers deploying 
IP, MPLS, and broadband services to DSL and 
private line customers. Coupled with proven 
high availability and innovative adaptive 
network processing technology, the Cisco 
1 0000 Series is uniquely designed to meet the 
service needs of carriers up to DS3/E3 aggregation speeds. 

When to Se li 

Sell This Product When a Customer Needs These Features 

• 

Cisco 10008 • Broadbandfeaturesincluding PPP over ATM, PPP over Ethernet,routed bridge encapsulation, and Layer 2 
Tunneling Protocol 

Key Features 

• MPLS, MPLS VPN, and MPLS Qualityof Servi c e edge features 
• Leased line te atures SJch as seamless integration from a dedicated access environment (TOMo r 

SONET/SDH} to lhe ATM core. 

• lndustry-leading high availability-nonstop performance, with a complete set of 
reliability features for high availability (99 .999 percent uptime). Full hardware 
redundancy, hot-swappable elements, and seamless route processar cutover 
provide continuous traffic forwarding. 

• Lowest total cost o f ownership-the Cisco 10000 offers the highest leased-line, 
ATM, frame , and broadband session densities on a sing1e platform, and its high 
reliability reduces network downtime and operational expenses 

• Broad portfolio of line-rate IP sessions-critical service features, such as QoS, 
MPLS, Multilink PPP, and ACLs are hardware accelerated to deliver exceptional 
throughput for every connection 

Cisco 10000 Se 
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• 
. . • Industry-leading session density-the Cisco 10000 supports thousands ofDSO, 
~ DS 1/E 1 connections, or hundreds o f clear-channel DS3 connections on a single 

/ r..\. "\,. platform, providing the highest port density o f DS3-and-below interfaces 
' "O""} ) , ' , 
\ ~ p.. · f~mpetitive Products 

\. "·· ~ >'"'·-:-/~-. ·~rRedback: SMS-10000 
~ .. .>/ • Juniper: MS, MIO, M20 

• Unisphere: ERX700, ERX1400 

Specifications 

Feature Cisco 10008 
Fixed Ports None 

Expansion Slots 8 (for interfaces) 

WAN Interface Range DSO to OC-12 

Processo r Cisco PXF Proceslllr 

Forwarding Rate 10005Up to approximately6 Mpps 

Backplane Capacity 51.2 Gbps 

Flash PCMCIA Memory 48MB (expandable to 128MB) 

System ORAM Memory 512MB 

Minimum Cisco lOS Release 12.0(9)SL 

Internai Power Supply AC or DC, dual option 

Redundant Power Supply Yes, for both AC and DC 

Chassis Height 13RU 

Rack Mountable Yes, up to 3 per rack 

Dimensions (HxWxDI 21.75x 17.5x 12in. 

Selected Part Numbers and Ordering lnformation1 

Cisco 111008 Pricing Bundles 
ESR10008·1P1AC 
ESR10008·1P1AC+6 
ESR10008·1P1DC 
ESR10008·1 Pl DC+6 
ESR10008-1 P1AC+4CH 
ESR10008·1 Pl DC+4CH 
ESR10008-2P2AC 
ESR10008-2P2AC+6 
ESR10008·2P20C 
ESR10008-2P2DC+6 
ESR10008·2P2AC+4CH 
ESR10008-2P2DC+4CH 
ESR10008-1 Pl DC·SK 
Cisco 111005 Pricing Bundles 
ESR10005-1P1AC 
ESR10005-1 Pl DC 
ESR10005-1 P1AC+6 
ESR10005·1 Pl DC+6 
ESR10005-1P1AC+4CH 
ESR10005-1P1DC+4CH 
ESR10005-2P2AC 
ESR10005-2P2DC 
ESR10005-2P2AC+6 
ESR10005-2P2DC+6 
ESR1 0005-2P2AC+4CH 
ESR10005-2P2DC+4CH 
ESR10005-CHAS= 
ESR-PRE1 

C10000 8-slot chassis, 1 PRE, 1 AC PEM 
C10000 8-slot chassis, 1 PRE, 1 AC PEM,1CT3 module 
C10000 8-slot chassis,1 PRE, 1 DC PEM 
C10000 8-slot chassis,1 PRE, 1 DC PEM,l CT3 module 
C10000 8-slot chassis, 1 PRE, 1 AC PEM, 1 CH STM-1 Module 
C10000 8-slot chassis, 1 PRE, 1 DC PEM, 1 CH STM-1 Module 
C10000 8-slot chassis,2 PREs, 2 AC PEMs 
C10000 8-slot chassis.2 PREs, 2 AC PEMs,1 CT3 module 
C10000 8-slot chassis,2 PREs, 2 OC PEMs 
C10000 8-slot chassis.2 PREs, 2 DC PEMs,1 CT3 module 
C10000 8-slot chassis, 2 PREs, 2 AC PEMs, 1 CH STM-1 Module 
C10000 8-slot chassis, 2 PREs, 2 DC PEMs, 1 CH STM-1 Module 
ESR10008 BBA Starter Kit with PRE1, DC, 4-port OC3, GE 

C10000 5-slot chassis, 1 PRE, 1 AC PEM 
C10000 5-slot chassis, 1 PRE, 1 DC PEM 
C10000 5-slot chassis, 1 PRE, 1 AC PEM, 1 CT3 Module 
C10000 5-slot chassis, 1 PRE, 1 OC PEM, 1CT3 Module 
C10000 5-slot chassis, 1 PRE, 1 AC PEM, 1 CH STM-1 Module 
C10000 5-slot chassis, 1 PRE, 1 DC PEM, 1 CH STM-1 Module 
C10000 5-slot chassis, 2 PREs, 2 AC PEMs 
C10000 5-slot chassis, 2 PREs, 2 DC PEMs 
C10000 5-slot chassis, 2 PREs, 2 AC PEMs, 1 CT3 Module 
C10000 5-slot chassis, 2 PREs, 2 DC PEMs, 1 CT3 Module 
C1 0000 5-slot chassis, 2 PREs, 2 AC PEMs, 1 CH STM-1 Module 
C10000 5-slot chassis, 2 PREs, 2 DC PEMs, 1 CH STM-1 Module 
C10000 5-SLOT CHASSIS,INCL 5xDS3 EXT CRD,ALM CRD,BWR,SPARE 
Performance Routing Engile, 512 ORAM and 32M Rash 

• Cisco 10000 Series 
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Selected Part Numbers and Ordering lnformation 1 

Cisco 10700 Serias 
CISC010720-AC-A Cisco 10720 Internet Router with duaiAC power supply 
CISC010720-DC-A Cisco 10720 lnternetRouter with duaiDC Power Supply 
10720-FE-TX 24-port 10/100 Ethemet Access Module-RJ45connectors 
10720-FE-FX-MM 24-port 100Mbps Multimode Flber Ethernet Acces; Module 2km-MTRJ connectors 
1072Q-FE-FX-SM 24-port 100Mbps Single mode Fiber Ethemet Access Module 15km-MTRJ connectms 
10720-GE-FE-TX 4-port 100Mbps SFP GE with 8-ports of 10/100 Ethemet TX-RJ45 
10720-SR-LC OC-48c/STM-16c SRP Short Reach (2km) Uplink Module-LC connectors 
10720-IR-LC OC-48c/STM-16c SRP lntermediate Reach (15km) Uplink Module-LC connectors 
10720-LR1-LC OC-48c/STM-16c SRP Long Reach 1 (40km) Uplink Module- LC 
10720-LR2-LC OC-48c/STM-16c SRP Long Reach2 (BOkm) Uplink Module-LC connectors 
10720-CON-AUX Console and Auxiliary port thatfits in the Upper Slot 
10720-SR-LC-POS OC-48c/STM-16c POS ShortReach (2km) Uplink Module-LC connectors 
10720-IR-LC-POS OC-48c/STM-16c POS lntermediate Reach (151m) Uplink Module-L.C connectors 
1072D-LR1-LC-POS OC-48c/STM-16c POS Long Reach 1(40km) Uplink Module- LC 
1072Q-LR2-LC-POS OC-48c/STM-16c SRP Long Reach 2(80km) Uplink Module-L.C connectJrs 

1. This is only a small subset of ali parts available via URL listed under UFor More lnformation.· Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 10720 Internet Router Web site: http://www.cisco.com/go/10700 

Cisco 12000 Series 
The Cisco 12000 Series Internet Router 
is part o f Cisco 's family o f mu1timillion 
packets-per-second (mpps) IP and 
MPLS routing platforms for building 
profitable networks in today's 
communications economy. The Cisco 
12000 Series is the premier high-end 
routing platform for service provider 
backbone and edge applications, enabling service providers to meet the challenge of 
building packet networks to satisfy services demand while increasing profitability. 
The Cisco 12000 Series offers the only portfolio of 10 Gbps per slot systems and 
interfaces (including Packet over SONET [POS], Dynamic Packet Transport/Resilient 
Packet Ring [DPT/RPR], and Gigabit Ethernet (GbE]), delivering lOG economies of 
scale anywhere in the network. The Cisco 12000 Series provides the highest reliability, 
the richest set o f service enablers, the lowest total cost o f ownership, and the only 
proven investment protection, including systems that can be upgraded in the field to 
increase switching capacity. This innovative combination of features and capabilities 
enables service providers to build the most competitive IP and MPLS networks . 

Cisco 12000 
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Whento Sell 

Sell This Product 

Cisco 12400 Internet 
Routers (10G) 
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Cisco 12000 Internet 
Routers (2.5G) 

Cisco 12000 Manager 

Key Features 

Chapter 1 Routers 

When a Customer Needs These Features 
• 10 Gbpslslot, from 80 to 320 Gbps oi non-bk>cking 9JIIitching capacity 
• Supportfor high-density, high-speed interfaces: ATM, DPT/RPR, POS, GbE/FE ranging from channelized 

DS31to DS1) through0C-192c/STM-64c 
• 410G platforms to choose from: 12416,320 Gbps, 16 slots, 40 RU; 12410,200 Gbps, 10 slots, 20 RU; 12406, 

120 Gbps, 6 slots, 10 RU; 12404, 80 Gbps, 4 slots, 5 RU 
• Support for indus:ry-leading QoS/CoS features ideal for peering, transt, POP consolidation, and IDC 

bandwidth agg~egation as v.ell aslatency-sensitive applicationslike voice andvideo 
• Support for IP or MPLS forwarding 
• Support for hundredsof thousandsof routes 
• Proven carrier- class reliability and availability through enhancedleatures such as Online lnsertion and 

Remova I, High Availability IRPRt, NSF and SSO) and APS/MPS 

• 2.5 Gbps/slot, from 40 to !ll Gbps switching capacity 
• Supportfor high-density, high-speed interfaces: ATM, DPT/RPR, POS, GbE/FE rangingfrom channelized 

DS3Ito DS1) throughOC-48c/STM-16c 
• 3 chassis to choosefrom: 12016, 80 Gbps, 16 slots, 40 RU; 12012,60 Gbps, 12 slots, 32 RU; 12008,40 Gbps, 

8 slots, 14 RU 
• The 120161nternetRouter is upgradeableto 320 Gbps via an easy, field-installed switch fabric upgrade 

kit-no need to pull out eJisting line cards 

• An element management solutionto increase service velocity and decrease operation costs 

• Proven investment protection, offering full forward compatibility for all line 
cards, and the only high-end system with a modular, replaceable switch fabric for 
field-installed capacity upgrades 

• Only fully distributed system architecture scales to the edge, supporting 
backbone- or edge-optimized line cards in the same chassis 

• Only platform that maximizes the value ofline-rate edge applications with 10G 
uplinks. By deploying Cisco 12000 Series IP Services Engine (ISE) line cards in 
Cisco 12400 Internet Routers, Service Providers benefit from line cards optimized 
for edge applications, while removing the bandwidth bottleneck with full 1 O Gbps 
uplinks using cost-effective VSR optics or 10 GbE for intra-POP connections. 

• The only complete priority packet delivery solution set 
• Industry's only complete IP QoS and congestion control implementation that 

uniquely enables premium real-time services such as VoiP and video. Its 
distributed architecture and class of service features such as priority based 
congestion control (WRED) and dedicated low latency queuing (MDRR), along 
with virtual output queuing (VoQ), eliminate head of line blocking (HOL) and 
maintain packet sequence integrity under all conditions 

• Non-service-impacting online insertion and remova! (OIR) of components 
(including switch fabric cards) and front accessibility reduce downtime and 
simplify maintenance 

• High availability features such as Cisco Non Stop Forwarding (NSF) and Cisco 
Stateful Switchover (SSO) eliminate single points offailure, help maintain system 
performance, and prevent service interruption. With these features, packet 
forwarding remains uninterrupted before, during and after a route processar 
switchover on the Cisco 12000 Series. Coupled with OIR, the faulty route 
processar can be replaced without affecting operation 

• Designed for NEBS compliance to meet service provider carrier-class 
requirements 

• Cisco 12000 Series 

MJfW 



( 

• 

c 

• 

Chapter 1 Routers 

• 
Cisco 10000 Series Memory Options 
ESR-PRE-MEM·FD48 ClOOOO PRE 48M Flash Disk (default) 
ESR-PRE-MEM-FD128 ClOOOO PRE 128M Rash Disk option 
ESR10005-PWR-AC AC Power EntryModule 
ESR10005-PWR-DC DC Power Entry Module 
ESR-PWR-DC= DC POWER ENTRY MODULE FOR ESR10008 
ESR-PWR-AC AC power entry modue for ESR1011J8 
ESR-PWR-AC/R Redundant AC powerentrv module for ESm0008,spare 
ESR10005-PWR-AC= AC POWER ENTRY MODULE, SPARE 
ESR10005-PWR-AC/R Redundant AC Power Entry Module 
ESR10005-PWR-DC/R Redundant DC Power Entry Module 
CAB-DS-ACE Power Cables for AC Power Option, European 
CAB-DS-ACI Power Cables for AC Power Option, ltalian 
CAB-DS-ACJ-TWLK Power Cables forAC Power Option, Japan 
CAB-DS·ACU Power Cables for AC Power Option, UK 
CAB·DS-121JVAC Cisco 120 VAC Power Cable,US 
ESR-24CT1/E1 24port Channeized El/Tl Line Card 
ESR-8E3/DS3 8 port ele ar channeiE3/DS3line Card 
ESR-6CT3 6 port channelized T31ine card 
ESR-1 GE 1 pt Gigabit Ethernet lhe card (requires a GBIC) 
ESR-GBIC-SX 1000base-SX GBIC, multimode,standardized forESR 
ESR-GBIC-LHLX 1000base-LH GBIC,singlemode,standardizedfor ESR 
ESR-GBIC-ZX 1000base-ZX GBIC,singlemode,&andardized for ESR 
ESR-40C3ATM-SM 4 Port OC3/STS3c/STM1c ATM line Card, single mode 
ESR-1COC12-SMI 1 pt ChOC12 (STS12) line card, single mode intenned. reach 
ESR-10C12/P-SMI 1 pt OC12/STS12c/STM4 POS, single mode,int reach 
ESR-10C12ATM-SM 1 pt OC12/STM4ATM Line Card, Singe-Mode 

1. This is only a small subset of ali parts available via URllisted under "for More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco 10000 Series Web site: http://www.cisco.com/go/10000 

Cisco 10720 Series 
The Cisco 1 0720 Internet Router is a 
high-performance router and a principie 
building block in the metro IP network. lt 
enables service providers to offer innovative 
and differentiated IP services to their 
customers at optical speeds. Equipped with 
Ethemet technology for customer access and the innovative Dynamic Packet Transport 
(DPT)/RPR (Resilient Packet Ring) technology or Packet over SONET (POS) for 
metro optical connectivity, the Cisco 10720 allows service providers to offer IP 
services closer to the user, enabling them to better control admission to network 
resources. This allows service providers to bypass traditional DS 1 and DS3 access options. 
The dual counter rotating ring technology o f DPT is also cost effective, since it uses both 
rings and can be deployed over dark fiber and still maintain the less than 50ms restoration 
common in SONET/SDH systems. For multiservice applications, DPT can also be 
deployed over traditional SONET/SDH ADMs and wavelength division multiplexing 
(WDM) systems. 
The Cisco 10720 is a cost-effective, reliable platform that not only supports the full 
suite o f IP routing protocols such as IS-IS, OSPF and BGP, but also allows advanced 
IP features to be introduced efficiently, without compromísing on performance. 
Although primarily designed for high-speed Internet services for multitenant and 
business-park applications in the metro , the Cisco 10720 Internet Router is also ~J:)(' 
suitable for a range of other applications such as : Internet data center applications, *~ 
int~a-POP aggregation, cable ~ultisystem operator (MSO) internetworki~, ~Hà . -( ·. 
VOICe-over-IP (Vo!P) aggregatiOn. ( t) n 03/2005. rN.Y-

Cisco 10720 Ser!:~ p~ · CORREIO'" : 
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Whento Sell 

Key Features 

Chapter 1 Routers 

When a Customer Needs These Features 
• Any servi c e prollider planning to offerhigh-performance IP services as part of their business strategy 

by extending IP further out into the network 
• Any servi c e provi der wanting to simplify their current network and implement thesimple, scalable, 

reliable features of [J'T techndogywhile maximizing fiber usage 
• Any customer already using DPT technology i1 their networ~ mostlikely with DPT cardson the 12000 

Internet Router 
• Metro Ethernet Servicessuch as L1 and L3 VPN with FEJGE handoff to the Customer and 50ms 

restoration overdark fiber using DPT. 

• Equipped with Redundant Power Supply by default 
• SRP specific features-IPS with <50 ms restoration time and SRP MIB support 
• Multicast support including PIM SM, PIM DM, MBGP 
• L2 VPN-UTI, L2TPv3 and EoMPLS for Layer 2 to Layer 2 LAN extension; L3 

VPNMPLS VPN 
• QoS-Modular QoS CLI, CAR, WRED, VTMS traffic shaping, and access lists 
• Ethernet features-MDI-MDI-X support, 10/100 speed auto-negotiation, 

HDX-FDX negotiation and time delay reflectometry (TDR) for 10/lOOBaseTX 
• Hot Standby Routing Protocol (HSRP)/Multiple Hot Standby Routing Protocol 

(MHSRP) 
• 64-MB built-in Flash for software and configuration load 
• Optical receive power monitoring support on OC-48/STM-16 Interface and GE 
• Supported management information bases (MIBs) include SNMP, SRP, SONET, 

Etherlike, OSPF 

Competitive Products (vs. Cisco's Metro IP RPR Solution using the 10720) 

• Extreme Summit: 41/Biackdiamond comb for GigEHub & Spoke • Riverstone: RS3000/RS8600 comboforGigE Hub & Spoke 

Specifications 

Feature 
Security Features 
Management 

Physicallnterfaces 

Dimensions 

Cisco 10720 
lncluding AAA RADIUS authentication, ii.CACS+, and encrwted passwords 

Cisco lOS CU 
TACACS+ and RADIUS 
Configuration and administration features ilcluding Telnet and CiscoDiscovery Protocol (CD"' 
Serial (aux) and consoleports for local and remate adninistration 
Remate software download viaTFTP and RCP 
IP over DCC for remate management of the Cisco ONS 15104 OC-48/STM-16 Optical Regmerator, where 
applicable 

Uplink Modules: 2-port single-mode OC-48c/STM11l: DPT (SR 2 km (1.2 miles),IR 15 km (9.3 miles), LR1 
40km (24 miles) and LR2 BOkm (50miles) 
Interface Modules-lhe Cisco 10720 lnternetRouter h as two dedicated slotsfor interface 
modules-modulesare not interchangeableor hot swappable: 
• Upper slot is dedicated i:Jr DPT o r POS Uplink module equipped withtwo physical ports of 

OC-48c/STM16c thatprovide an aggregatebandwidth of approximately5 Gbps. The cards are available 
in twofourversions of optics,short reach (SR) and intermediatereach (I R), Long Reach1 (LR1) and Long 
Reach2 (LR2) with two small form-factor OC-41 ports with LC connectors 

• A third option for the upperslot is the CON-AUX module, which is a depopulated uplinkcard equ~ped 
with Console and Auxiliary portsonly;this allowsthe configurationofthe 10720 as an "EthernetRouter· 
allowing the use of one or more of the Ethemet ports in the loiM!r slotfor network connectivity 

• Lower slot is dedicated for24-port Fast Ethernet module---available in TX (100m reach), FX-MM (2 km 
reach) ar FX-SM (15 km reach). The TX moduleis equippedwith RJ-45 connectorswhilethe FX-SM and 
FX-MM modules are equipped with MT-RJ connectors. 

• Also available is a combination 4Gigabit Ethernetwith Small Form Facto r Plug-able(SFP) Optics 
available in SX 550m and LH 10km plus an additional 8Ports of Fast Ethernet10/100 TX Copper po~. 

The TX and the FX-MM versions ofthe 24-portFast Ethernet modulesaccommodate copperor multimode 
fiber deploymentswithin MTUs and the FX-SM alows for deployment of the Cis::o 10720 Internet 11Juter 
in a centrallocation cmering Ethernet connectiVty to buildings for a radius of up to 15 km. 

3.5 X 17.25 X 18.25 in . (8.9 X 43.81 X 46.35 Cm) 

• Cisco 10720 Series . ,, .• 
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• 
Competitive Products 
• Juniper: T640, M160, M40E, M40, and M20 • Aviei: Stackable Switch Router ISS~ 

Specifications 

Cisco Cisco Cisco Cisco Cisco Cisco Cisco 
Feature 12008 12012 12016 12404 12406 12410 12416 
Switching 40 Gbps 60 Gbps 80 Gbps 80 Gbps 120 Gbps 200 Gbps 320 Gbps1 

Capacity 

Capacity per slot 2.5 Gbps 2.5 Gbps 2.5 Gbps 10 Gbps 10 Gbps 10 Gbps 10 Gbps1 

(full duplex) 

Chassis Size 1/3 Rack Full Rack Full Rack 1/8 Rack 1/4 Rack 1/2 Rack Full Rack 

Chassis Slots 8 12 16 4 6 10 16 

Supported Line Ali Cisco 12000 Same as All2.5 Gbps Same as Same as Same as Ali Cisco 12000 
Cards Series 2.5 Gbps Cisco 12008 line cardsplus Cisco 12416 Cisco 12416 Cisco 12416 Series Une 

line cards all10 Gbps Cards 
line cardswhen 

See Part 
upgraded 

Numbersand 
Ordering 
lnformation 

Supported 1Pv4, MPLS, Same as Same as Same as Same as Same as 1Pv4,MPLS, 
Protocols BGPv4,1S-IS, Cisco 12008 Cisco 12008 Cisco 12416 Cisco 12416 Cisco 12416 BGPv4, IS-IS, 

OSPFv. 2.0, OSPFv. 2.0, 
EIGRP. RIP v2, EIGRP. RIP v2, 
IGMP.PIM IGMP,OVMRP, 
ldense and PIMDM/SM 
sparse mode) 

Management CU, SNMP. CU, SNMP. CU, SNMP. CU, SNMP, CU, SNMP, CU, SNMP. CU, SNMP. 
Cisco 12000 Cisco 12000 Cisco 12000 Cisco 12000 Cisco 12000 Cisco 12000 Cisco 12000 
Manager Manager Manager Manager Manager Manager Manager 

Dimensions 24.85 X 17.4 X 56 X 17.3 X 21 in. 72.5 X 18.75 X 24 8.75 X 18.9 X 18.5 X 18.9 X 28 37.5x 19x24 72.5 X 18.75 X 24 
21 .2 in. (63.1 x 0 42.2 X 43.9 X in. 084.2x 

2 
27.5 in. (22.23 X in.(47 X f! X in.l95.25 x 48.26 in. 084

2
2x47.6 x 

44.2 x 53.8 em) 53.3 em) 47.6x61 em) 48.01 x 69.85 71.1 em) x 61 cm)4 61 em) 
em) 

1. The Cisco 12016 may be field upgraded to a Cisco 12416 via a Switch Fabric Upgrade kit, providing 10 Gbps full 
duplex capacity per slot for an overall320 Gbps switching capacity 

2. lncludes power, front cave r, rack mount flanges, and cable-management system 
3. lncludes rack-mountflanges, power entry module pullouts, blower, and handle 
4. lncludes cable-management system and front cover 

Selected Part Numbers and Ordering lnformation 1 

Cisco 12000 Series of Gigabit Switch Routers (GSR) 
GSR6/12Q-AC GSR6/120 w/ 1GRP. 3SFC, 1 CSC, 2Aiarms & 1 AC Power Supply 
GSR6112Q-OC GSR6/120 w/ 1GRP. 3SFC, 1 CSC, 2Aiarms & 1 DC Power Supply 
GSR8/40 Cisco12008 GSR 40Gbps;1 GRP.1 CSC-GSR8,3SFC-GSR8,1 DC 
GSR10/200-AC Cisco 12410 200 Gbps; 1 GRP, 2 CSC, 5 SFC, 2 Alarm, 2 AC 
GSR10/200-0C Cisco 12410 200 Gbps; 1GRP. 2 CSC, 5 SFC, 2 Alarm, 2 OC 
GSR12/60 Cisco12012 GSR 60Gbps;1GRP,1CSC,3SFC,1DC 
GSR4/80-AC GSR12404- 4 slotAC System 
GSR4/BO-DC GSR12404- 4 slot DC System 
GSR16/80-AC-BR Cisco 12016 80 Gpbs; 1GRP, 2CSC, 3SFC, 2Aiarm, 3AC, BRails 
GSR16/BD-AC4-BR Same As GSR16/BO-AC-BR But W/ 4AC And Requires B Foot Rack 
GSR16/BO-DC-BR Cisco 1201680 Gpbs; lGRP. 2CSC, 3SFC, 2Aiarm, 4DC, 8Rails 
GSR16/320-AC Cisco 12416 320 Gbps; lGRP, 2CSC, 3SFC, 2Aiarm, 3AC, 8Rails 
GSR16/320-AC4 Same As GSR161320-AC-8R But W/ 4AC And Requires8 Foot Rack 
GSR16/320-DC Cisco 12416 320 Gbps; 1 GRP, 2CSC, 3SFC, 2Aiarm, 4DC, BRails 
Cisco 12000 Series Processors 
GRP-B Route Processor, 128MB and 20MB Flash, ECC support 
GRP-B/R GSR Route Processor, Redundart Dption 
PRP-1 
PRP-1/R 

Cisco 12000 Series Performance Route Processar 
Redundant PRP-1 chassis upgrade option, factory only 

. - \ os-~-; oJ12oos- r"tt_ 
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• 
Cisco 12000 Serias Line Cards 
LC-40C3/POS-SM 

/'G'7~~40C3/POS-MM 
/ ·(.:., .... --"- Le- C12JPOS-SM 

I l' (} ... 1&i 1 12/ATM-MM 
1 10 Qo S Lc.~~~21ATM-sM 
\ , \O Le1 01f'21POS-MM 
\ \ \ A. ~J.fOCI8/DS3-SR-SC 
\ ·-., _.; 2Ctf8C3/STM1-IR-SC 

"'-,., ,.::-·: · : .. - ~OC12/DS3-I-Se8 
'-..:...... ~--· , .. 

40e3/ATM-IR-SC 
40e3/ATM-MM-SC 
40C3/POS-LR-Se 
40C12/ATM-IR-SC 
40e12JATM-MM-Se 
40C12JPOS-MM-SC-8 
40C12X/POS-M-SC-8 
40C12/POS-IR-SC-8 
40C12X/POS-I-Se-8 
40C48/SRP-SFP= 
40C48E/POS-LR-SC 
40C48E/POS-SR-SC 
80C03/ATM/TS-IR-8 
80e03/ATM/TS-MM-8 
Oe12JSRP-IR-Se-8 
Oe12JSRP-LR-SC-8 
OC12/SRP-MM-Se-8 
Oe12JSRP-XR-SC 
OC481SRP-LR-Se-8= 
Oe481SRP-SR-SC-8= 
OC48E/POS-LR-SC-8= 
Oe48E/POS-SR-Se-8= 
OC48X/POS-LR-SC 
OC48X/P05-SR-SC 
80C3/POS-MM= 
80C3/POS-SM= 
1X10GE-LR-SC= 
160C3/POS-MM= 
160C3/POS-SM= 
160e3X/POS-I-Le-8 
EPA-GE/FE-88RD 
EPA-3GE-SX/LH-Le 
3GE-G81C-Se 
GE-GBIC-SC-8 
G81C-SX-MM 
G81C-LH-SM 
G81e-ZX-SM 
6eT3-SM8 
GLe-LH-SM 
GLe-SX-MM 
6DS3-SMB-8 
6E3-SM8 
12DS3-SM8-8 
12E3-SM8 
CHOC12JSTS3-IR-SC= 
Le-Oe12-DS3 
8FE-FX-Se-8 
8FE-TX-RJ45-B 
Oe192JPOS-IR-SC 
Oe192JPOS-SR-Se 
Oe192JPOS-VSR 
Oe192E/POS-VSR 
Oe192E/POS-IR-Se 
Oe192E/POS-SR-Se 
Oe192JSRP-VSR 
Oe192/SRP-IR-Se 
Oe192/SRP-SR-Se 

4port OC3/STM1 Packet Over SONET/SDH Une eard, Single-Mode 
4port OC3/STM1 Packet Over SONET/SDH Une Card, Multi-Mode w 
1port OC12/STM4 Packet Over SONET/SDH Une eard,Single-Mode 
1 port OC12JSTM4 ATM Une eard, Multi-Mode 
1 port Oe17/STM4 ATM Une Card, Single-Mode 
1 port OC12/STM4 Packet Over SONET/SDH Une Card, Muti-Mode 
1 port channelized oC-48to DS3 
ehannelzed OC3/STM1-> DS1/E1, 2portslntermediate Reach 
4 PORT CHANNELIZED OC12 8 
4 port Oe3/STM1 ATM Une Card intermedilte reach 
4 port OC3/STM1 multimode ATM line card 
4 port OC-3/STM1 SONET/SDH Long Reach LC v.ith SC connector 
4 port OC-12JSTM4 ATM LC lntermediate Reach 
4 port OC-17/STM4ATM Une Card multimode 
40C12/POS-MM-Se-8 
4-port OC12/POS Eng3Multi-mode 
40C12JPOS-IR-SC-8 
4 PORT 0e12 POS 8 
4 Port Oe48c/STM16c SRP Linecard, SFP Optics 
Edge 4 Port Oe-48c/STM-16c SONET/SDH LR with SC 
Edge 4 Port OC-48c/STM-16c SONET/SDH SR with SC 
8-port oe03/STM1 ATM IR LC with se connector 
8-port Oe03/STM1 ATM MM LC with SC Connector 
0e12 SRP IR line card 
OC12 SRP LR line card 
0e12 SRP MM line card 
OC12 SRP single ring linecard, single mode 1550, XR 
OC48 SRP Rev-8 Une Card, Single Mode, Long Reach 
OC48 SRP Rev-8 Une eard, Single Mode, Short Reach, GSR 
1 Port Oe-48c/STM-16c SONET/SDH 1$0nm LR with SC 
1 Port OC-48c/STM-16c SONET/SDH 1310nm SR with SC, GSR 
CONCATENATEO OC48 WITH EXTENOEO FEATURES LONG REACH 
1 port OC48 POS Extended features 

Chapter 1 Routers 

8 port Oe3/STM1 SONET/SOH Multi-Mode LC with MTRJ conn Spare 
8 port OC3/STM1 SONET/SDHSingle-Mode LC with LC conn Spare 
Cisco 12000 1-Port 10GE Card, 1310nm serial, 10km, SC 
16 port OC3/STM1 SONET/SDH Multi-ModeLe with MTRJ conn 
16 port OC3/STM1 SONET/SDH Single-Mode LC w~h LC conn Spare 
16 PORT OC3 WITH EXTENOEO FEATURES RELEASE B 
Cisco 12000 Modular GE 8aseboard w/1 GE and 3 EPA Slots 
Cisco 12000 3-Port GE Port Adapte r for EPA-GE/FE-88RD 
GSR12000 three-port GEiine card 
GSR12000 single port Gigabit Etherret I in e card 
1000base-SX G81C module, multimode.standardized for ffiR12000 
1000base-LH GBie module,singlemode,standardized forGSR12000 
GBIC very long reach G81e module for tt-e GE line card 
ehannelized T3for the GSR 
GE SFP, LC connector LHtransceiver 
GE SFP, LC connector SXtransceiver 
6DS3-SM8-B w/ ECe 
E31ine card, 6 ports 
12DS3-SM8-B w/ ECC 
E31ine card, 12 ports 
ehannelized Oe-12/STM-4 with four STS-3c/STM-1 POS paths 
1 port ehann,elize oe-12 with 12 DS3s 
GSR 8-port 100baseFX, se connectot version B 
8-port 100baseTX, RJ45 connectortype, version B 
1 Port Oe192c/STM64c POS, 1550nm IR, Se 
1 Port Oe192c/STM64c POS, 1310nm SR, Se 
1 Port Oe192c/STM64c POS, VSR Optics 
1 Port Oe192c/STM6<t POS Edge eard, VSR Optics 
1 Port Oe192c/STM64c POS Edge eard, 1550nm IR, Se 
1 Port Oe192c/STM64c POS Edge Card, 1310nm SR, Se 
1 Port Oe192c/STM64c SRP Linecard,850nm VSR, MTP 
1 Port Oe192c/STM64c SRP Linecard, 1550nm IR, Se 
1 Port Oe192c/STM64c SRP Linecard, 1310nm SR, Se 

• Cisco 12000 Series . ,.,. 
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4GE-SFP-LC= 4 port-GE line card for Cisco 12000 
Cisco 12000 Series Pluggable Optic Modules 
POM-OC48-LR2-LC 1-port OC-48/STM-16 Pluggatlle Optic Module, 1550nm SM-LR2 LC 
POM-OC48-SR-LC 1-port OC-48/STM-16 Pluggatlle ~ti c Module, 1310nm SM-SR LC 

1. Some parts h ave restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 12000 Series Web site: http://www.cisco.com/go/12000 

Cisco SN 5400 Series 
Storage Router 
The Cisco SN 5400 Series implements the 

• 

iSCSI protocol to extend access o f a Fibre Channel fabric and attached storage devices 
to IP servers. iSCSI (internet SCSI) combines the benefits ofthe TCP/IP protocol suite 
with SCSI, the universal standard for storage access. By utilizing iSCSI, the SN 5400 
Series extends a Fibre Channel storage network to lower priced/lower performance 
servers in a data center and departmental servers located throughout the campus and 
enterprise. With the SN 5428, access to a Fibre Channel Storage Area Network (SAN) 
from anywhere on an IP network is as easy as accessing direct attached storage. 

When to Se li 

Sell This Product 
Cisco SN 5428 

Key Features 

When a Customer Needs These Features 
• When a customeris movingfrom a DAS (DirectAttachedStorage) environmentto a SAN (StorageArea 

Network) andthey do not alreadyhave a Fi tire Channel switch, the SN 5428 provides a Fi tire Channel 
switch and iSCSI portsto deliver a one s',Stem solution. 

• Whenthe customerwants only a full function Fi tire Channel switch, the SN 5428 is a very cost effective, 
low latency switch that will perfectly fita fitlre Channel onlyimplementation 

• When the cus:omer h as tllock levei applications and wants to maintain tllock levei access to shared 
storage comtlined with IP/Ethernet fora sutlstantial reduction inattachment costs 

• Provides leveis of security and access control beyond what is currently available 
in traditional storage area networks by including layer 2 and layer 3 protection to 
resist against unauthorized access to your storage resources 

• Uses the TCP/IP protocol suite for storage networking which protects your 
existing investment in storage and networking infrastructure 

• Fully integrates existing management and configuration tools 
• Based on industry standards, maximizes your investment and enables you to 

reduce total cost of ownership for the increasing storage demands on your network 
• Uniquely provides standard IP networking capabilities to storage environments 
• SN 5428: Designed for high-availability providing continuous access to criticai 

data; Extensive security features to protect valuable storage resources ; and, Full 
breadth of i SCSI drivers 

Competitive Products 

o Nishan 
o Me Data: Fi tire Channel Switches 
• Qlogic: Fitlre Channel Switches 

o FalconStor 
o Brocade: Fi tire Channel switches 

Cisco SN 5400 Series Storage 
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• 
Selected Part Numbers and Ordering lnformation 1 

Cisco SN 5428 Storage Router 

() 

..... ~28 The SN 5428 providestwo Gigabit Ethernetports, supporting iSCSI, for connection to sandard IP networks 
,;.:.--......,_ \. and eight Fibre Channel fabic switch ports. 

( 
"1-?.. C~co'sN 5428 Drivers & Firmware 

( 
O O b) SN~t8.\FW-2.x Cisco SN 5428 Firmware: 2.2.x minimum (2.2.1 minimum) 

, \ t1 SN-JSC$1-DRV= Cisco i SCSI driversthatsupportthe Cisco SN 5428 2.2.x firmware: Windows NT. Windows2000, Linux, Sola ris, 
\' \, f><· / / HP/UX,AIX 
\ ' ·,.._~: ___ .• ,e!~)l" SN 5428 SFP: Small Form Facto r Pluggables 
'-<~_::.::_:.J>N[SFP-FCMM-LC= SFP for Fibre Channel Multi-mode fiber with LC connector 

SN-SFP-FCMM-LC= SFP for Fibre Channel Multi-mode fiber with connector spare 
SN-SFP-FCGEMM-LC SFP for GE/FC with LC connector 
SN-SFP-FCGEMM-LC= SFP for GE/FC with LC connector 
Cisco SN 5420 Series Packaged SMARTnet Maintenance Bx5xNBD 
CON-SNT-PKG10 Cisco SN 5428 Packaged SMARTmt 8x5xNBD-Category 10 

For More lnformation 

See the Cisco SN5420 Series Storage Router Web sites : 
http://www.cisco.com/go/sn5428 

• Cisco SN 5400 Series Storage Router .,,. 
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LAN Switching 

LAN Switching Products ata Glance 
Product 
Catalyst 2900 Serias 

Catalyst 2948G-LJ 

Catalyst 2900 
Serias XL-Modular 
Switches 

Catalyst 2950 Series 

Catalyst 3500 Series XL 

Cata lyst 3550 Se rias 

Features Page 
Fixed-configuration Ethernet svitches 2-3 
• 10/100 auto sensing and auto negotiating interface 
• Managed 
Fixed and Modularports 2-3 
• Gigabit Ethernet over Fiber or Copper 
• High performance, CiscoExpress Forwarding (CEFI Lave r 2/3/4 switching upto 48 Mpps 
• Advanced network controlwith predictable performance, granular QoS, advancedsecurity, 

comprehensile management 
Modular 10/100 Ethemet switches 2-4 
• 12 or 2410/100 ports 
• 12 100BASE- FX ports (2912MF XL) 
• Two high-speed module slots accommoda~ng 10/100, 100BASE-FX, Gigabit Ethernet 

(including lOOOBASE-T), and GigaStack GBIC (2912MF XL and 2924M XL only) 
• Cisco switch clusterng enabled 
• Managed 
Fixed-configuration base and lntelligent Ethernet 1(1100 switches 2-6 
• 12/24/4810/100 port managed s.vitches w~h stackable andstandalone models 
• Flexible upink op~ons: fixed 100Base FX, fixed 1000BaseT, fixed 1000BaseSX, and 

GBIC-based ports 
• lndustrialiJrade, rugged models(Catal~ 2955) for harsh environment depiO\fllents 
• Wire-speed, high pedormance sv.itch 
• Models with the Standard lmage software (SI)provide Layer 2 Cisco lOS functionality for 

basic data, voice, and videoservices at the edge of the network 
• Models with the Enhanced lmage software (E I) bring Layer 2-4 intelligentservices such as 

advanced Qualty of Service, rate limiting, security filtering and multicastmanagement 
capabilities 

• Stackable up to 9switcheswith GigastackGBIC 
• Simplified networkmanagement through Cisco ClusteiManagement SLite up to 16fixed 

configuration Catllyst switches 
Fixed-configuration lJ/100 and Gigabit Ethernetswitches 2-10 
• 24 ports with 2 GBIC-based Gigabit Ethemet ports with in-line pov.er(3524-PWR XL) 
• 8 GBIC-based ports (3508G XL) 
• Stackable up to 9switcheswith GigaStack GBIC 
• Cisco Switch Clusteringcapable 
• Managed . 
Fixed-configuration lntelligentEthemet switches in stackable 10/100, inline power. o r 2-12 
Gigabit Ethernet configJrations 
• Network control and bandwidth optimization 'fa advanced Quality of Service (QoS). 

granular rate-limiting, Access Control Lists (ACLs), and multicast services 
• Network security through a wide range of authentication methods,data encryption 

technologies,and accessrestrictionfeatures based on users, ports, and MAC addresses 
• Network scalabilitythroughadvancedrouting protocolssuch as EIGRP, OSPF, BGP, and PIM 

(requires Enhanced Multila\l!r Software lmage (EM I)) 
• lntelligent adaptabilitythrough Cisco ldenti.., Based Networkng Services (IBNS) offering 

greater fle>àbility and mobility to stratified users 
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• 
Product Features Page 
Catalyst 4500 Modular, multilayer switch with integrated intelligent sB'Vices for converged networls in 2-15 

. Serias-Modular enterprise campuswiring closets, Layer2/Layer3 distribution, and ntegrated LAN/WAN 
· -- branch office . ·> ... :-.::...!_ nfiguration (4503, 4506 

. i
, ,/ ' " ,an 4507RI • Resilient architecture for mission criticai applications 

\ "- • Up to 240 ports of Ethernet, l'ast Ethernetor Gigabit Ethernet mer Rber or Copper 
{ ( O b > ) '\ • High performance, CiscoExpress Forwarding (CEFI Layer 2/314 switching upto 48 Mpps 
! 1 ·, ~ ~ 1 J • Up to 64 Gbps of switching capacty 
\ \ r ' / I . Advancednetworkcontrolwith predictable performance,granularQoS, advancedsecurity, 
\ , >--- -::<·::,./ comprehenswe management 

~, . ·' 1. - ~/ • Managed 
---.._ .. ~ .. C""at,-a'lyst-:-:4000=•s,.e-r-=-ie:-:s---.. Hi""g;:-h -=-pe~rf'z:o=-=rma==-=n=-=c-=-e"fix:-:e:-:;d:-;:G~ig:-::a"Lbt~E;:::t;:-he=-=m=-e:-::t-=-sWJ:-:::-. tc:-;:h:-w~it::ch7in=te::oll~ig=-=e-=nt=-=e=-=n=te=-=rp=-=r::-::i!I!::-;;-Ci""s=-=co::-;I;;;O;;;S---,2"-'"17.--

Fixed Configuration services 
(490BG-L3 and 4912GI 
Catalyst 5000 Family 

Catalyst 6500 Family 

Catalyst 8500 Serias 

Modular switch that suppots a broad range of interfaces foraggrega1ion of legacy 2-18 
technologies with IP technology 
• End of Sal e Effectve June 2003/End of Support effectiw 2008. For further ilformation 

please contact \OUr local sales representatiw 
High-performance, multilayer switch with integrated intellgent services forenterprise 2-20 
campus backbones, serve r aggregation, orinternet data centers 
• 10/100, 100FX Fast Ethemet. 1000BASE-T, 1000BASE-X, and Gigabit Ethemet modules 
• Layer 4-7 services 
• Up to 2$ Gbps of switching capacity 
• Packet throughput s:alable to 100+ Mpps 
• Managed 
High-performance, modulaç multimedia switch router 2-24 
• Wire speed, nonbloc~ng IP. IPX,IP multicast Layer 3 switching 
• Multi pie interface options 
• Managed 

Cisco LAN and MAN Products Port Matrix 

Switches 
_, _, 
>< >< = = = = = = 8 ~ ~ 

.., = .., = c:n .., .., .., 
N N N C"'' C"'' ..,. 

"' - - 1- - - - -.!- .!- .!- .!- .!- .!-
ca ca ca ca ca ca ca - - - - - - -ca ca ca ca ca ca ca 

(.) (.) (.) (.) (.) (.) (.) 

Fixed Ports Only X 

Fixed and Modular Ports X X X X X 

Modular Ports Only X X 

Ports 

10BASE-TSwitched X X X X X X X 

10BASE-FL Switched X 

100BASE-T Switched X X X X X X X 

100BASE-F S~tched X X X X X X 

10/100 Autosensng Switched X X X X X X X X 

1000BASE-TX X 

10/100/1000 X 

10GBASE-LR X 

ATM X X 

Gigabit Ethernet X X X X X X X X 

lntegrated ln-Line Power X X X 

lntegrated Serve r Load Balancing X 

8 .., 
CICI -.!-
ca -ca 

(.) 

• Cisco LAN and MAN Products Port Matrix 
~~~~~~--------------------------------~ 
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1 Chapter 2 LAN Switching 

Cisco Catalyst 2900 Series 
The Catalyst 29480 and 29800 deliver 
all the Ethemet switching needed .for 
many small to medium-sized wiring 
closets in a single system without the 
need for additional modules, cables or 
other interconnects. Utilizing the same 
industry-leading software and functionality ofthe Catalyst 4000, 5000, and 6000 
families, the Catalyst 29480 and 29800 have consistent end-to-end services, which 
ensure complete interoperability with enterprise Catalyst switches. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Catalyst 2980G Series • A single box solution without additi:Jnal cables, modules or configuration 

• Up to 80 ports ofwire·speed, non-blocking performance with large MTBF reliability 
• End-to-end VLANs, EtherChannel,multicasting, and security 
• Mature/proven Catalyst software corrpatibility in the wiring closet and data c ente r 

Catalyst 2948G Series 

Catalyst 2948G-L3 

• The same features as2980G but up to 48 ports of wire-speed, non-blocking performance 

• High performance CRJ with Cisco lOS software 
• Oedicated 48 ports of lG'lOO Mbps and twoports of lOOOBASEX Gigabit Ethernet wth gigabit Bhernet 

converter (GBICI support; ali ports support Layer 3 capabiity 

Key Features 

• Powerful non-blocking performance with proven Cisco lOS services 
• Wire speed 18 Million pps switching throughput 
• Intelligent multilayer lOS services (security, multicast, quality of service [QoS]) 
• Advanced multiple queue QoS architecture 
• Security {TACACS+, RADIUS, port lockdown) 
• Spanning-Tree Protocol (802.1D) with enhancements (UplinkFast, PortFast) for 

deterministic/fast failover 
• Redundant Power Supply ( option) 

Competitive Products 
• HP Procurw: 4108gl, 4000M 
• 3Com: SS3300 

Specifications 

Feature 
Fixed Pons 
(connections) 
Backplane 
Stackable 
Fuii-Duplex 
Capabilities 
VLAN Maximum 
FEC 
ISL 

Catalyst 2980G 
80-port 1G'100BASE-TX 
2-port 1000BASE-X (GBICI 
24 Gbps 
No 
Ali ports 

1024 
Yes 
No 

• Nortei/Bay: BayStack350T and 450T 
• Extreme: Summit 48si 

Catalyst 2948G-L3 Catalyst 2948G 
48 port 1 0/1 OOBASE-TX 48-port 1G'100BASE-TX 
2-port 1000BASE X (GBICI 2-port lOOOBASE-X (GBICI 
22 Gbps 24 Gbps 
No No 
Ali ports Ali ports 

1024 1024 
No Yes 
Yes No 

802.1Q Yes Yes Yes 

• 

Management 
Capabilities 

Cisco'Mlrks 2000, CWSI, CiscoView, Cisco'Mlrks 2000, CWSI, CiscoView, Cisco'Mlrks 2000, CWSI, CiscoView, !){.·. r, 
CDP, VTP, Enhanced Slr\N, SNMP, CDP, VTP, Enhanced Slr\N, SNMP, CDP. VTP, Enhanced Slr\N, SNMP, L~ 
Telnet Client, BOOTP, TFTP Telnet Client, BOOTP,TFTP Telnet Client, BOOTP,TFTP 

Processar Speed 
(Type) 
Flash Memory 

ORAM Memory 

200 MHz (R5000 RISCI 200 MHz (R5000 RISCI 200 MHz (R5000 RISCI 

12MB 16MB 12MB --
64MB ! F<QS no 0372005 - rN -

Cisco Catalyst2900Seri# Pj i - CORREIO~d 

/ Fis"~ I B ~ 
1 1 I 36 97 I [soe: ______ _ 

64MB 64MB 
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Feature Catalyst 2980G Catalyst 2948G-L3 Catalyst 2948G 

/~-, E~bedd_ed RMON Statistics, history, alanns, events Statistics,histo_rv. alarm, events 
/ '.;:,..-,- --....._ f&iíens1ons (HxWxD) 3.5 x 17.5 x 17m. 2.69 x 17.1 x 18m. 

Statistics, history, alanns, events 
2.62 X 17.5 X 15 in. 

/ ~· ""\ !J ~~S~ Yes (WS-C2980G-A), RPS 300 Yes, RPS 600 

\ 1 \~O f' · } 1ected Part Numbers and Ordering lnformation 1 

Yes, RPS 600 

\ --.,.., •.. / ;~C,Italyst 2900 Serias Switches 
'-..:::::_;:,·~- ·": ..:'>ws-2948G-LJ catal.,st 294BGLJ Switch 

. J .•. 

FR2948GLJ-IP Catal.,st 2948G-LJ IP Switching Ucense 
FR2948GLJ-IPX Catal.,st 2948G-LJ IPX Switching Ucense 
WS-C2948G Catal.,st 2948G Switch,4810!100Tx (RJ-45) +21000x (GBIC Slots) 
WS-C2948G-3PACK 3 Catal.,st 2948G Switches 
WS-C2980G-A Catalyst 2980G Switch.BO 10/lOOTx (RJ-45) +2 1000x (GBIC Slots) 

Catalyst 2900 Serias Modules 

WS-G5484= 

WS-G5486= 
WS-G5487= 

Mini-RMON Agent License 

WS-C2948G-EMS-UC 
WS-C29!11G-EMS-UC 

GBIC Module, fiber media SX 

GBIC Module. fiber media L.X/LH 
GBIC Module, Fiber Media Zx 

Catal.,st 2948G RMON Agent License 

Catal.,st 2980G RMON Agent Agreement 

Catalyst 2900 Serias Accessories 

WS-X2948G-RACK= Catal.,st 2948G Rack Kit (spare) 

WS-X29!11G-RACK= 
PWR600-AC-RPS-CAB= 
PWR600-AC-RPS-NCAB= 
PWR300-AC-RP5-N 1 = 

Catal.,st 2980G Rack Kit (Spare) 
RedundantPower Supply (RPS). 600 Watts (2948G only) 
RPS 600 without Cable (2948G only) 

RPS 300 with one Cable (2980G-A only) 
CAB-RPS-1414= One OC powercable forRPS 300 

Catalyst 2900 Serias Basic Maintenance 

CON-SNT-PKGB Catalyst 2948G, 2948G-LJ, and 2980G Packaged SMARTnetMaintenance 8<5xNBD 

1. This is only a small subset of ali parts available via URL listed under HFor More lnformation.H Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 2900 Web site : http://www.cisco.com/go/2900 

Cisco Catalyst 2900 
Series XL-Modular Switches 
Cisco's Catalyst 2900 Series XL is a fullline of 
modular, 10/100 autosensing Fast Ethernet 

.. - - ... - .... 
• • 11 q 

... -:-. ·.-: . ..... - .. : • ·~ -~-. ~ 1.0 ·::-.~ .. : 
" 

switches that combine outstanding performance, ease ofuse, and integrated Cisco lOS 
software. 

Whento Sell 

Sell This Product 

Catalyst2912MF XL 

Catalyst 2924M XL 

When a Customer Needs These Features 

o All-fiber switch to aggregate filst Ethernet WJrkgroups over 100BASE-FX connections i1 small and 
mid-size campus environments 

o High-speed uplnks to backbone orserver via Fast Ethernet Gigabit Ethernet 

o Any combinationof dedicated 10-Mbps or 100-Mbps connectionsto individual PCs, servers, and other 
systems o r connectivitybetween exis:ing Ethernet and Fa!l Ethernet worlgroups 

o The option to easily increase the switchs port density and pmvide inexpensive high-speed uplinks 
through bandwidth aggregation (F!It EtherChannel and Gigabit EtherChannel technologies) 

o Gigabit Ethernet (including HDOBASE-T) modules forhigh-speedlinks 
o Hot swap insertion and remova I of modules 
o Maximum flexibili ty 

• Cisco Catalyst 2900 Series XL- Modular Switches 
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Key Features /0:} 
• Switch fabric of3 .2 Gbps, a forwarding rate ofmore than 3.0 million packets per//~ Q.::{Ç 

second, anda maximum forwarding bandwidth of 1.6 Gbps, delivering wire-spee~ 1 I g 
performance across ali 10/100 ports \ \ A . 

• Support for IEEE 802.1 p protocol for prioritization o f mission-critical and \, ;; ..... ~:~-"" 
time-sensitive applications such as voice and telephony traffic "·-~:J: 

• Cisco's switch clustering technology enables up to 16 interconnected Catalyst 
1900, 2900 XL, and 3500 XL switches, regardless of geographic location, to form 
a flexible, single IP managed network 

• Up to 250 port-based VLANs or ISL/802.1Q trunks 
• Network port allows operation in networks with unlimited MAC addresses 
• Autoconfiguration o f multiple switches on a network from one boot server 
• Up to 4 Gbps bandwidth between routers, switches, and servers with Fast 

EtherChannel and Gigabit EtherChannel technologies 

Competitive Products 
• 3Com: SuperStack 111 3JJO • Norte I: BayStack 350 & 450 switches 

Specifications 

Feature 
Fixad Ports 

Modular Slots 
Availabla Modulas 

Catalyst 2912 MF XL 
12-port 100BASE-FX 

2 
4-port 10BASE-T/100BASE-TX autoseming 
2-port o r 4-port switched 100BASE-FX 
1-port Gigabit Ethernet(1000BASE-T or GBIC-based) 

Catalyst 2924M XL 
24-port 101100 autosensing 
Same as Catalyst 2912MF XL 
Same as Catai~ 2912MF XL 

Backplane 3.2 Gbps Same as Catalyst 2912MF XL 
Stackable Ves Same as Catalyst 2912MF XL 
Full Ouplex Capabilities AII10BASE-T,100BASE-TX, 100BASE-FX, Same as Catai~2912MFXL 

1000BASE-X, and 1000BASE-T 
VLAN Maximum 
FEC 
lnter-Switched Link 
Flash Memory 
CPU ORAM 
Embaddad RMON 
Dimansions (HxWxD) 
Weight 

250-port-based VLANs o r ISL/80Z 1 O trunks 
Ves 
Ves 
4MB 
8MB 
History, Events. Alarms, Statistics 
3.46 X 17.5 X 12 in. (8.8 X 44.5 X 30.5 em) 
13.51b (6.12 kg); 151b (6B kg) with two modules 
installed 

Selected Part Numbers and Ordering lnformation1 

Catalyst 2900 Series XL Switches 

WS-C2912MF-XL 12-port 100BASE-FX, 2 module slots 
WS-C2924M-XL-EN 24-port 10/100 (autosensi'lg), 2 module slots 

Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
Same as Catalv.;t 2912MF XL 
Same as Catalv.;t 2912MF XL 
Same as Catalyst 2912MF XL 
3Same as Catatf,lt 2912MF XL 
Same as Catai~ 2912MF XL 

WS-C2924M-XL-EN-DC 24-port 10/100 (autosensing),2 module slots. DC powered 

Catalyst 2900 Series XL Switch Bundles 
WS-C2924M-XL-EN-5P Five Catal'fSl 2924M XL Switches 

Catalyst 2900 Series XL Modules 
WS-X2914-XL-V 4-port 10/100 ISL/802.10 Module 
WS-X2924-XL-V 4-port 100BASE-FX ISL/802.10 Module 
WS-X2922-XL-V 2-port 100BASE-FX ISL./802.1 O Module 
WS-X2931-XL 1-port, GBIC-based, 1000BASE-X Switch Uplink Module 
WS-X2932-XL 1-port 1000BASE-T Switch Uplink Module 
WS-X3500-XL GigaStack GBIC 
WS-G5484= 
WS-G5486= 

SX GBIC; 1000BASE-SX short wavelength,multimode fiber 
LX GBIC; lOOOBASE-LX/LH, long wavelength/long haul,single o r multimode fiber 

Catalyst 2900 Series XL Accessories 
1 meter cable for GigaStack GBIC .. ~ 

CAB-GS-1M 
CAB-GS-50CM 50 centimeter cablefor GigaStack GBIC - ---- . ,, 

C- C I S . XL M d I S . h ' r<US no 03/2005 - rf'.J . / ' 
1sco ata yst2900 enes - ou ar w1tc Pt pfl~ c v(_ 

1 ~10 .. . 
i Fls · · : · i 
. . ~ 

/ 

_ _ - 3697 
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Catalyst 2900 Series XL Packaged SMARTnet Maintenance 8x5xNBD 

k~G-r""-.. CON-SNT-PKG4 Catal-,st 2000 Series WSC2924M-XL-EN Packaged SMARTnet BlÕxNBD . ? .. ~~,, ~ON-SNT-PKG5 Catal-,st 2900 Series WSC29:<!4M-XL-EN-DC Packaged SMARTnet 8lÕxNBD 

f (\ o~ '\ ,CfN·S~~-PKG7 Catal-,st 2900 se_ries WS~2912MF.·XL PackagedN SMARTnet 8x5cNBD . N 

( q; f),. ' ) 1.: Th1s 1s only a small subset of ali parts ava1lable v1a URL hsted under For More lnformatlon. Some parts h ave 
\ T' / ;' restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 

. "\., _ _.. •• --:'., / info, see the Oistribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

'<.:~==~. :_ ;;./ 
For More lnformation 

See the Catalyst 2900 Series XL Web site: http://www.cisco.com/go/2900xl 

Cisco Catalyst 2950 Series 
lntelligent Ethernet Switches 
The Catalyst 2950 Series with Intelligent 
Ethemet Switches are fixed-configuration, 
standalone and stackable models that provide 
wire-speed Fast Ethemet and Gigabit Ethemet 
connectivity for small, mid-sized, service 
provider and industrial networks . The 2950C-24, 2950T-24, 2950G-12-EI, 
2950G-24-EI, 2950G-48-EI and 2950G-24-EI-DC are part of an affordable product 
line that brings intelligent services, such as advanced quality of service, rate-limiting, 
security filters, and multicast management, to the network edge-whi1e maintaining the 
simplicity o f traditional LAN switching. When a Catalyst 2950 Switch is combined 
with a Catalyst 3550 Series Switch, the solution is capable o f enabling IP routing from 
the edge to the core of the network. These Intelligent Ethemet Switches come with 
Enhanced Image (EI) software configuration only. 
In addition to the range o f Intelligent Ethemet switches, the Catalyst 2950 Series a1so 
includes switches with Standard Image (SI) software configuration only. The Cisco 
Catalyst 2950SX-24, 2950-24 and 2950-12, members ofthe Cisco Cata1yst 2950 Series 
Switches, are standa1one, fixed-configuration, managed 10/100 switches with Gigabit 
up1inks (2950SX-24 on1y) providing user connectivity for small to mid-sized networks . 
These wire-speed desktop switches come with Standard Image (SI) software features 
and offer Cisco lOS functionality for basic data, vídeo and voice services at the edge 
o f the network. 
The Catalyst 2950 Series also includes the Cisco Catalyst 2955T-12, 2955C-12, and 
2955S-12. The Cisco Catalyst 2955 are industrial-grade switches that provide Fast 
Ethemet and Gigabit Ethemet connectivity for deployment in harsh environments. 
With a range of copper and fiber uplink options, the Catalyst 2955 operates in 
environments such as industrial networking solutions (industrial Ethemet 
deployments ), intelligent transportation systems (ITSs ), and transportation network 
so1utions. lt is a1so suitab1e for many military and utility market app1ications where the 
environmental conditions or suspended solid concentrations exceed the specifications 
of other commercial switching products. 
Embedded in ali the products in the Catalyst 2950 Series is the Cisco Cluster 
Management Suíte (CMS) Software, which allows users to simultaneously configure 
and troubleshoot mu1tiple Catalyst desktop switches using a standard Web browser. 

~L_C_i_sc_o_C_a_ta_ly~~--29_5_0_S_e_rie_s_l_nt_e_ll~ig~e_nt_E_th_e_rn_e_t _Sw __ it_ch_e_s ________________ ~ 
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When to Sell 

Sell This Product When a Customer Needs These Features 
Catalyst 2950 Series o Layer 2/3/4 based services: Advanced QoS, Security, High availability and STP enhancements 
lntelligent Ethernet Switches o Wire-speed performance 
with Enhanced lmage (EI) o Advanced QoS, Security, High availability and STP enhancements 

o Cisco Cluster Management 
o Stackable 
o GBIC based uplink ports for media flellibility 

Catalyst 29506-48-EI o Ideal for desktop connectivity 
o High Port Density 

Catalyst 29506-24-EI o Ideal for desktop connectivity 
o Medi um Port Density 

Catalyst 29506-24-EI-DC o Ideal for Telco/DCN environments 
o NEBS compliant 
o Medi um Port Density 

Catalyst 29506-12-EI o Ideal for desktop connectivity 
o Low Port densty 

Catalyst 2950T-24 o High speed uplinkflexibiüty with fixed 10/100/1000BaseT ports 
o Low price per port 

Cata lyst 2950C-24 o High speed uplinkflexibility overextended dis:ances w~h fixed 100BASE-FX coonections using 
MT-RJ connectors 

o Low price per port 

Catalyst 2950 Serias with 
Standard lmage (SI) 

o Wire speed, high performance sw~chesfor delivering 10/100 Mbps speed connectivityto desktop 

Catalyst 2950-12 

Catalyst 2950-24 

Catalyst 2950SX-24 

PCs, servers and othersystems 
o layer 2-based QoS and Security features 
o Cisco Cluster Management 
• Ideal for desktop connectivity1 

• Low Port densty 

• Medi um port density 

• High speed uplinkswith 2 fixed 1000BaseSX ports 
• Medium port density 

• Ideal for harsh network environments Catalyst 2955 Series with 
Enhanced lmage (EI) • Rugged: lmplementsindustrialiJrade components, a compactform facto r. convection cooling, an d 

relay output signaling. Designed to operate at extreme temperaturas and under extreme vibratian 
and shock. 

• Layer2/3/4 based services: Advanced QoS, Security, High availability and STP enhancements 

Catalyst 2955T-12 

Catalyst 2955C-12 

Catalyst 2955S-12 

Key Features 

• Wire-speed performance 

o Twelve 101100 ports and two 10/100/lOOOBASE-TX (Copper) uplnks 

o Twelve 10/100 ports and two 100BASE-FX (Multimode Fiber) uplinks 

• Twelve 10/100 portsand two 100BASE-LX (SinglemodeFiber) uplinks 

• Cisco Cluster Management (CMS) Software offers superior manageability, 
ease-of-use and ease-of-deployment and enhanced configuration wizards 

• Wire-speed performance in connecting end-stations to the LAN 
• Catalyst 2950: Ideal for small- and mid-sized networks 
• Catalyst 2955: Ideal for harsh network environments 
• Sophisticated Multicast Management via IGMP Snooping 
• Scalability and high availability features 
• Support for Cisco Redundant Power System 300 (RPS 300) 
• Switches with Standard Image (SI) include these additional features: 

- Catalyst 2950SX-24 switch provides a cost-effective solution for Gigabit speeds 
o ver fiber, offering 2 1 OOOBaseSX uplinks 

- QoS and Security based on Layer 2 inforrnation 
- Basic Cisco lOS Services 

Doe: 



Chapter 2 LAN Switching 

• 
• Intelligent Ethemet Switches with Enhanced Image (EI) include these additional 

features: 
- Catalyst 2950T-24 switch is a component ofthe Cisco Gigabit Ethemet over copper 

/'<~ solution, offering 10/100/1 OOOBaseT uplinks 
/"->__.;--.. : ... ~~werful Gigabit-uplink options-GBIC-based or 1 OOOBaseT 
f fa o~ c::J - '~ . erior contrai through advanced intelligent services-advanced quality o f service 
! \ tJ ba ed on Layer 2 through Layer 4 parameters 
\~ \.. .~ · .f{~nperior Security features: based on Layer 2 through Layer 4 Access Control 
''-, (~;"':'~· ) Aarameters 

---·- - Enhanced Cisco lOS Services 

Competitive Products 
• Hewtett Packard: Pro curve 2500/2650 • Dell: Powerconnect3024!3048/3248 
• Norte!: BPS 2000/450T/420T • Hirshchmann 
• 3 Com: Superstack 3300/4300/4400/4400SE/4:<!Xl series • GarretCom 
• Extreme: Summit 24 e2e3 • Sixnet 

Specifications 

Catalyst Catalyst Catalyst Catalyst Catalyst 
Feature 29506-48-EI 29506-24-EI 29506-24-EI-DC 29506-12-EI 2950T-24 
Fixed Ports 48 port 101100 24 port 10{100 24 port 10/100 12 port 10/100 26-port (2410/100 

autosen9ng & 2 autosen9ng & 2 GBJC autosensing & 2GBIC autosensing & 2GBIC autosensing& 2 
GBJC-based Gigabit ports ports and DC Power ports ports 1000BaseT 
Ethernet ports 

Forwarding 13.6 Gbps 8.8 Gbps 8.8Gbps 6.4Gbps 8.8 Gbps 
Bandwidth 
Forwarding Rata 10.1 Mpps 6.6 Mpps 6.6 Mpps 4.8 Mpps 6.6 Mpps 
Fuii-Duplex Ali Ports Ali Ports Ali Ports Ali Ports Ali Ports 
Capabilities 
VLAN Maximum 250-port-based Same as Catai~ Same as Catalyst Same as Catal.,st: Same as Catal.,st: 

VLANS 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-El 
FEC Yes Yes Yes Yes Yes 
802.1Q Yes Yes Yes Yes Yes 
Security Port Security, with Same as Catalyst Same as Catalyst Same as Catal.,st: Same as Catal.,st: 

MAC aging, Private 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-El 
VLAN Edge, ACL, 
802.11x, IBNS, SSH, 
RADIUS, TACACS+, 
SNMPv3 (crypto) 

Multicast IGMP Snooping IGMP Snooping JGMP Snooping JGMP Snooping IGMP Snooping 
QoS 802.1 P, 4 egress Same as Catai~ Same as Catalyst Same as Catal.,st: Same as Catal.,st: 

queues, WRR, SPS, 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
Exped~e Queuing, 
Policing, Marking, 
Layer 3 and 4 
Services, Auto QoS 

Management SNMP. Telnet,RMON, Same as Catai~ Same as Catai~ Same as Catal.,st: Same as Catal.,st: 
Capabilities CWSI, (CLJ)-based 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-El 

out-of-band, 
embedded CMS 

Software lmage Enhancedlmage(EO Enhanced lmage (EO Enhanced lmage (E I) Enhanced lmage (EJ) Enhanced Jmage (EO 
Flash Memory 8MB 8MB 8MB 8MB 8MB 
CPU ORAM 16MB 16MB 16MB 16MB 16MB 
Embedded RMON History, Events, Same as Catai~ Same as Catai~ Same as Catal.,st: Same as Catal.,st: 

Alarms, Statistics 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
Dimensions(HxW 1.72x17.5x13in. 1.72 X 17.5 X 9.52 in. 1.72x 17.5x9.52in. 1.72 X 17.5 X 9.52 in. 1.75 X 17.5 X 16 in. 
X D) 

• Cisco Catalyst 2950 Series lntelligent Ethernet Switches 



• 

( 

• 

c 

• 

Chapter 2 LAN Switching 

• 
Catalyst Catalyst Catalyst Catalyst 

Feature 2950C-24 2950-24 2950-12 2950SX-24 
Fixed Ports 26-port (2410/100 24-port 101100 12-port 10/100 26-port 2410/100 

autosensng & 2 autosensng autosensng autosensng & 2 
ports100BaseFX) ports1000BaseSX) 

Forward Bandwidth5.2 Gbps 4.8 Gbps 2.4 Gbps a.li Gbps 
Forwarding Rata 3.9 Mpps 3.6 Mpps 1.8 Mpps 6.6 Mpps 
Fuii-Duplex Ali Ports Same as 2950 C-24 Same as 2950 C-24 Same as 2950 C-24 Ali Ports 
Capabilities 
VLAN Maximum 250-port-based 64-port-based 64-port-based 64-port-based 250-port-based 

VLANS VLANS VLANS VLANS VLANS 
FEC Yes Yes Yes Yes Yes 
802.1Q Yes Yes Yes Yes Yes 
Security Port Sêcunty, w1th Same as 2950 C-24 Same as 2950 C-24 Same as 2950 C-24 Port Secunty, w1th 

MAC aging, Private MAC aging, Private 
VLAN Edge, ACL, VLAN Edge,802.11x, 
802.11x,IBNS, SSH, RADIUS, TACACS+, 
RADIUS, TACACS+, SNMPv3 (non-cryplD) 
SNMPv3 (crypto) 

Multicast IGMP Snoopng Same as 2950 C-24 Same as 2950 C-24 Same as 2950 C-24 Same as 2950 C-24 
QoS 802.1 P. 4 egress 802.1P, 4 egress 802.1P, 4 egress 802.1 P, 4 egress 802.1P. 4 egress 

queues, WRR, SPS, queues,WRR queues. WRR queues. WRR queues. WRR 
Expedite Queuing, 
Policing, Marking, 
Layer 3 and 4 
Services, Auto QoS 

Management SNMP. Telnet, RMON, Same as 2950 C-24 Same as 2950 C-24 Same as 2950 C-24 SNMP, Telnet, RMON, 
Capabilities CWSI, (CLI)-based CWSI, (CLI)-based 

out-of-band, out-of-band, 
embedded CMS embedded CMS 

Software lmage Enhanced lmage lEI! Standard lmage (S) Standard lmage (SI) Standard lmage (SI I Enhanced lmageiEII 
Flash Memory 8MB 8MB 8MB 8MB 16MB 
CPU ORAM 16MB 16MB 16MB 16MB 32MB 
Embedded RMON History, Events, HSame as 2950 C-24 Same as 2950 C-24 Same as 2950 C-24 History, Events, 

Alarms, Statistics Alarms, Statistics 
Dimensions 1.75 X 17.5 X 11.8 In. 1.75x 17.5x11.8m. 1.75 X 17.5 X 9.52 In. 1.75 X 17.5 X 9.52 in. 3. 78x8.07x5.03in; 
(HxWxD) connectorsfacing 

forward OR 
5.03x8.07x3.78in; 
connectorsfacing 
downward 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 2950 Series Switches 

WS-C2950G-48-EI Catalyst 2950G-48 switch IMth 4810!100 ports and 2 Gigabit Interface Converter (GBICjbased GE ports 

WS-C2950G-24-EI 

WS-C2950G-24-EI -DC 

WS-C2950G-12-EI 

WS-C2950T-24 

WS-C2950C-24 

WS-C2950-24 

WS-C2950-12 

WS-C2950SX-24 

Catai',St 2950G-24 switch with 2410/100 ports and 2 GBIC ports 

Catalyst 29506-24-DC switch with 2410/100 ports, 2 GBIC ports and DC Power 

Catal15t 2950G-12 switch with 12 10!100 ports and 2 GBIC ports 

Catal15t 2950C-24T switch with 24 10/100 ports and two fixed 1000BaseT Uplink ports 

Catalyst 2950C-24 switch with 24 101100 ports and two fixed 100BaseFX Uplink ports 

Catai',St 2950-24 switch with 24 10/100 ports 

Catal15t 2950-12 switch with 12 10/100 ports 

Catalyst 2950SX-24 switch IMth 2410/00 ports and two fixed 1000BaseSX Uplink ports 

Gigabit Interface Converters (GBICs) 

WS-X3500-XL GigaStack GBIC Gigabit Ethernet ltacking GBIC and 50 em cable 

WS-G5484= 1000BaseSX GBIC shOit wavelength GBIC (multimode fiberonly) 

WS-G5486= 

WS-G5487= 

WS-G5483= 

1000BaseLX!LH GBIC long wavelength/long haul GBIC (singleor multimodefiber) 

1000BaseZX GBIC extended-reach GBIC (singe mode fiber only) 

1000BaseT GBIC- Gigabt-Ethernet-ovefcopper GBIC 

Cisco 
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Redundant Power System (RPSI 

,.,.... ...... --:::~ 
· ~· C':,....L ~75-AC-RPS-N1= 675W Redundant Power Supply with 1 connector cable 

.> .<' ~B- PS-1414= 1.2 meter cable for CrscoRPS 300to externai device conneàion 

t () Q .1. Ca leVAccessories 
., \ 'b !J. • C~ -RfS-1614= 1 RPS 675 connector cable 16!14 

··.,, [' .C~~-,SS-50CM 50 centimeter cable forGigaStack GBIC 
..... .. / .... ,, 

;; · -;:"·;·~ · . !)l(-RACKMOUNT-1RU= Rack mountkit for 1 RU versions of Catal',5t 2950,3500 XL, 2900 XL, 1900, and FastHub 400 switches 

. ' :. , ._:_~.;....._...Packaged SMARTnet BxSxNBD Maintenance Contract 

CON-SNT-PKG3 Packaged SMARTnet 8x5cNBO Maintenance forthe Catal\l)t 2950G-12, 2950-24 and 2950-12 

CON-SNT-PKG4 Packaged SMARTnet8x5xNBD Maintenance forthe Catalyst 2950G-24 and 2850G-24-DC 

CON-SNT-PKG6 Packaged SMARTnet 8x5xNBD Maintenance forthe Catalyst 2950G-48 

1. This is only a small subset of ali parts available via URllisted under UFor More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availabilityl. 

For More lnformation 

See the Catalyst 2950 Series Web site: http://www.cisco.com/go/catalyst2950 

Cisco Catalyst 3500 Series XL 
The Cisco Systems Catalyst 3500 series XL 
is a scalable line o f stackable 1 01100 and 
Gigabit Ethemet switches that delivers 
premium performance, flexibility, and 
manageability with unparalleled investment 
protection. This line o f low-cost, 
high-performance switching solutions provides next-generation stackable switching 
through an independent high-speed stacking bus that preserves valuable desktop ports. 
Cisco's breakthrough Switch Clustering technology expands the stacking domain 
beyond a single wiring closet, enabling up to 16 interconnected Catalyst 3550, 2950, 
3500 XL, 2950, 2900 XL and 1900 switches-regardless of geographic location-to 
form a flexible, single IP managed network. 

When to Se li 

Sell This Product 

Catalyst 3524-PWR XL 

Catalyst 3508G XL 

When a Customer Needs These Features 
• A stackable, wire-speed 1G'100 and Gigabit Eflernet switch for dâivering dedicated 10 or 100 Mbps to 

individual users and servers 
• Advanced QoS, high avalability, and integrated in-line power enabling easy deployment of IP phones 

and v.;reless access points. 

• A stackable Gigabit Ethernet switch w~h eight GBIC-based portsfor aggregating a groupof Gigabit 
Ethernet s.vitches and servers through Cisco GigaStack GBICs or standard 1CDOBASE-X GBICs 

• Dedicated, high-speed Ggabit Ethernet performance 

• Cisco Catalyst 3500 Series XL •. , .• 
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Key Features 

• 10.8 Gbps switch fabric, up to 8 Mpps forwarding rate, and maximum forwardigg~ 
bandwidth of 5.4 Gbps across ali 10/100 ports , )/.~~ -""'\ \ 

• Built-in Gigabit Ethernet ports accommodate a range of GBIC transceivers, , .8 0-={ ,a ) \ 
including the Cisco GigaStack GBIC, 1000BASE-T, 1000BASE-SX and ' A . / , 
JOOOBASE-LX/LH GBICs, and 1000BASE-ZX extended reach GBIC '· ,_ o .,,. · ,:.: / 

• Low-cost, 2-port Cisco GigaStack GBIC offers a range of configurable stacking o o ·-~·;o:;-;
0

:: • ..:~/ 
and performance options by delivering 1-Gbps connectivity in a daisy-chained 
connection or up to 2-Gbps in a dedicated, switch-to-switch connection 

• Support for IEEE 802.1 p technology for prioritization o f mission-critical and 
time-sensitive application such as voice and telephony traffic 

• 3524-PWR XL provides in-line power to IP phones and other devices 

Competitive Products 
• 3Com: SuperStack 3Switch 3300 and 3900 • Nortel: BayStack 450T and BPS 2000 switches 
• Hewen Packard: Pro Curve 2524, 2424M, 4000, and 0000 

Specifications 

Feature Catalyst 3524-PWR XL Catalyst 3508G XL 
Fixed Ports 24-port 10/100 autosensing 

2-port 1000BASE·X (GBIC) 
8-port 1000BASE·X (GBIC) 

Modular Slots None None 

Backplane 10 Gbps 10 Gbps 

Stackable Yes Yes 

Fuii-Duplex Ali ports Ali ports 

VLAN Maximum 250 port-based VLANs o r ISLJ802.1 Q trucks 250 port-based VLANs o r ISL/802.1 Q trucks 

FEC Yes Yes 

lnter-Switch Link Yes Yes 
ln-Line Power ~s No 

Management Capabilities SNMP. Telnet, RMON, CWS~ (CLI)·based SNMP, Telnet, RMON, CWSI, (CLI)·based 
out-of-band, errtledded Cisco Visual Switch out-of·band, errtledded Cisco Visual Switch 
Manager. Web-based interface Manager. Web-based interface 

Processors Cisco designed ASICs Cisco designed ASICs 

Flash Memory 4MB 4MB 

CPU ORAM 8MB 8MB 

Embedded RMON History, Events, Alarms. Statistics History, Events, Alarms, Statistics 

Oimensions (HxWxD) 1.75 X 17.5 X 11.8 in 1.75x 17.5x 11.8 in 

Selected Part Numbers and Ordering lnformation1 

Catalyst 3500 Serias XL Switches 
WS-C3524-PWR-XL-EN 24-port 10/100 (autosensing). 2 1000X GBIC Slots, inline power 
WS-C3508G-XL-EN 81000X GBIC Slots 
Catalyst3500 Serias XL Accessories 
WS-X3500-XL GigaStack GBIC 
WS-G5484= lOOOBASE-SX GBIC 
WS-G5486= lOOOBASE- LX/LH GBIC 
WS-G5487= 
WS-G5483= 

lOOOBASE- ZX extended reachGBIC 
1000BASE-T GBIC 

Catalyst3500 Series XL Basic Maintenance 
CON-SNT-PKG4 Catai)St 3512 XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG5 Catai)St 3524 XL and 3524-PWR XL SMARTnet Sx!J<N BD Maintenance 
CON-SNT-PKG6 Catai)St 3548 XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG9 Catai)St 3508G XL SMARTnet 8x5xNBD Maintenance 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access ar are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability) . 

For More lnformation 

See the Catalyst 3500 series XL Web si te: http://www.cisco.com/go/35~ no 03/200S _r-;:;-/ ~ 
Cisco Catalyst3500 Series~p'i • CORREI~ 
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- -\\\, f- The,.C:í,éo Catalyst 3550 Series Intelligent Ethemet 
\,,<::f~~es is a line of enterprise-class, stackable, multilayer switches that provide high 

availability, scalability, security and control to enhance the operation o f the network. 
With a range ofFast Ethemet and Gigabit Ethemet configurations, the Catalyst 3550 
Series can serve as both a powerful access layer switch for medium enterprise wiring 
closets and as a backbone switch for small networks. Now customers can deploy 
network-wide intelligent services, such as advanced quality of service, rate-limiting, 
Cisco security access control lists, multicast management, and high-performance IP 
routing-while maintaining the traditional LAN switching. 

Whento Sell 

Se li This Product 
Catalyst 3550 Serias 

Catalyst 3550-48-EMI 
(Enhanced Multilayer 
Software lmage) 

Catalyst 3550-48-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-24-EMI 
(Enhanced Multilayer 
Software lmage) 

Catalyst 3550-24-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-24PWR-EMI 
(Enhanced Multilayer 
Software lmage) 

When a Customer Needs These Features 
• Enterprise-class intelligent se~ces such asACLs, advanced QoS,and rate-limiting 
• Cisco Cluster Management 

• High performance advancediP routing 
• High Port Density 
• Ideal as a powerful access layer switch for a medium enterprise wiring closetwith routed uplinks 

• High Port Density 
• Ideal for a powerful access layer switch for a medium enterprise wiring closet 
• Basic IP routing 

• High performance advancediP routing 
• Medium Port Density 
• Ideal for a powerful access layer switch for a medium enterprise wiring closet with nouted uplinks 

• Medi um Port Density 
• Ideal for a powerful access layer switch for a medium enterprise wiring closet 
• Basic IP routing 

• High performance advancediP routing 
• Medi um Port Density 
• lntegrated inlinepower to Cisco IP telephones and Cisco wireless LAN access points 
• Ideal for a powerful access layer switch for a medium enterprise wiring closet with routed uplinks 

Catalyst3550-24PWR-SMI • Medium Port Density 
(Standard Multilayer • lntegrated inlinepower to CiscoiP telephones and Cisco wireless LAN access points 
Software lmage) • Ideal for a powerful access layer switch for a medium enterprise wiring closet 

• Basic IP routing 

Catalyst 3550-24-DC-SMI • Medi um Port Density 
(Standard Multilayer • DC powered, NEBS level3 compliant 
Software lmage) • Basic IP routing 

Catalyst 3550-24-FX-SMI • Medi um Port Density 
(Standard Multilayer • Ideal for lOOFX aggregaticn 
Software lmage) • Basic IP routing 

Catalyst 3550-12G • High performance IP routing 
• Gigabit Ethemet aggregation using fiber 
• Ideal forstack aggregation, gJrver aggregation, oras a backboneswitch in a mid-sized netwmk 

Catalyst 3550-121 • High performance advancediP routing 
• Gigabit Ethernet aggregation u9ig Category 5 copper cabling 
• Ideal forstack aggregation, gJrver aggregation, oras a backbone switch in a mid·sized netwmk 

CD-3550-EMI • High performance advancediP routing 
• EMI upgrade kitforstandardversions ofthe Catalyst3550-24, 3550·24 PWR,3550·24·DC, 3550-24-FX, and 

3550·48 switches 

• Cisco Catalyst 3550 Series lntelligent Ethernet Switches 
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Key Features 

• Network control and bandwidth optimization via advanced Quality of Service ~ 
(QoS), granular rate-limiting, Access Control Lists (ACLs), and multicast services/' ~ .. :::--!-..._,""' 

• Network s_ecurity through a wi?e .range ofauthentication methods, data encryptiorj" /oo::r j \ 
technolog1es, and access restnctwn features based on users, ports, and MAC \ ~ 
addresses \ \ A · ,. 

• Network scalability through advanced routing protocols such as EIGRP, OSPF, ""'··--.-· .. ·~~-~ 
BGP, and PIM (requires Enhanced Multilayer Software Image (EMI)) ~.Y 

• Intelligent adaptability through Cisco Identity Based Networking Services (IBNS) 
offering greater flexibility and mobility to stratified users 

• Lower Total Cost o f Ownership (TCO) for IP Telephony and Wireless LAN 
deployments through integrated inline power (Catalyst 3550-24 PWR only) 

• Easy switch configuration and deployment of advanced services through the 
embedded Cluster Management Suite (CMS) Software 

• Stackable up to 9 switches with the Gigastack GBIC 

Competitiva Products 

• Extreme Networks Summit5i, Summit24/48, Summit 48i • Nortet BPS 2000 
• Foundry: Fastlron 4002 

Specifications 

Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst 
Feature 3550-48 3550-24 3550-24PWR 3550-126 3550-121 3550-24-DC 3550-24-FX 
Fixed Ports 4810/100 ports 24 10/100 ports 24 10/100 ports 10 GBIC·based 10 10/100/1000 24 10/100 ports2 24100FX MMF 

2 GBIC·based 2 GBIC·based 2 GBIC·based Gigabit Ethernet ports GBIC·based ports 
Gigabit Gigabit Gigabit Ethernet ports 2 GBIC·based Gigabit Ethernet 2 GBIC·based 
Ethernet ports Ethernet ports ports 2 1 0/100/1000 Gigabit port Gigabit Ethernet 

ports Ethernet ports port 
Switching 13.6 Gbps 8.8 Gbps 8.8 Gbps 24 Gbps 24 Gbps 8.8 Gbps 8.8 Gbps 
Fabric 
VLAN 1005 1005 1005 1005 1005 1005 1005 
Maximum 

FEC/GEC Yes Yes Yes Yes Yes Yes Yes 

GBICs Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, 
1000BaseT. SX, 1000BaseT. SX, 1000BaseT. SX, 1000BaseT. SX, 1000BaseT. SX, 1000BaseT, SX, 1000BaseT. SX, 
LX/LH, ZX LX/LH, ZX LX/LH, ZX, CWDM LX/LH, ZX LX/LH, ZX LX/LH, z:l. LX/LH, ZX 

802.10 and Yes Yes Yes Yes Yes Yes Yes 
ISL 
ln-Line No No No No No No No 
Power 
nos 802.1p, DSCP. Same as Same as Same as Same as Same as Same as 

4 egress Catal'f.)t Catal'f.)t Catal'f.)t Catal'f.)t Catal'f.)t Catai',St 
Queues, 3550·48 3550·48 3550·48 3550-48 3550·48 3550·48 
WRR, Strict 
Priority 
Queui.lg,WR:D 

Multicast IGMP IGMP IGMP Snoopmg, IGMP Snooping, IGMP IGMP Snooping, IGMP Snooping, 
Snooping, PIM Snooping, PIM PIM (requiresEMI). PIM, DVMRP. Snoopmg, PIM, PIM (requires PIM (requires 
(requires EM I), (requires EM I), DVMRP (requires CGMP Server DVMRP, CGMP EM I). DVMRP EMI), DVMRP 
DVMRP DVMRP EM I), CGMP Serve r Serve r (requires EM I), (requires EM I), 
(requires EM I), (requires EM I), (requires EM I) CGMP Server CGMP Server 
CGMP Server CGMP Server (requires EM I) (requires EM I) 
(requires EM I) (requires EM I) 

Management SNMP, Telnet, Same as Same as Same as Same as Same as Same as 
Capabilities RMON, CWSI, Catal'f.)t Catal'f.)t Catal'f.)t Catal'f.)t Catal'f.)t Catai',St 

CLI·based 3550·48 3550·48 3550·48 3550·48 3550·48 3550·48 
out-of·band, 
embedded 
CMS 

Flash 16MB 16MB 16MB 16MB 16MB 16MB 16MB 
Memory 
CPU ORAM 64MB 64MB 64MB 64MB 64MB 64MB 64MB J<& 

'kõs no 03áoos -('~ (_ 
Cisco Catai 3550 Series lntelligent Ethernet .,..,.,..~ .... ,..... • ~/ 
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Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst 

Feature 3550-48 3550-24 3550-24PWR 3550-12G 3550-12T 3550-24-DC 3550-24-FX 
r---._ Embedded History, Events, Same as Same as Same as Same as Same as Same as 

/(~~~~.]_~ '~ON ~::~~~~s ~;Jg_~ ~;Jo~~ ~;J~~ ~;J~: ~;J~: ~;~~: 
/ / Q10 '' ·'e.,.-l;.,.ti\,--.e-n--,si:-o-ns----,1;-:.7;;:5-x..,.17:;-.5;:-x---,1;-:. 7;;:5-x""'17"".5;:-x-..,.1-:;.7;:-5 x-1;:;7:-;:.5:-x""'17:;-.4;"'i-::-n."2".6"3 x~17:-;:.5:-x-;-1 ;:-5. 9;;-;;-2."'63..-:-x-;-17:;-. 5;:-x-.1~5."9 '1.,.75:-::x:-;1,-7 .~5 x::c1"4'.4;:in:-;.1;-:;. 7;.-5-::-x "17".5:-::x:-;1""6."3 

t () T 'xi.W x D) 16.3 in. 14.4 in. in. in in. 
f ~ ~-~~-~~-----------------------------------

·.\\., f-. . .~ ~S~ected Part Numbers and Ordering lnformation1 
\..__ ~~ ... q _.,ti' •., .• / 

•..,......_;:;-r··;·~ ) .:tatalyst 3550 Series lntelligent Ethernet Switches 
_.... WS-C35!ll-48-SMI Catal\613550-48 multilayer switch with 4810!100 ports and 2 6BIC-based 6igabitEthernetports; SMI installed 

WS-C35!ll-48-EMI Cata ~>f.;! 3550·48 multilayer switch with 4810/100 ports and 2 6BIC-based 6igabitEthemet ports; EMI installed 
WS-C35!ll-24-SMI Catal\613550·24 multilayer switch with 24 10/100 ports and 2 6BIC-based 6igabitEthernetports; SMI installed 
WS-C35!ll-24-EMI Cata ~>f.;! 355(}.24 multilayer switch with 24 10!100 ports and 2 6BIC-based 6igabitEthemet ports; EMI installed 
WS-C35!ll-24PWR-SMI Catatyst 3550-24 multilayer switch with 24 10/100 ports and 2 6BIC-based 6igabt Ethemet ports; integrated 

mime power; SMI installed 
WS-C35!ll-24PWR-EMI Catalyst 3550-24 multilayer switch with 24 10!100 ports and 2 6BIC-based 6igabt Ethemet ports; integrated 

mime power; EMI installed 
WS-C35!ll-24-0C-SMI Catalyst 3550·24-0C multiplayer switch with 2410/100 ports and2 GBIC-based Gigabit Ethernetports; SMI 

mstalled: OC-powered 
WS-C35!ll-24-FX-SMI Catai\61355(}.24-FX multilayer switch with 24100FX multimode fiber p011s and 2 6BIC-based GigaM Ethernet 

WS-C355(}.126 
WS-C3550-12T 
C0-3550-EMI= 

ports; SMI installed 
10 6BIC·based 6igabit Ethernet pots and 2 10/10011000 ports; EMI installed 
10·101100/1000BaseT ports and 2 6BIC-based 6igabit Ethernet pots; EMI installed 
EMI upgradekit forthe standard veJSions oi the Catal\613550-24, 3550-48, 3550-24PWR, 3550-24-0C, and 
355(}.24-FX 

Gigabit Interface Converters (GBICsl 
WS-X3500-XL GigaStack Stacking GBIC and 50 em cable 
WS-65484= 1000BaseSX GBIC-shOII wavelength GBIC (multimodefiber only) 
WS-65486= 1000BaseLX/LH 6BIC-Iong IMlvelength/long haul 6BC (single or multimode fibe~ 
WS-65487= 1000BaseZX 6BIC-extended reach 6BIC (singlemode fiberonly) 
WS-65483= 1000BaseT GBIC-6igabit Ethernetover Copper 6BIC 
Redundant Power System (RPSI 
PWR675-AC-RPS-N1= 675W Redundant Power Supplywith 1 connector cable 
VAB-RPS-1414= 1.2 meter cable for Cisco RPS 300 to externai devi c e connettion 
Cables/Accessories and Redundant Power Supply 
CAB-RPS-1614= 1 RPS 675 connectorcable 16/14 
RCKMNT-355(}.1.5RU= Rack mount kit for the Catalyst 3550-12T and 3!D0-12G switches 
RCKMNT-1 RU= Rack mount kitforthe Catalyst 355(}.24, 3550-48, 3550-24PWR, 355(}.24-0C, and 3$0-24-FX switches 
Packaged SMARTnet Bx5xNBD Maintenance Contract for Two-Tier Customers 
CON-SNT-PKG9 Packaged SMARTnet 8x5xNBO forthe WS-C3550-12T and WS-C3550-126 
CON-SNT-PK64 Packaged SMARTnet 8x5xNBD for the WS-C35!D-24-SMI and WS-C35!D-24PWR-SMI 
CON-SNT-PK65 Packaged SMARTnet 8x5xNBO for the WS-C35!D-24-0C-SMI 
CON-SNT-PKG6 Packaged SMARTnet 8x5cNBO for the WS-C355Q.24-EMI, WS-C3550-24PWR-SMI and WS-C3550-48-SMI 
CON-SNT-PKG7 Packaged SMARTnet 8x5xNBO for the WS-C3550-48-EMI and WS-055(}.24-FX-SMI 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 3550 Series Web site: http://www.cisco.com/go/cat3550 

• Cisco Catalyst 3550 Series lntelligent Ethernet Switches 
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Cisco Catalyst 4500 Series 
The Cisco Catalyst 4500 Series integrates 
nonblocking Layer 2/3/4 switching with 
optimal control, enabling business resilience 
for enterprise and metropolitan Ethemet 
customers deploying Intemet-based business 

• 

applications. A next generation Catalyst 4000 Series platform, the Cisco Catalyst 4500 
Series includes three new chassis: Catalyst 4507R (7-slot: redundant Supervisor IV 
capable), Catalyst 4506 (6-slot) and Catalyst 4503 (3-slot). A key component ofCisco 
AVVID (Architecture for Voice, Vídeo and Integrated Data), the Catalyst 4500 extends 
contrai to Enterprise wiring closets, branch office and Layer 3 distribution points. A 
variety o f network infrastructure solutions are enabled by the Catalyst 4500 Series o f 
switches including: Cisco lOS Network Services, IP Telephony, 10/10011000 to the 
desktop, Wireless LAN, NetFlow Services and Metro Ethemet Switching. 

Whento Sell 

Sell This Product 
Catalyst 4507R 

When a Customer Needs These Features 
• When network resiliency via redundant !Xlpervisor Engines is crucial to customEJ success 
• Port den9ty up to 2«1-10/100, 100-FX, or 10/100/lOOOBASE-T with modularinvestment protection 
• Layer 2 and Layer 3 Cisco Express Forvvarding (CEF)-based switching up to 64 Gbps, 48 Mpps 

Catalyst 4506 • Port densty up to 2«1-10/100, 100-FX, or 10/100/lOOOBASE-Twith modularinvestment protection 
• Layer 2 and layer 3 Cisco Express Forvvarding (CEF)-based !.Witching up to 61 Gbps, 48 Mpps 

Cata lyst 4503 • Port densty up to 9&-10/100, 100-FX, or 10/100/lOOOBASE-Twith modular investment protection 
• Layer 2 and Layer 3 Cisco Express Forvvarding (CEF)-based !.Witching up to li Gbps, 21 Mpps 

Note: Compatible sparing between Catalyst 4507R, 4506, and 4503 chassis providesinvestment protection with common power supplies 
and switching line cards. The Catalyst 4500 series also leveragesthe same I e ature set with identical software c ode base along with the 
same enterprisefunctionaliy as the Catalyst 6500 Series in the wiring closet, deivering a consistent end-to-md solution. 

Key Features 

• Supervisor 11 
- Cataiyst 4500/6500 Series CatOS Software, single IPQ-Address Management, and 

security (TACACS+, port Iockdown, RADIUS, Kerberos) 

- Enterprise VLANs (4,096) with 802.1Q support on ali ports, 16,000 MAC 
Addresses, and Spanning-Tree Protocoi (802.1D) enhancements (UplinkFast, 
PortFast, and BackboneFast) for deterministic/fast failover 

- Fast and Gigabit EtherChannel aggregation (up to 8 Gbps fuli duplex), load 
balancing and failover on every port, and port filtering 

• Supervisor IV 
- Capable o f 1 + 1 redundancy in a 4507R (Singie Supervisor oniy in Cataiyst 4506 and 

4503) 
- Optionai NetFlow Services Card Support 
- Integrated Layer 2/3/4 CEF based switching at 64Gbps and 48Mpps 
- Feature rich and proven Cisco lOS Software 

- Port based enhanced QOS with muitipie queues ( 16k input; 16k output), bandwidth 
management, policing and Access Contrai Lists ( 16k input ACL entries; l6k output· 
entries) 

- Enterprise VLANs ( 4,000) with 802.1 Q and ISL support on ali ports, 32,000 MAC 
Addresses, and Spanning-Tree Protocol (802.1D), 802.3w, 802.3s 

' ' 
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• 
- Supports RIP I, RIP 11, Open Shortest Path First (OSPF), Interior Gateway Routing 

Protocol (IGRP) Enhanced IGRP (EIGRP), BGP4, IS:IS, Software based IPX and 
Appletalk, Hot Standby Router Protocol (HSRP), Cisco Group Management 
Protocol (CGMP), IGMP vl and 11, Internet Contrai Message Protocol (ICMP), and 
both Protocol Independent Multicast (PIM) sparse and dense modes, and Distance 
Vector Multicast Routing Protocol (DVMRP) interoperability 

- Optional compact flash memory cards 

Competitiva Products 
• Extreme Networl<s: Alpine 3802. Alpine 3004, and Alpine 3808 • Hewtett Paekard Proeurve 5300XL, 4108GL 
• Enterasys: Matrix E-5, Matrix E-6, Matrix E-7 • Norte I: Passport 8100 
• Foundry: Fastlron 400/800. Fastlron 11, 11+, 111, Biglron4000 

Specifications 

Feature Catalyst 4507R Catalyst 4506 Catalyst 4503 
Fixed Ports 2 Gigabit uplinkports on Superviror 2 Gigabit uplnk ports on Super.1sor 2 Gigabit uplinkports on Supenisor 

IV Engine 11,111 and SuperviS>r IV Engine ll,llland Supervisor IV 
Maximum Port 
Density 

240 (10/100 Fast Ethernet) 240 (10/100 Fast Ethernet) 96 (1 0/100 Fast Ethernet) 
240 (100-FX Fast Ethernet) 240 (100-FX Fast Ethernet) 96 (1 0~FX Fast Ethernet) 
240 (10/100/lOOOBASE-T) 240 (10/100/lOOOBASE-T) 96 (10/100/lOOOBASE-T) 

Modular Slots 7 (2 for Super.1sors 6 (1 for Superv6or) 3 (1 for Supervisor) 

Available Modules Supervisor Engine IV 

Redundant 
Supervisor Capable 
Backplane Capacity 
Stackable 
Hot-Swappable 
Power Supplies 

Yes 

64 Gbps 
No 
Yes (2 bays, 1+ 1 I 

Embedded RMON Statisties, History, Alarm, Events 
Dimensions (H x W x 19.19 x 17.31 x 12.50 in 
DI 48.74 x 43.97 x 31.70 em 

Supervisor Engine 11,111, and IV Supervisor Engine 11, 111, and IV 
No No 

64 Gbps 28 Gbps 
No No 
Yes (2 bays, 1+1) Yes (2 bays, 1+1) 

Statisties, History, Alarm, Events Statisties, History, Alarm, Events 
17.38 X 17.31 X 12.50 in 12.25 X 17.31 X 12.50 in 
44.13 x 43.97 x 31.70 em 31.12 x 43.97 x 31.70 em 

Selected Part Numbers and Ordering lnformation 1 

Cata lyst 4500 Series Switc hes 

WS-C4507R Catalyst 4500 Chassis (7-Siot),fan, no p/s, Red Sup Capable 
WS-C4506 Catai',St 4500 Chassis (6-Siot).fan, no p/s 
WS-C4503 Catai',St 4500 Chassis (3-Siot),fan,no p/s 

Catalyst 4500 Series Common Equipment 

WS-X4013= Catai',St 4000 Supervisor Engine 11, Console(RJ-45). Mgt. (RJ -4~ (Spare) 
WS-X4014= Catalyst 4000 Supervisor 111 (2 GE), Consae(RJ45) 
WS-X4515= Catalyst 4000 Supervisor IV, 2 GE, Console(RJ-45) 
WS-F4531= 
PWR-C45-1000AC= 
PWR-C45-1300ACV= 

Catai',St 4000 NetAow Serviees eard for Supervisor Engine IV 
Catai',St 4500 1000W AC Power Supply(Data Only) 
Catalyst 4500 1300W AC Power Supplywith lnt \I:Jiee 

PWR-C45-2800ACV= C~talyst 4500 2800W AC Power Supplywith lnt \I:Jiee 
Catalyst 4000 Series Common Equipment 
WS-C4003-S1 Catalyst 4003 Chassis (3-Siot), Supervisor Engine 1, 1-AC Power Supply, Fan Tray, Raek-Mount Kit 
WS-C4006-S2 Catalyst 4006 Chassis (6-Siot). Supervisor 11 , (2)AC Power Supplies.Fan Tray, Raek-Mount Kit 
WS-C4006-S3 Catai',St 4006 Chassis (6-slot), Supervisor 111, (2) AC Power Supplies, Fan Tray, Raek-Mount Kit 
WS-C4006-S4 Catalyst 4006 Chassis (6-slot). Super.1sor IV, (2) AC Power Supplies, Fan Tray, Raek-Mount Kit 
WS-X4008= Catalyst 4003/4006 AC Power Supply (Spare) 
WS-X4095-PEM= Catalyst 4000 DC Power Entry Module (Spare) 
WS-P4603-2PSU Catai',St 4000 Aux. Power Shelf with 2 PSU 
WS-X4608= Catalyst 4603 Power Supply Unit forWS-P4603 

• Cisco Catalyst 4500 Series •••• 
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Catalyst 4500 Serias Lina Card Modulas and GBICs 
WS-X4124-FX-MT = Catal'f.;t 4000 FE Switching Modul:!, 24-port 100FX (MTRJ) 
WS-X4148-FX-MT = Catal'f.;t 4000 FE Switching Module, 48-100FX MMF (MTRJ) 
WS-X4148-RJ= Catal'f.;t 4000 10/100 Fast Ethemet Module, 48 Ports (RJ-45) 
WS-X4148-RJ21= Catal.,st4000 Telco switch module, 48-port 10/100 (4xRJ21) 
WS-X4148-RJ45V= Catal'!5t 4000 lnline Power 10/100, 48-port (RJ45) 
WS-X4232-6B-RJ= Catai',St 4000 E/FE/6E Module,2-6E (6BIC), 32-10/100 FE (RJ-45) 
WS-X4232-RJ-XX= Catal'f.õl4000 FE Base Module,32-10!100(RJ45)+ Modular Uplink slot 
WS-X4232-L3= Catai'!St 4000 E/FE/6E L3 Module, 2-6E(6BIC), 32-10/100 (RJ45) 
WS-X43ffi-6B= 
WS-X4424-6B-RJ-45= 
WS-X4448-6B-RJ45= 
WS-X4418-6B= 
WS-U4504-FX-MT = 
WS-X4604-6WY= 
WS-65483= 
WS-65484= 
WS-6541ll= 
WS-65487= 
Catalyst 4500 Serias Software 
S4KL3-12113EW= 
S4KLJE-12113EW= 
SC4K-SUPK8-7.5.1= 
WS-C40ffi-EMS-UC 
WS-C4003-EMS-UC 

Catal.,st4000 6igabit Eflernet Module, 6 Ports (6BIC) 
Catal'f.;t 4000 24 port 10/10011000 Auto-SensingModule (RJ45) 
Catal'f.;t 4000 48 port 10/100/1000 Auto-SensingModule (RJ45) 
Catai'!St 4000 6E Module, Server Switching 18 Ports (6BIC) 
Catal'!5t 4000 FE Uplink DaughterCard, 4-port 100FX (MTRJ) 
Catai'!St 4000 Access 6ateway Module with IP/FW software 
1000BASE-T 6BIC (RJ-45) 
1000BASE-SX Shortwave 6BIC Module(Multimode Onl',i 
1000BASE-l.X/Ui Long Haul 6BIC Module (Multimode or Single Mode) 
1000 BASE-ZX 6BIC module (Single Mode Only) 

Cisco lOS BASIC L3 SW Cat4500 SUP 3/4(RIP.St.Routes.IPX,AT) 
Cisco lOS ENHANCED L3 SW Cat4500 SUP3/4(0SPF,I6RP.EI6RP.IS-IS) 
Catal.,st OS L2 SW Cat4500 Sup 2 
Catal)&t 4006 RMON Agentlicense 
Catal'f.;t 4003 RMON Agent licenll! 

Catalyst 4500 Serias Basic Maintananca 
CON-SNT-PK611 Catai'!St 4003 SMARTnet 8x5xNBD Maintenance 
CON-SNT-PK612 Catai',St 4006 SMARTnet 8x5xNBD Maintenance 

• 

1. This is only a small subset of ali parts available via URllisted under MFor More lnformation. • Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.collVdprg (limited country availability) . 

For More lnformation 

See the Catalyst 4500 series Web site: http://www.cisco.com/go/cat4000 

Cisco Catalyst 4000 Series­
Fixed Configuration ·------ ... -----.-
Cisco offers two dedicated Gigabit Ethemet fixed 
configuration switches; the Catalyst 4908G-L3 and the Catalyst 4912G. The Catalyst 
4908G-L3 Switch is a fixed configuration Layer 3 Ethemet switch featuring wire-speed 
switching for IP, IPX and IP Multicast. lt provides the high performance required for 
midsize campus backbones with optimum port density. 

Whento Sell 

Se li This Product When a Customer Needs These Features 

Catalyst 49086 

Catalyst 49126 

• Cost effective dedicated 6gabit Ethemet Layer 3 backbone solution idealfor deplo-,ment in midsize 
networksforthose customerswho needwire speed Layer 3 performance but do notrequire 6igabitEthernet 
density over 8 ports. 

• Advanced wirespeed, non-blocking Layer 2 Gigabit Ethernet performance wth intelligent Cisco lOS 
services and high-speed connectionsto workstationsor servers; flexible Gigabit Interface Converter(GBIC) 
interfaceson ali ports 

Cisco Catalyst 4000 Series- Fixed Configu 
HQ~L 
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• 
Key Features .·>"Cf-·--. 

}._..., ..... - ... ,_,, ·.\. • Catalyst 4908G-L3: 
to0 · .. · - 8 ports o f 1 OOOBASE x Gigabit Ethemet with GBIC support; Layer 3 switching and 

?JÜ __ ; : routing ofiP, IPX an~ IP ~ulticast with wire s~~ed Layer 2 switching for non 
·-, f\ · routable protocols; G1gab1t Etherchannel capab1hty on every port 

.):--::·r:::f> · • Catalyst 4912G: 
- Wire-speed performance with 24 Gbps of dedicated bandwidth for nonblocking 

Gigabit Ethemet concentration, broad Gigabit EtherChannel availability, and GBIC 
flexibility on fiber port interfaces covering a wide range of cabling distances 

Competitive Products 
• Extreme Networks: Summit 1 • Nortel: Accellar 1200 
• Foundry: Turbo lron 8 

Specifications 

Feature Catalyst 4908G-L3 Catalyst 4912G 
Fixed Ports 8 (Ali Layer 3) 12 (Ali Layer 2) 
Backplane Capacity 22 Gbps 24 Gbps 
Stackable No No 
VLAN Maximum 244 244 
802.10 Yes Yes 
ISL Yes No 
Management Capabilities lnboard conSJie via terminal or modem, outboard lnboard comole via terminal or modem, outboard 

via Telnet, SNMP. CiscoVíew, CWSI, CiscoV'.tlrks via Telnet. SNMP, CiscoVíew, CWSI, CiscoV'.tlrks 
2000 2000 

Dimensions (H x W x D) 2.69x 17.1 x 18in 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 4000 Switch Family 
WS-4008G-L3 Catai',St 4908G-L3 switch 

2.75 X 17.5 X 15 in. 

WS-C4912G 
WS-G5484= 

Catalyst 4912G switch, fixed 12-ports switched 1000BASE-X (GBIC) 
1000BASE-SX GBIC module 

WS-G5486= 1000BASE-LX/LH GBIC malule 
WS-G5487= 1000BASE-ZX GBIC module 

1. This is only a small subset of ali parts available via URL listed under uFor More lnformation." Some parts have 
restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 4000 series Web site: http://www.cisco.com/go/cat4000 

Cisco Catalyst 5000 Family 
On October 4, 2002, Cisco Systems announced 
the end of sale for the Cisco Catalyst 5000 and 
5500 series of modular switches, including ali 
related Cisco Catalyst 5000 and 5500 series 
chassis and modules. The Cisco Catalyst 5000 
and 5500 series chassis and modules will be 
orderable through June 30, 2003. 
The Catalyst 5000 family features a Gigabit 
Ethemet and ATM-ready platform offering users high-speed trunking technologies, 
including Fast EtherChannel and OC-12 ATM. This series also provides a redundant 
architecture, dynamic VLANs, complete intranet services support, and media-rate 
performance with a broad variety of interface modules. 

• Cisco Catalyst 5000 Family 
WII:M 
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Migration Options 

Catalyst 6500 with 
Sup2/msfc2 

Catalyst 6500 with 
Sup2/pfc2 

Catalyst 6500 with 
sup1A-2GE 

When a Customer Needs These Features 
• High Pertonnance l3 wiring closet, data centre.or core feature sets 
• lntegrated ll-7 Serices Modules 
• Layer 3 Routing Capabiities 
• Scalabilityto 256 Gbps 
• Hardware based QoS and ACLs 
• lOS software 

• High Pertonnance L2 wiring closet, data centreor core feature sets 
• Scalability to 256 Gbps 
• Hardware based QoS and ACLs 

• Low cost of entiY wiring closet solution 
• Scalabilityto 32Gbps 
• Basic security and L2 OoS capalilities 
• L2 Stateful failover capabilities 

Competitive Products 
• Enteras'f.': Matrix E7, Expedition ER16 • Extreme: Black Diamond 
• Nortel: Passport 8100, 8600 • Foundry: Big lron 

Specifications 

Feature Catalyst 5500 Catalyst 5505 
Modular Slots 13 5 

Available Modules Supervisor' Engine 11 G,lll G, or 111 plus Same as Catal'f.'t 5500 
any combination of modules (subset listed 
under Part Numbersand Ordering 
lnfonnation) 

Backplane UG. UG. 
ATM switching: 5-Gbps backplane 

Fuii-Duplex Capabilities Ali Ethernet, Fast Ethernet, bken Ring, Same as Catal'f.'t 5500 
and ATM ports 

VLAN Maximum Spanning tree:Yes perVLAN Same as Catal'f.'t 5500 
1000VLANs 

FEC 100BASE-TX; 100BASE-FX; 1000 BASE-X Same as Catalyst 5500 
Management lnboard consoll via terminal or modem, Same as Catal'f.'t 5500 
Capabilities outboard via Telnet, SNMP. CiscoView, 

CWSIStatistics, history, alarms, events 
Dimensions (HxWxD) 25.25x 17.3x 18.25 in. 10.4x 17.2 x 18.14 in. 

1. Supervisor module(s) require a slot in the chassis. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 5000 Family Switch Families 
WS-C5507= 13-slot Chassis, AC Power Supply 
WS-C5505-CHAC= Catal'f.'t 5505 Chassis, AC Power Supply 
WS-C55W-CHAC= Catal'f.'t 5509 Spare Chassis, AC Power Supply 
WS-C5509-CHDC= Catal'f.'t 5509 Spare Chassis, DC Power Supply 
Catalyst 5000 Family Basic Maintenance 
CON-SNT-PKG13 Catal'f.'t 5505 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT·PKG16 Catal'f.'t 5500 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG15 Catal'f.'t 5509 Packaged SMARTnet Maintenance 8x5xNBD 

• 

Catalyst 5509 
9 
Same as Catal'f.'t 5500 

3.6 Gbps 

Same as Catal'f.'t 5500 

Same as Catal'f.'t 5500 

Same as Catal'f.'t 5500 
Same as Catal'f.'t 5500 

20 X 17.25 X 18.14 in. 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 5500/5000 series Web site: http://www.cisco.com/go/5000 IV 
ROSno 03/2005 . r\) / 
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• 
Cisco Catalyst 6500 Family 

/Z)Z.J:::::"i:be Catalyst 6500 Family delivers highly 
/

1 
,-- · u. .,~lable secure converged network 

i ('tJ (} 0 sfhfices for the Enterprise and Servi c e 
\\ \ A · ?rof'ider networks. Designed to address 
\ , "'·-·· · ·-·~--.-·"':~ increased requirements for gigabit 

·,~ C.:.:__;~::. .. >scalability, high-availability, rich services, and multilayer switching in backbone, 
distribution, and wiring closet topologies as well as datacenter environments, the 
Catalyst 6500 Family delivers exceptional scalability and price/performance, 
supporting a wide range o f interface densities, performance, and integration o f 
powerfu1 service modules. The Catalyst Fami1y delivers a wide range o f intelligent 
switching solutions, enabling corporate intranets, extranets, and the internet for 
multimedia, mission-critical data, and voice applications. 

Whento Sell 

Sell This Product 
Catalyst 6500 Serias 

Catalyst 6500 Family 
Solutions 

Key Features 

When a Customer Needs These Features 
• A highly scalable platformthat meets requirements for a dynarnic environment includingvery high 

multilayer switching performancewith high Fast Ethernet and Gigabit Etherne1port densities 
• Enterprise campus distribution and core-Withindu~ry-leading port densities, perfonnance, and high 

availability solutions 
• Enterprise Server Farm-For Gigabit wire-speed access to mission-critical serverfanns 
• High-capacitywiring closets-ln wry large deplo'y!Tlents, the Catai)St 6000 family delivers advanced 

Layer 2. 3, and 4 switching in wiring closets 
• Value wiring closets where basic l2 QoS and ACL capabilities are required in addition to 2-3 Se c L2 

Stateful faibver 
• WAN/LAN/MAN integration-Single inte!Jated platform simplifiés networkdesign, decreases rack 

space requirements. and decreases overall administration costs 
• Advanced, integrated hardwae based firewall, contentswitching, intrusion detec1ion, and network 

anal',5is capabilies 
• Service Provi der Networks-For ali dynamic environments ilcluding e-commerce, web hosting, and 

co-location facilities 

• Application-aware networking with multilayer switching intelligence and support 
for CiscoAssure policy networking 

• High-availability features deliver maximum uptime for mission-critical 
application support 

• Extensive Quality of Service (QOS) features to support mission-critical 
applications 

• Sca1able performance to 21 O Mpps 
• Maximum 10/100 Ethemet port density: 96 (3-s1ot chassis), 240 (6-slot chassis), 

384 (9-slot chassis), and 576 (13-slot chassis) 
• Maximum Gigabit Ethemet port density: 32 (3-slot chassis), 82 (6-slot chassis), 

130 (9-slot chassis), and 194 (13-slot chassis) 

Competitive Products 
• Extreme: Black Diamond • Lucent: Cajun Switch 550 
• Foundry: Big lron • Nortel: Passport 8600 

• Cisco Catalyst 6500 Family 
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Specifications 

Feature 6503 6506 6509 
Modular Slots 3 6 9 
Available Modules 8 & 16 port G1gabit Same as Catal-,st6503 Same as Catal-,st6503 

Ethernet 24 port 100FX 
Ethernet (multimode or 
single mode); 48 port 
I0/100TX Ethernet (RJ45); 
48 port IG'100 Ethernet (RJ 
21 or TEL.CO); I port 
Multimode OC12 ATM; I 
port SingleMode OC 12 
ATM; 15 port 1000BASE T 
Gigabit Ethernet; 24 port 
10BASE FL (MT RJ); 
Network Analysis Module; 
Aex Wan Module; 24 port 
FXS Analog Station 
Interface Module; 8 port 
Voice TI or El Services 
Module; Voice Power 
Feature Cardlntrusion 
Deteclion Module; Content 
Switching Module; Fabric 
Enabled Lile Cards 

Backplane Scalable to 2$ Gbps Scalablê to 256 Gbps Scalableto 256 Gbps 
Multllayer Performance Scalable to 100+ Mpps Scalablê to 100+ Mpps Scalableto 100+ Mpps 
VLAN Max1mum 4000 4000 4000 
FEC/GEC Opto 8 nonconuguous Same as Catal-,st6503 Same as Catal-,st6503 

ports; supports multimode 
channeling. 

Management C1scoWlrks 2000, RMON, Same as Catal-,st6503 Same as Catal-,st6503 
Capabilities Enhanced Switched Port 

Analyzer(ESPAN), SNMP, 
Telnet, BOOTP, and Trivial 
File Transfer Protocol 
(TFTP) 

D1mens1ons 7 X 17.37 X 21.75 10. 20.1 x 17.2 x 18.1m. 25.2x 17.2x 18.1m. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 6000 Family Chassis 
WS-C6503 Catal-,st6500 3 Slot Chassis 
WS-C6506 Catal',5t 6506 Chassis 
WS-C6509 Catal-,st6509 Chassis 
WS-C6509-NEB Catal',5t 6509 Chassis for NEBS Environments 
WS-C6513 Catal\5t 6513 Chassis 

Catalyst 6500 Series Power Supplies 
PWR-950-AC= Spare 950W AC P/S for Cisco 7603/Cat 6~3 
PWR-950-DC= Spare 950W DC P/S for CISC07603/Cat 6503 
PEM-15A-AC= Spare Pwr Entry Mod for CISC07603/Cat 6503 (950W AC Pwr Sup) 
PEM-DC/3= Spare DC Power EntryMod for CISC07603/Cat 6~3 
WS-CAC-1000W= Catal-,st6000 1000W AC Power Supply, Spare 
WS-CAC-1300W= 
WS-CDC-1300W= 
WS-CAC-2500W= 
WS-CAC-4000W-INT = 
WS-CAC-4000W-US= 

Catal',5t 6000 1300W AC Power Supply,Spare 
Catal',5t 6000 1300W DC Power Supply, Spare 
Catal\5t 6000 2500W AC Power Supply 
4000W AC PowerSupply, lnternational (cableincluded) 
4000Watt AC Power Supplyfor US (cable attached) 

Catalyst 6000 Family Supervisor Engines and Switch Fabric Modules 
WS-X6K-S1A-MSFC2= Catal',5t 6000 Supervisor Enginel-A, 2GE, plus MSFC-2 & PFC 
WS-X6K-SUPIA-2GE= Catalyst 6000 Supervisor EnginelA Enhanced DoS, 2GE 
WS-X6K-SUPIA-PFC= Catal',5t 6000 Supervisor Enginel-A, 2GE, plus PFC 
WS-X6K-S2-PFC2= Catalyst 6500 Supervisor Engine-2, 2GE, plus PFC-2 
WS-X6K-S2-MSFC2= Catalyst 6500 Supervisor Engine-2, 2GE, plus MSFC-2 & PFC-2 
WS-X6K-S2U-MSFC2= Cat6K Sup2 with 256MB ORAM on Sup2 and MSFC2 
WS-SUP720= Cat6500 CEF720 Sup Engine- lntegrated Fabri: , MSFC3 
WS-C6500-SFM= Catai',St 6500 Switch Fabric Module 
WS-X6500-SFM2= Catalyst 6500 Switch Fabric Module 2, Spare 

Catalyst 6500 -10 Gigabit Ethernet 
WS-X6502-10GE= Catai',St 6500 lO Gigabit Ethernet Base Module(Req OIM).~are 

• 
6513 
13 
Same as Catal-,st6503 plus: 
Switch Fabric Module 2 

Scalable to 2$ Gbps 
Scalablí! to 210 Mpps 
4000 
Same as Catal-,st6503 

Same as Catal-,st6503 

33.3 x 17.2 x 18.1m. 

Cisco Catalyst 6500 Fami 
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• 
Catalyst 6500- Gigabit Ethernet 
WS-X6148-6E-TX= Cat6500 48-port 10!100!1000 6E Module, RJ45 

--. -~.- W._~S-X6316-6E-TX= Catai',St 6000 8-port 6E, Enhanced QoS (Req. 6BICs) 
Á.:::~....::.._,_ ~-X6400A-GBIC= Catai',St 6000 8-port 6E, Enhanced OoS (Peq. 6BICs) 

/ )'' ~'WS'l.X6416-6BIC= Catai',St 6000 16-port 6ig-Ethernet Mod. (Req. 6BICs) 

I / oro:J ~Srl\;416-6E-MT= Catai',St6000, 16-port 6igabit EthernetModule, MT-RJ 
! l ~ ~-x);516-6BIC= Catai',St 6500 16-port 6igE Mod: fabric-enabled (Req. 6BICs) 
\ \ \, (\ . . WS-i6516A-6BIC= Catai',St 6500 16-port 6igE Mod: fabric-enabled (Req. 6BICs) 
\ '" .. ,., . ...... ; ·WsCX6516-6E-TX= Catalyst6500 16-port 6ig/Copper Module,x-bar 

·~ ,....""'=-.. ,...,.,..· .... F 
'·...,,,,r. '·· ' • .>WS-X6816-6BIC= Catai',St 6500 16-port 6igE mod, 2 fab 1/F wDF. (Req 6BICs) 

_____ _.... Catalyst 6500 -10/100 Gigabit Ethernet 

WS-X6024-10FL-MT = Catai',St 6000 24-port 10BASE-FL MT-RJ Module 
WS-X6148-RJ-21= Catai',St 6500 48-Port HV100 Upgradable to l.bice, RJ-21 
WS-X6148-RJ21V= Catal-,st 6500 48-port 1G'100 lnline Power Module, RJ-21 
WS-X6148-RJ-45= Catai',St 6500 48-Port 1G'100, Upgradable to l.bice, RJ-45 
WS-X6148-RJ45V= Catai',St 6500 48-port 101100 lnline Power, RJ-45 
WS-X6324-100FX-MM= Catalyst 6000 24-port 100FX, Enh QoS, MT-RJ, MMF 
WS-X6324-100FX-SM= Catal-,st 6000 24-port 100FX, Enh QoS, MT-RJ, SMF 
WS-X6348-RJ21V= Catai',St 6000 48-port 10/100, lnline Power. RJ-21 
WS-X6348-RJ-45= Catai',St 6000 48-port 10/100, Enhanced QoS, RJ-45 
WS-X6348-RJ-45V= Catai',St 6000 48-port 10/100, lnline Power. RJ-45 
WS-X6524-100FX-MM= Catalyst 6500 24-port 100FX, MT-RJ, fabric-enabled 
WS-X6548-RJ-21 = Catai',St 6500 48-port 10/100, RJ-21, fabric-enabled 
WS-X6548-RJ-45= Catai',St 6500 48-port 10/100, RJ-45, x-bar 

Catalyst 6500 Services Modules 
WS-SVC-CMM= COMMUNICATION MEDIA MODULE 
WS-SVC-CMM-6T1= 
WS-SVC-CMM-6E1 = 
WS-SVC-CS6-1= 
WS-SVC-FWM-1-K9= 
WS-SVC-IPSEC-1= 
WS-SVC-NAM-1= 
WS-SVC-NAM-2= 
WS-SVC-SSL-1-K9= 
WS-X6066-SLB-APC= 
WS-X6381-IDS= 
WS-X6608-E1= 

6-PORT T1 INTERFACE PORT ADAPTER 
6-PORT E1 INTERFACE PORT ADAPTER 
Content Services6ateway 
Rrewall blade for Catalyst 6500 
IPSec VPN SecurityModule for ffiOO and 7600 series 
Catai',St 6500 Network Analysis Module-I 
Catalyst 6500 Network Analysis Module 
SSL Module for Catai',St 6500 
Catai',St 6500 Content Switching Module 
Catai',St 6000 lntrusion Detection S)Stem Module 
Catai',St 6000 8-port Voice E1 and Sel\1ces Module 

WS-X6608-T1= Catai',St 6000 8-port Voice n and Sel\1ces Module 
WS-X6624-FXS= Catai',St 6000 24-port FXS Analog Stltion Interface Module 
Catalyst 6500 FLEXWAN and OSM Modules 
WS-X6101-0C12-MMF= Catai',St 6000 1-port Multimode OC-12 ATM Module, Spare 

WS-X6101-0C12-SMF= Catai',St 6000 1-port Single-Mode OC-12ATM Module, Spare 
WS-X6182-2PA= Catai',St 6000 Flex WAN Module (Supports 2 Port Adapters) 
WS-X6516A-6BIC= Catai',St 6500 16-port 6igE Mod: fabric-enabled (Req. 6BICs) 
Catal-,st 6500 Optics 
WS-65484= 
WS-65486= 
WS-65487= 
WS-66483= 
WS-66488= 
Catalyst 6500 Bundles 
WS-C65ffi-2GE 
WS-C65ffi-PFC2 
WS-C6506-2GE 
WS-C6506-PFC2 
WS-C651E-2GE 
WS-C651E-PFC2 
WS-C6509-6816-16 
WS-C6509-6816-32 

WS-SVC-SSL-CSM-K9= 
WS-C65ffi-FWM-K9 
WS-C6506-FWM-K9 
WS-C6506-IPSEC-K9 

1000BASE-SX ShortWavelength GBIC(Multimode onl~ 
1000BASE-LX/L.H long haul 6BIC (single mode ormultimode) 
1000Base-ZX extended reachGBIC (single mode) 
Cat 6500 10GBASE-ER Serial1550nm extended reach OIM (spare) 
Catalyst 6500 lOGBASE-LR Serial1310nm long haul OIM (spare) 

Cat6503 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6503 chassis w/ Sup2-PFC2 (Requires Power Supply) 
Cat6506 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6506 chassis w/ Sup2-PFC2 (Requires Power Supply) 
Cat6509 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6509 chassis w/ Sup2-PFC2 (Requires Power Supply) 
Cat6509 w/S2-MSFC2,SFM2,WS-X6816-GBIC (Req Purch 2 2500W) 

Cat651E w/S2-MSFC2,SFM2,2xWS-X6816-GBIC (Req Purch 2 2500W) 
Catal-,st 6500 SSL and CSM Bundle 
Cisco Catalyst 6503 Rrewall Security System 
Cisco Catalyst 6506 Firewall Security System 
Cisco Catalyst 65061PSec VPN System 

• Cisco Catalyst 6500 Family 
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Chapter 2 LAN Switching 

WS-C6500-iPSEC-K9 Cisco Catai)St 6503iPsec VPN Sy.;tem 
WS-C650&iPSEC-K9 Cisco Cataiy.;t 6506 iPSec VPN S~tem 

Catalyst 6000 Family Accessories 
WS-F6K-MSFC2= Catai)St 6000 Muitiiayer Switch Feature Card (MSFQII, Spare 
WS-F6K-VPWR= Catai)St 6000 Voice Power feature Card for WS-X6348-RJ-45 
WS-F6K-OFC= 
WS-C6X09-RACK= 
WS-C6K-6SLOT-FAN= 

Oistributed F01warding Card 
Cataiy.;t 6x00 Rack Mount Kit and Cabie Organizer 
Catalyst 6000, Fan Trayfor 6-siot S)Stems 

WS-C6X06-RACK= Catai)St 6x06, Rack Mount Kit and Cabie Organizar 

Catalyst 6000 Family Software and Element Management Software (EMS) 
WS-C6513-EMS-UC= Catai~! 6513 RMON Agent License 
WS-C6X09-EMS-LIC Catai~! 6x09 RMON Agent License 
WS-C6X06-EMS-LIC Catai~! 6x06 RMON Agent License (also avaiiable for Cat6x!B) 
FRC6-MSM-iPX= Cataiy.;t 6000 MSM iPX feature Set License, Spare 
FR-IRC6= Catai)St 6000 Family lnterOomail Routing Feature Ucense 

• 

S6MSFC2A-12102E= Cata1',5t 6000 MSFC210S Enterpris:! (aiso available in images with VIP, Oesktop,IP/IPX, etc.) 
SC6K-SUPH.1.1 Catai)St6000 Supervisor2 Rash image, Rei6.1(1) 
SC6K-SUP2CVil.1.1 Cat6K Supervisor 2 Flash lmage w'CiscoView, Rel6.1(1) 
SC6K-SUP2K9-6.1.1 Cata1',5t 6000 Supervisor 2 Flash lmage w'SSH, Rel6.1 (1) 

SC6K-S2K9CV-6.1.1 Cat6K Sup 2 Flash lmage w/Cisco\Aew & w/SSH, Rel6.1 (1) 
S6SUP22A-121 05E Catal',5t 6000 Sup2/MSFC lOS Enterprise (also available in images with Oesktop, IP. IP/IPX) 
SC6K-SUP-5.4.4= 
EMS-6500-025C-1.0= 
EMS-6500-1 OOC-1.0= 
EMS-6500-250C-1.0= 
EMS-6500-500C-1.0= 

Catai)St 6000 Supervisor Rash lmage, Release 5.4(4) 
6500 EMS 25 Chassis RTU License-6750 Per Chassis List 
6500 EMS 100 Chassis RTU License-0000 Per Chassis List 
6500 EMS 250 Chassis RTU License-5250 Per Chassis List 
6500 EMS 500 Chassis RTU License-4500 Per Chassis List 

Catalyst 6000 Family Memory Options 
MEM-C6K-FLC16M= Catalyst 6000, Supervisor PCMCIA 16MB Flash Memory Card 
MEM-C6K-FLC24M= Cat 6000 Sup PCMCIA Aash Memory Card, 24MB Spare 
MEM-MSFC-128MB= Catai)St 6000 MSFC Mem, 128MB ORAM Option 
MEM-C6K-WAN-128M= Catai)St 6000 WAN Module Memory, 128MB 
MEM-MSFC2-256MB= MSFC2 256MB Memory Option (also available in 512MB) 

MEM-OFC-256MB= Cataly.;t 6500 256MB spare for OFC 
MEM-OFC-512MB= Cataly.;t 6500 512MB optionfor OFC 
MEM-S2-256MB= 256MB ORAM spare for Sup2 

Catalyst 6000 Family Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG12 Catai)St 6503 L2 Bundle SMARTnetMaintenance 8l6xNBO 
CON-SNT-PKG14 Catai)St 6506 L2 Bundle SMARTnetMaintenance 8l6xNBO 
CON-SNT-PKG15 Catai)St 6509 L2 Bundle SMARTnetMaintenance BléxNBO 
CON-SNT-PKG16 Catai)St 6006 and 6506, Packaged SMARTmt Maintenance8x5xNBO 
CON-SNT-PKG17 Catai)St 6009 and 6509, Packaged SMARTnli Maintenance8x5xNBO 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Catalyst 6000 Family Web site: http://www.cisco.com/go/6000 
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• 
Cisco Catalyst 8500 Multiservice Switch Routers 
The Catalyst 8500 family multiservice switch routers integrate 
multiservice ATM switching with wire-speed multíprotocol routing 
for Gigabit Ethemet and Fast Ethemet into a single platform that 

. . ·;:'}J::z=:::'\ ~lso supports advanced Cisco lOS services for QoS and security. 
/"' . ''\ . \f'h4,s family delivers enterprise MAN/WAN and Service Provider 
( 9;cf:JO ) '1 ~~li iservice edge solutions with scalable performance, lower cost 
, \ fJ ' 1 pj o nership, and offer multiple interface options in a modular 
<">-:-·~""'\:;_y' .~, sis. The Catalyst 8500_ series consists o f the modular Catalyst 

,--::..:_.. .• ·· :.:S510 (10-Gbps. 5-slot) swttch and the modular Catalyst 8540 
( 40-Gbps, 13-slot) switch. Both switches implement Cisco lOS 
Software to provi de a variety o f network services including reliability, security, 
management, and QoS with CiscoAssure policy networking. 

Whento Sell 

Sell This Product 
Catalyst 8540 and 
Catalyst 8510 

Key Features 

When a Customer Needs These Features 
• lntegrated 10'100 FE, GE, and ATM 
• Aex1ble ATM interfaces (T11Et I MA, DS3/E3, OC-3, OC-12, and OC-48) 
• Frame relay and circuit emulation services 
• Wire·speed pelfonnance 
• Multiservice MAN/WAN applications 
• Multiservice Edge soutions 
• Voice, data, and video solutions 
• MPLS VPN 

• Ideal for integrated multiservice ATM switching with wire-speed multiprotocol 
routing for gigabit Ethemet (L3eATM or Layer 3 enabled ATM) 

• Ideal for aggregating multiprotocol traffic from multiple wiring closets or from 
workgroup switches such as the Catalyst 5000 or distribution/server aggregation 
switches such as the Catalyst 6000 Family 

• Provides nonblocking routing for IP, IPX, and IP multicast while also offering 
wire-speed Layer 2 switching for nonroutable protocols such as NetBIOS and 
DECnet local-area transport (LAT) 

• Aggregate throughput o f up to 24 million packets per second (pps) for 
non-blocking, wirespeed Layer 3 switching 

Competitive Products 
• Foundry: Big lron • Marconi: ASX 1000, 1200, and 4000 
• Lucent: PSAX 1250 and 2300 • Alcatel: Omniswitch 

Spec ifications 

Feature Catalyst 8510 Catalyst 8540 
Modular Slots 5 13 
Available Modules See Part Numbers and Ordering information for a pa~ial parts list 
Backplane 10 Gbps 40 Gbps 
Throughput Performance 6 Mpps 24 Mpps 
MANIWAN POS I ATM Uplink POS I ATM Uplink 
Dimensions (HxWxD) 10.5 X 17.2 X 18.14 in. 25.25 X 17.3 X 18.25 in. 

• Cisco Catalyst 8500 Multiservice Switch Routers .,,,.! 
I ' t 
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• 
Selected Part Numbers and Ordering lnformation 1 

... -<--é:-~ 
Catalyst 8540-Common Equipment 1/ ) ·_ ....... ---., .. ..,_, 
C8540MSR·SKIT·AC C8540 MSR Starter Kit w/ Stratum 4Ciock Module-AC Power(also available in DC Power/ / 8 o~ D \ . . 
C8545MSR-MRP4CLK= C8540 MSR Multiservice Route Proces!llr (spare) ! . i, ~ J l 1 I 
C8545MSR-MRP3CLK= C8540 MSR Route ProcessorStratum 3 (spare) \ ' \ A / / 
C8546MSR·MSP-FCL= C8540 MSR Switch Processar w~h ATM FC (spare) \ '·, _.--: , / 
C8540CSR-SKIT-AC Catal'fS(8540 CSR Starter Kit wth AC Power (also available in DC Power) '" ·· -~Y 
C8541CSR-RP= 
C8542CSR-SP= 
C8540-CHAS13= 

Catal'f.it 8540 CSR Route Processor(spare) 
Catal'f.il8540 CSR Switch Proce$or (spare) 
Catalyst 8540- Chassis (spare) 

C8540·PWR-AC= C8540 Power Supply-AC (also available in DC Power) 
Catalyst 8510-Common Equipment 

C8510MSR-SKIT·AC Catal'f.it 8510 MSR Starter Kit with AC Power (alsoavailable as ·DC for DC Power 
C8515·MSRP= 
C8510CSR-SKIT-AC 
C8510·SRP= 
C8510·CHAS5= 

C8510 Multiservice Switch Route Proce$or (spare) 
Catal'f.it 8510 CSR Starter Kit with AC Power (also available as -O C for DC Power) 
C8510 Layer 3 Switch Route Proces;or (spare) 
Catal'f.it 8510 ·Chassis (spare) 

C8510-PWR-AC= C8510 power supply, AC (spare) (alsoavailable in DC powe~ 
Catalyst 8500 Family-ATM Router Module Equipment 
C8540·ARM-64K= C8540 ATM Router Module64K (also available for 8510) 
C8540-ARM2= C8540 EnhancedATM Router Module (spare) 

Catalyst 8500-Layer 3 Modules and ATM Interface Modules and Uplinks 
C85EGE-2X-16K= C8540 2-port EnhancedGE 16K (also avaüable in 64K and 2!iiK) 
C85GE·8X·64K= C8540 8-port GE 64K 
C85FE-16TACL-64K= C8540 16-port 10/100 RJ-45 w/ACL 64K 
C85FE·16FACL·64K= C8540 16-port 1()(J..FX MT-RJ w/ACL 64K 
C8540·ACL= 
C85GE-1X-16K= 
C85FE·8T·64K= 
C85FE-8F-64K= 
C85MS·1 F4S-OC48SS= 

C8540 ACL Daughter Card (also available forC8510/LS1010) 
C8510/LS1010 1-port Gigabit Ethernet16K (also available in 64K) 
C8510/LS1010 8-port 10/100 RJ-45 64K 
C8510/LS1010 8-port 1()(J..FX MT·RJ 64K 
C8540 1-port OC-48c/STM-16 SMF-1Rt4-port DC-12 SMF 

C85MS·1F4M·OC48SS= C8540 1-port OC·48c/STM·16 SMF-IR+4-port OC-12 MMF 
C85MS-4F·OC12SS= C8540 4-port OC-12c/STM-4 SMF 
C85MS·4F·OC12MM= C8540 4-port OC-12c/STM·4 MMF 
C85MS·16F·OC3MM= C8540 16-port OC-3c/STM·1 MMF (spare) 
C85MS-16F-OC3SM= C8540 16-port OC-3c/STM·1 SMF·LR (spare) 
Catalyst 8500-Port Adaptar Modules 
C85MS-SCAM·2P= C8540 SuperCAM for Port Adapte r Modules (spare) 
C8510TSCAM-2P= 
WATM·CAM-2P= 
WAI· T1 C-4RJ48= 
C85MS-4E1-FRRJ48= 
WAI·OC3-4MM= 
WAI-OC3-1 S3M= 
WAI·OC12·1MM= 
WAI-T3-4BNC= 
C85MS-8T1-IMA= 
WAI· T1·4RJ48= 

CS8510/LS1010 Traffic Shaping Carril r Access Modules (spare) 
C8510/ LS1010 Carrier Modules (spare) 
4 Port T1 (cin:uit emulation) RJ-48 PAM (also available in EI andin E1 BNC) 
C8500 4-port E1 Frame-Relay/FUNI PAM (spare) 
4 Port OC·3c/STM·1 MMF PAM (also available in SMF-IR & SMF·LR) 
OC-3c/STM-1 Mix PAM, 1-port SMF-IR + 3-port MMF (spare) 
1 Port OC·12c/STM-4c MMF PAM (also available in SMF-IR and SMF-LR) 
4 Port DS·3 PAM (spare and in E3 BNC) 
C8500MSR/LS1010 8-port Til MA PAM (also available in E1120 ohm) 
4 Port T1 (ATM) RJ-48 PAM (spare also available in E1 and E1 BNC El) 

Catalyst 8500 Software Feature License Options 
FR-8510-TAGSW= C8510 Tag Switching upgrade license (also available with HPNNI and HPNNI + Tag Switching) 
FR-8540MSR-HPNNI= Cat8540MSR-Hierarchical PNNI License (also available w~h Tag Switching) 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 
See the Catalyst 8500 series Web site: http://www.cisco.com/go/8500 

Cisco Cata 8500 Multiservice Switch 
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Wireless LAN Products 

Wireless LAN Products ata Glance (IEEE 802.11b) 
Product Features Page 
Cisco Aironet 1200 Series • Offers investment protection anda smooth migration path to future technologies througiB 3-2 
Access Points dual band radio desgn 

• Delivers an enterprise class security solution with the IEEE 811!.11x-based CiscoWireless 
Security Suite 

• lndustry-leading security. network management throughput and software feature set 
• Support for both In e power owr Ethernet and localpower 

Cisco Aironet 1100 Series • Single 802.11b radio, upgradableto 802.11g 3-5 
Access Point • Providas end-to-endsolution suppDitfor lntelligent NetworkServices 

• Delivers an enterprise class security solution with the IEEE 811!.11x-based CiscoWireless 
Security Suite 

• Support for both In e power over Ethernet and local power 
• Cost effective, )l!t feature-riçh 

Cisco Aironet 5 GHz 54 • IEEE 1112.11a-compiant CardBus adapterthat operatesin the UNII-1 and UNII-2 bands 3-6 
Mbps Wireless LAN • Complementsthe Cisco Aironet 1200 Series 002.11a Access Point, providing a solutionthat 
Client Adaptar combines performanceand mobilitywith the security and manageatility thatenterprises 

require 
Cisco Aironet 350 Series • Superior range and throughput 3-8 
Client Adapters • Secure networkcommunications 

• World mode for internationalroaming 
• PCMCIA card and PCI form factors 
• IEEE 1112.11 b 

Cisco Aironet 350 Serias • Driverless installation of up to eght Ethemet·enabled devices 3-10 
Workgroup Bridge • Dptimum wireless performance and ange 

• Standards-ba!l!d centralized !l!curity 
• IEEE 1112.11 b 

Cisco Aironet 350 Series • High-speed, high-pov.er radios, delivering building-to-buiding links of up to 25 miles 140.2 km) 3-12 
Wireless Bridge • A metal case for durabiity and pie num rating 

• Supports both pointto-point and point-to-multipoint configurations 
• Broad range of support antennas 
• Simplified installation, improved performance, and upgradeablefirmware, ensuring investment 

protection 
• IEEE 1112.11b 

Cisco Aironet Antennas • A wide array of options 3-14 
and Accessories • FCC-approwd directional and omn~directional antennas 

• Low-loss cable, mounting hardware, and other accessories available 
CiscoWorks Wireless LAN A hardware-ba!l!d wireless LAN managementsolution that providestemplate-based 9-23 
Solution Engine configuration wth user-defined groupsto effectively manage a large numberof accesspoints 

and bndges. 
• Monitors LEAP authentication servers 
• Enhancessecurity management through misconfiguration detection on acces points and 

bridges 

Wireless LAN Products ata Glance (IEEE 802.11 b) 
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• 
Sample Wireless LAN Solution Overview-ln-Building or 
Site-to-Site 

Cisco Aironet 1200 Series Access Points 

Enterprise. Smaii/Medium Business 
Applications 
Service common areas for mobile workers 
Support emplo~es working in multi pie offices 
Cost effective, qui:k network deploymentfor 
temporary or leased offioes 

Sample Vertical Markets 
Healthcare, retail, government 
Public Access 
Multi pie TenantAJwelling Un~s 
Airports, Hotels. Convention Cen'ers 
Education:K-12 and Universities 

.. I The Cisco Aironet 1200 Series Access Point sets the 
enterprise standard for next-generation high performance 
secure, manageable, and reliable wireless local-area 
networks (WLANs) while also providing investment 
protection because o f its upgrade capability and 
compatibility with current standards. The modular design 
o f the Cisco Aironet 1200 supports IEEE 802.11 a and 

;( 

802.11 b technologies in both single-and dual-mode operation. You can configure the 
Cisco Aironet 1200 to meet customer-specific requirements at the time ofpurchase and 
then reconfigure and upgrade the product in the field as these requirements evolve. 
The Cisco Aironet 1200 Series protects current and future network infrastructure 
investments. Compliant with IEEE 802.11a and 802.11 b standards, The 802.11a radio 
supports data rates ofup to 54 Mbps and eight non-overlapping channels that offer high 
performance as well as maximum capacity and scalability. The 802. 11 b radio provides 
data rates up to 11 Mbps and three non-overlapping channels to support widely 
deployed 802 .11 b clients. The Mini-PCI form factor of the 802.11 b radio allows for 
upgrade to higher-speed 2.4 GHz technologies such as the draft IEEE 802.11 g 
standard. The Cisco Aironet 1200 Series extends end-to-end intelligent networking to 
the wireless access point with support for enterprise-class virtual LANs (VLANs) and 
quality o f service (QoS). An ideal choice for enterprise installations, the Cisco Aironet 
1200 Series can manage up to 16 VLANs, which allows customers to differentiate LAN 
policies and services, such as security and QoS, for different users . Traffic to and from 
wireless clients with varying security capabilities can be segregated into VLANs with 
varying security policies. 
Wireless LAN security is a primary concern. The Cisco Aironet 1200 Series secures the 
enterprise network with a scalab1e and manageable system featuring the 
award-winning Cisco Wireless Security Suíte. Based on the 802 .11x standard for 
port-based network access, the Cisco Wireless Security Suite takes advantage o f the 
Extensible Authentication Protocol (EAP) framework for user-based authentication. 

Sample Wireless LAN Solution Overview-ln-Building or Site-to-Site 
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• 
When to Se li , ···.:;··"52 .. ~ 
Sell This Product When a Customer Needs These Features ' / 805$' ' 
Cisco Aironet 1200 Serias • IT Professionals o r business executwes want mobility within the enterprise to increase p (~du'ctil.lty, as \ i 
Access Point an additionor alternatiw to wired networks. \ ;, ~ fi ! 

• Business owners o r IT directors need flexibility for frequentLAN wiring change~ eithertht,ou!itloutthe · / 
site or in selected areas \. ·· ., ..... ...-/; 

• Any companywhose site is not conduciveto LAN wiring beca use of building o r budgetlimitaÚ011s~ 
as older buidings,leased space or tEmporary sites. 

Key Features 

• Offers investment protection because of its upgrade capability and compatibility 
with current standards 

• Delivers an enterprise class security solution with the IEEE 802.11x-based Cisco 
Wireless Security Suite 

• Industry-leading security, network management, and software feature set 
• Support for both inline power over Ethemet or local power 
• Simultaneous support for both IEEE 802.11 b and IEEE 802.11a 

Specifications 

Feature 
Data Ratas 
Supported 
Uplink 

Form Factor 

Cisco Aironet 1200 Series 
AccessPointswith802.11a With 802.11b radio 
radio installed installed 
6, 9, 12, 18, 24, 36, 48,54 Mbps 

Autosensing 002.310/lOOBaseT 
Ethernet 
CardBus (32-bit) 

1, 2, 5.5, and 11 Mbps 

Autosensing 002.310/100BaseT 
Ethernet 
Mini-PCI 

With both 802.11a and 
802.11b radio installed 
Same as802.11a and802.11b 
combined 

Same as802.11a and002.11b 
combined 
Same as 802.11a and 802.11b 
combined 

Frequency Band 5.15 to 5.35 GHz (FCC UNIIl and 2.412 to 2.462 GHz (FCC),2.412 to Same as802.11a and 002.11b 
UNII2), 5.15 to 5.25 GHz (TELEC),5.15 2.472 GHz (ETSI),2.412 to 2.484 GHz combined 
to 5.25 GHz (Singapord,5.25 to 5.35 (TELEC),2.412 to 2.462 GHz (MII),2.422 
GHz (Taiwan) to 2.452 GHz (Israel) 

Wireless Medium OrthogonalfrequencyDivision Direct Sequenoe Spread Spectrum Same as802.11a and 002.11b 
Multiplexing (OmM) (DSSS) combined 

Modulation (OFDM subcarrierj;BPSK@ 6 and 9 DBPSK @1 Mbps; DQPSK@ 2 Mbps; Same as802.11a and 002.11b 
Mbps; QPSK@ 12 and 18 Mbps; CCK@ 5.5 and 11 Mbps combined 
16-QAM @24and36 Mbps;64-QAM@ 
48 and 54 Mbps 

Operating Channels FCC: 8;TELEC(Japan~ 4; Singapore: 4; ETSI: 1a Israel: 7; North America: 11; Same as802.11a and 002.11b 
Taiwan: 4 TELEC (Japan): 14; Mil: 11 combined 

Nonoverlapping Eight (FCC only); four (Japan, Three Eleven 
Channels Singapore, Taiwan) 

Available Transmit 40 mW (16 dBm);20 mW (13 dBm);lO 100 Mw (20dBm);5 Mw(17 dBm); 3D Same as802.11a and 1112.11b 
Power Settingsl mW .110 dBm);S mW (7 dB~); mW (15 dBm); 20 mW (13 dBm); 5 mW combined 

Max1mum power settmg w111 vary (7 dBm); 1 mW (O dBm); Maximum 
according to indivi:lual country power setting wil vary accordllg to 
regulations. individual countryregulations 

Range (typical @ Omni directionaiAntenna: lndoor:60 llndoor:130 ft (40m)@ 11 Mbps; 350ft Same. as802.11a and 1112.11 b 
maximum power ft (18m)@ 54 Mbps, 130ft (40rn)@ 18 (107m)@ 1 Mbps combmed 
setting 2 2 dBi gain Mbps, 170ft (52m) @6 Mbps; Outdoor. Outdoor: 800ft (244m)@ 11 Mbps; 

• · 100ft (30m)@ 54 Mbps, 600ft (183m) 2000 ft (610m)@ 1 Mbps 
diversity dipole @ 18 Mbps, 1000 (304m) ft@ 6 Mbps; 
antenna) Patch Antenna: lndoor: 70ft (21m)@ 

54 Mbps, 150ft (45m)@ 18 Mbps, 200 
ft (61m)@ 6 Mbps; Outdoor: 120ft 
(36m)@ 54 Mbps, 700ft (213m)@ 18 
Mbps; 1200 ft (355m)@ 6 Mbps 

SMTP Compliance MIB I and MIB 11 MIB I and MIB 11 

Antenna lntegrated 6dBi diversity patch (55 Two RP-TNC connectors (antennas 
degree horizontal, ffi degree vertical optional, none suppliedwith unit) 
beamv.idths, 5 dBi diversity 
omnidirectional wi:h 360 degree 
horizontal and 40 degree lll!rtical 
beamwidths 

MIB I and MIB 11 

5 GHz: lntegrated6 dBi diversity patch 
(55 degnee horizontal, 55 degree 
vertical beamv.idths, 5 dBi diversity 
omnidirectional with 360 degree 
horizontal and 40vertical 
beamv.idths; 2.4 GHz: Two RP-TNC 
connectors (antennas optional, none 
supplied with unit) 

Cisco Aironet 1200 Series Access Po 
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Ch8pter 3 Wireless LAN Products 

• 
Cisco Aironet 1200 Series 
Access Points with 802.118 With 802.11 b r8dio 

Fe8ture r8dio inst8lled inst8lled 
Security Cisco Wireless Security Suite Cisco Wireless Security Suite 
architecture client including: including: 
authentication Authentication: ID2o11x support Authentication: ID2011x support 

including LEAP, PEAP, EAP-TLS, including LEAP, PEAP, EAP-TLS, 

Software lmage 
Network and 
lnventory suppon 

EAP-TTLS, and EAP-SIM to yeld EAP-TTLS, and EAP-SIM to yeld 
mutual authentication and dJ!amic, mutual authentication and dJ!amic, 
per-user, per-session WiEP keys; MAC per-use r, per-session WEP keys; MAC 
address and by standard 1112011 address and by standard 802011 
authentication mechanisns authentication mechanisms 
Encryption: Support for static and Encryption: Support for static and 
dynamic IEEE 8(2011 WEP ke.,s of 40 dynamic IEEE IK2o11 WiEP ke.,s of 40 
bits and 128 bits; Pre-standardTKIP bits and 1211 bits; Pre-standard TKIP 
WEP enhancements: ley hashing WEP enhancements: ley hashing 
(per-packet lceyingl, message (per-packet lceyingl, message 
integrity check (MICI and broadcast integrity check (MICI and broadcast 
key rotation key rotation 
Cisco~rks RME2, Cisco'Mlrks Cisco~rks RME2, Cisco'Mlrks 
SWIM SWIM 

With both 802.118 8nd 
802.11b r8dio inst8lled 
Same as802o11a and lll2011b 
combined 

Cisco'Mlrks RME2, CiscoWorks 
SWIM3 

Remota 
configuration 
suppon 

BOOTP, OH CP. Telnet, HTTP, FrP. TFT'P. Telnet, HTTP, FT'P. TFT'P. and SNMP Telnet. HTTP, FT'P, TFT'P,and SNMP 
and SNMP 

Local configuration Oirect consoled port 
(RJ-45 interface) 

Environmental 

lnputPower 
Requirements 

Power Draw 
Warranty 

-4•to 122"F(-20"to51J'CI,10to90% 
humidity (noncondensingl 
90 to 240 VAC +/- 10% 
(power supply);48 voe+/-
10%(devicel 
8watts, RMS 
One year 

lo Management lnformation Base 
20 CiscoWorks Resource Manager Essentials 
3°o Software lmage Manager 

Oirect consoled port 
(RJ-45 interface) 
-4•to 131°F(-20"to 55"C), 10to 90% 
humidity (noncondensingl 
90 to 240 VAC +/- 10% 
(power supplyl;48 voe+/-
10%(devicel 
6watts, RMS 
One year 

Selected Part Numbers and Ordering lnformation1 

Oirect consoled port 
(RJ-45 interface) 
-4• to 122"F (-20" to 50"CI. 10 to !IJ% 
humidity (noncondensingl 
90 to 240 VAC +/- 10% 
(power supplyl;48 voe+/-
10%(devicel 
11 watts, RMS 

o One year 

1200 Serias Access Points 
AIR-AP1200 
AIR-AP1220B-A-K9 
AIR-AP12:t!IB-E-K9 
AIR-AP12:t!IA-J-K9 
AIR-AP12:t!IB-J-K9 

AP Platform, Cardbus and MPCI Slots (no radbl, Enet Uplink 
802011 b AP w/Avail CBus Slot, FCC Cnfg 

1230 Series Access Points 

802011b AP w/Avail CBus Slot, ETSI Cnfg 
802o11a AP w/Avail MPCI Slot, Enet Uplink. TELEC Cnfg 
802011b AP w/Avail CBus Slot,Japan Cnfg 

AIR-AP1210 lOS based AP Platform, Cardbus and MPCI Slots (no radioi,EnetUplink 
AIR-AP12IIB-A-K9 lOS based 802o11 b AP w/Avail CBus Slot, FCC Cnfg 
AIR-AP12IJB-E-K9 lOS based 802o11b AP w/Avail CBus Slot, ETSI Cnfg 
AIR-AP12IJA-J-K9 lOS based 802011a AP w/Avail MPCI Slot, Enet Uplilk, TELEC Cnfg 
AIR-AP12IIB-J-K91 OS based 802.11b AP w/Avail CBus Slot, Japan Cnfg 

1. This is only a small subset of ali parts available via URL listed under UFor More lnformationo" Some parts h ave 
restricted access o r are not ava1lable through distribution channelso Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://wvvvvociscoocom/dprg (limited country availabmty) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

• o , • Cisco Aironet 1200 Series Access Points -
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3 Wireless LAN Products 

Cisco Aironet 1100 Series Access Points 
The Cisco Aironet® 11 00 Series Access Point provides a secure, 
affordable, and easy-to-use wireless LAN solution that combines 
mobility and flexibility with the enterprise-class features required by 
networking professionals. 
Taking advantage o f the Cisco Wireless Security Suite for the 
strongest enterprise security available and o f Cisco lOS® Software 
for ease-of-use and familiarity, the Cisco Aironet 1100 Series Access 
Point delivers manageability, performance, investment protection, 
and scalability in a cost-effective package with a low total cost of 
ownership. The Cisco Aironet 1100 Series features a single, 
upgradable 802.11 b radio, integrated diversity dipole antennas, and an innovative 
mounting system for easy installation in a variety o f locations and orientations. 
The first access point based on Cisco lOS Software, the Cisco Aironet 1100 Series 
extends end-to-end intelligent networking to the wireless access point. Cisco 
command-line interface (CLI) allows customers to quickly and consistently implement 
extended capabilities available in Cisco lOS Software. Customers can manage and 
standardize their networks using tools they have developed intemally for their Cisco 
routers and switches. 
Enterprise-class features including virtual LANs (VLANs), quality of service (QoS), 
and proxy mobile Internet Protocol (IP) make the Cisco Aironet 1100 Series ideal for 
enterprise installations. The Cisco Aironet 1100 Series also supports standard Cisco 
Aironet features such as hot-standby and load balancing, allowing enterprises to 
implement intelligent, reliable network services. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 1100 Serias • A cost-effecive and upgradable WIAN solution thatcombinesthe mobilityand flexibiity of a WLAN 
Access Point solution with the enterpri;e-class te atures required by a business LAN. 

Want an off the shelf WLAN 9Jiution that does not requre simultaneous dual band operation, o r the 
additional range offered by hgh-gain antennas. 

Key Features 

• Single 802. 11 b radio, upgradable to 802.11 g 
• Provides end-to-end solution support for Intelligent Network Services 
• Variety o f mounting options 
• Cost effective, yet feature-rich 

Specifications 

Feature Cisco Aironet 1100 Series Access Points 
Data Ratas Supported 1, 2, 5.5, 11 Mbps 

Network standard IEEE !ll2.11b 

Uplink Autosensing 802.310/lOOBaseT Ethernet 

Frequency Band 2.412 to 2.462 GHz (FCC); 2.412 to 2.472 GHz (ETSI); 2.422 to 2.452 GHz (Israel); 2.412to 
2.484 GHz (TELE C) 

Network architecture type lnfrastructure,star topology 

Wireless Medi um Direct Sequence Spread Spectum (DSSS) 

Modulation DBPSK@ 1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps fi 
Operating Channels ETSI: 1llsrael: 7; Americas: 11 ; TELEC (Japan): 14 

Nonoverlapping Channels Three 

~Re~c~e~ive~s~e~ns~it~iv~ityr=============~1~M~b!ps~: -~~~d~B~m~; 2~M~b~ps:~-!91~d~B~m~;5~. 5~M~bp~s:~-~~~d~Bm~;~11~M~b~ps~:~-8~~~~~ ~~~~~;-~~ 
~ <OS 11° 03/2005 • r ·-.~ 
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Feature 
Available Transmit Power Settings1 

Range (typical @ maximum power setting, 
2.2 dBi gain diversity dipole antenna) 

.... ~::-~~. SMTP Compliance 
./i ;;:....! . '"\ntenna 

/ / / -....._,\ Sêçurity architecture client authentication 

;' l~(fo p \ ':\ 
\'\ f,~ / } 

\<:~:::::~J~;.~;~~ftware lmage Network and lnventory 
support 
Remota configuration support 
Dimensions 
Weight 
Environmental 
System Memory 
lnput Power Requirements 
Power Draw 
Warranty 

1. Management lnformation Base 

For More lnformation 

Chapter 3 Wireless LAN Products 

Cisco Aironet 1100 Series Access Points 
100 mW (20 dBm); 00 mW(17 dBm);30 mW(15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 
1 mW(OdBm) 
Maximum power setting lllill vary according to indilidual countryregulations 
lndoor: 150ft(45m)@ 11 Mbps,; 400ft (122m)@ 1 MbpsOutdoa: 800ft (244m)@ 11 
Mbps; 2000 ft (610 m)@ 1 Mbps 

MIB I and MIB 11 

lntegrated 2.2dBi diversity di pote antennas 

Cisco Wireless Security Suite includingAuthentication: 002.11x support ilcluding 
LEAP. PEAP. EAP-TLS, EAP-TTLS and EAP-SIM to yield mutual authentication and 
dynamic, per-use r, per-session WEP ke)5; MAC address and by standard 802.11 
authentication mechanisms 
Encryption: Support forstatic and d'rflamic IEEE 1112.11 WEP ke\5 of 40 bits and 128 
bits; Pre-standard TKP WEP enhancements:key hashing (peF-packet keying), 
message integritycheck (MIC) and broadcast ley rotation 
Cisco\M:Jrks CiscoView, Resource Manager Essentials, and Campus Manager 

BOOTP. DHCP. Telnet, HTTP. FTP. TFTP. and SNMP 
4.1 in. (10.4 em) wide; 8.1 in. (20.5 em) hi!tJ; 1.5 in. (3.8 em) deep 
10.5 oz. (297 g) 
,32• to 104• F (o• to 40• C); 1D-90% humidity (noncondensing) 

16MB RAM; 8MB Aash 
100 to 240 VAC 50 to 60Hz (power supply); 33 to 57 VDC (device) 
4.9 watts, RMS 

One year 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 5 GHz 54 Mbps Wireless Client 
Adapter 
The Cisco Aironet® 5 GHz 54 Mbps Wireless LAN client 
adapter is an Institute o f Electrical and Electronic Engineers 
(IEEE) 802.11 a-compliant CardBus adapter that operates in the 
UNII-1 and UNII-2 bands. The client adapter complements the 
Cisco Aironet 1200 Series 802.1la Access Point, providing a 
solution that combines performance and mobility with the security and manageability 
that enterprises require. 
Wireless LAN client adapters can increase productivity by enabling mobile users to 
have network and Internet access anywhere within a building that is equipped with a 
wireless network infrastructure. Wireless client adapters connect a variety of devices 
to a wireless network either in ad hoc peer-to-peer mode or in infrastructure mode with 
access points. With this client adapter, you can quickly add new employees to a 
network, support temporary workgroups, or enable Internet access in conference rooms 
or other meeting spaces. And the Cisco Aironet client solution is easy to use, making 
the benefits o f wireless mobility completely transparent. 
With Cisco, you can confidently deploy a wireless solution that provides robust 
enterprise-class security. All Cisco Aironet products feature the award-winning Cisco 
Wireless Security Suíte, which is based on the IEEE 802.11x standard for port-based 
network access. 

• Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 
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• 
The Cisco Wireless Security Suite takes advantage o f the Extensible Authentication 
Protocol (EAP) framework for user-based authentication. It supports a variety of 
802.11 x authentication types including EAP Cisco Wireless (LEAP) and .-·::-----;:?""7......._,, 
EAP-Transport Layer Security (EAP-TLS). · · ~·- ··--· \ 
The ~isco Aironet Client Utility (ACU): with an intuitive grap~ical ~ser interfaee/g·~ . ~~·\, 
prov1des an easy way to configure, momtor, and manage the C1sco Auonet 5 GH_z, 5 1 ' 
Wireless LAN Client Adapter. The ACU includes site-survey tools that present \ \ ,, A . / / 
easy-to-understand detailed graphical information to assist in the placement of ac~~à:::-· ·-. --.·;:: ;; ./ .. 
points. Profile Manager allows you to create specific profile settings for various ---.. .... _ .. -··· 
environments, such as the office or home, making it simple for telecommuters and 
business travelers to move from one environment to another. 

When to Se li 

Sell This Product 
Cisco Aironet5 GHz 
54Mbps Wireless LAN 
Client Adapters 

Key Features 

When a Customer Needs These Features 
• I ndustry leading security: IEEE802.11x support,including LEAP and EAP-TLS,for mutual 

authentication and dynanic per-user, per session WEP keys 
• Multi pie transnit power settings(20 mW/(13 dBm}, 10 mW/(10 dBm}, and 5 mW (7 dBm} 
• End-to-end Cisco branded SJiution 

• IEEE 802.11 a-compliant CardBus adapter that operates in the UNII-1 and UNII-2 
bands 

• Complements the Cisco Aironet 1200 Series 802.11a Access Point, providing a 
solution that combines performance and mobility with the security and 
manageability that enterprises require 

Specifications 

Feature 
Form Factor 

Interface 

Operational voltage 
LED 

Data Rales Supported 

Network Standard 

Frequency Band 

Network architecture type 

Media Access Protocol 

Wireless Medium 

Modulation 

Operating Channels 

Available Transmit Power Settings1 

Current steady state (typical} 

Range 

Power Management 

Antenna 

Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 
CardBus Type 11 

32-bit CardBus (PC I} 

3.3 V(+/· 0.33 V} 
Status (green} and Activity (amber} 

6, 9, 12, 18, 24, 36, 48,54 Mbps (configurable asfixed or auto selecting toextend range} 

IEEE lll2.11a 

5.15 to 5.35 GHz (FCC UNII1 and UNII 2)5.15to 5.25 GHz (TELEC}; 5.15 to 5.25 GHz 
(Singapore}; 525 to 5.35 GHz (Taiwan} 
lnfrastructure,star topology 

Carrier sense multiple accesswith colision avoidance (CSMA!CA} 

Orthogonal Frequency Division Multiplexing (OFDM} 

(OFDM sub-carrier}; BPSK@ 6 and 9 Mbps; QPSK@ 12 and 18 Mbps; 16-QAM@ 24 
and :Jl Mbps; 64-QAM@ 48 and 54 Mbps 
FCC: 8 channels (UNII-1 4channelsand UNII-2 4 channels};4 channelsfor Japan, 
Singapore, and Taiwan 
20 mW (13 dBm};10 mW (10 dBm}; 5 mW (7 dBm} 
Maximum power settingwill vary accordingto individual countryregulations. 
1Transmit: 520 mA; Receive: 580 mA; Sleep: 20 mA 

Omni directionaiAntenna: lndoor:60 ft (18m}@ 54 Mbps, 130ft (40m}@ 18 Mbps, 170 
ft (52m}@ 6 Mbps 
Outdoor: 100ft (30m}@ 54 Mbps, 600ft (183m}@ 18 Mbps, 1000 (304m}@ 6 Mbps 
Patch Antenna:lndoor: 70ft (21m}@ 54 Mbps, 150ft (45ml@ 18 Mbps, 200ft (61m}@ 
6Mbps 
Outdoor: 120ft (36m}@ 54 Mbps, 700ft (213m)@ 18 Mbps, 1200 ft (355m} @6 Mbps 
31evels of power consumption avaiable, including: CAM (Constantly ANake Mode), 
Fast PSP (Power Save Mode}, Max PSP (Maximum Power Savingsj 
lntegrated 5dBigain patch antenna 

1 73%~ 
!Doê: _ ___ _ 
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Feature Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 

__.~-..... Security architecture client authentication Cisco Wireless Security Suite including:Authentication:802.11x supportfor LEAP and 
: . ';._: ···.... EAP-TLStoyield mutual authentication and dynamic, per-user. per-session WEP keys; 
"/' --·~ \ MAC address and by standard802.11 authentication mechanisn-6 

· c..Q\ \ Encryption: Support forstatic and dynamic IEEE 11!2.11 WEP ke'fS oi 40 bits and 128 ,' () o~ \ '· ; bits; Pre-standard TKP WEP enhancements:key hashing lpe~packet keyingt, 
~ ~ i i message integritycheck IMICt and broadcast key rotation 
\ A - )kõ:-:rfif-e-rs-----------,Wi~rn7do~w"'s,"9B""/9:;.;;8,;SE", Wi=rnd"'o-w"'s.-.M"'E,"Wi""m:-:;dc:cow.;=--2"'00"'0::-:an:-:;d:..Wi""m:-:;dc:cow~s::o:X'"P:------
' . ' =+-~--~---------=~~~~~~---~~--------------\. ·,,_ •• /' (·~ftvironmental -30" to 70"C; 95% humidity lnoncondensngt 

·, ...__~,........- t> J'f,;' ~-------------::;-----------------------

···---.:.~.;~>'' _W_a_rr_an_ty:__ __________ o_n_e_ve_a_r ---------------------

1. Management lnformation Base 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series Client Adapters 
Wireless client adapters are the key to adding mobility 
and flexibility to an enterprise-increasing 
productivity by enabling users to have network and 
Internet access anywhere within a building without the 
limitation of wires. The Cisco Aironet 350 Series 
802.11 b Client Adapters are a complement to Aironet 
350 Series infrastructure devices, providing an enterprise-ready solution that combines 
mobility with the performance, security, and manageability that people have come to 
expect from Cisco. Wireless client adapters connect a variety of devices to a wireless 
network either in ad hoc peer-to-peer mode or in infrastructure mode with Access 
Points. Available in PC Card (PCMCIA) and Peripheral Component Interconnect (PCI) 
form factors, Cisco Aironet 350 Series Client Adapters quickly connect desktop and 
mobile computing devices wirelessly to all network resources. With this product, you 
can instantly add new employees to the network, support temporary workgroups, or 
enable Internet access in conference rooms or other meeting spaces. 
Cisco Aironet 350 Series Client Adapters deliver superior range, reliability, and 
performance for business users needing information access anytime, anywhere. 
Combined with Cisco Aironet unique security services, this product ensures that 
business-critical information is secure. Most importantly, the Cisco client solution is 
easy to use, making the benefits o f wireless mobility completely transparent. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 350 Series • IT Professionals or business executiveswant mobility withinthe enterprise to increase productivity, as 
Client Adapters an add~ion o r alternati~e to wired networks 

• Business owners or IT directors needflexibility for frequentLAN wiring changes,eitherthroughoutthe 
site ar in selected are as 

• Any companywhose site is not conduciveto LAN wiring because of building or budgetlimitations,such 
as older buidings,leased space ortemporary sites . 

. • Cisco Aironet 350 Series Client Adapters 
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Key Features 

• Superior range and throughput for IEEE 802.11 b networks 
• Secure network communications 
• World mode for international roaming 
• Full-featured utilities for easy configuration and management 

• Compliance with the IEEE 802.11 b high-rate standard 
• Support for ali popular operating systems 

Specifications 

Feature 
Data Rates Supported 
Network Standard 

System Interface 

Frequency Band 

Network Architecture Types 
Wireless Medi um 

Media Access Protocol 

Modulation 

Operating Channels 

Nonoverlapping Channels 

Receive Sensitivity 

Delay Spread 

Cisco Aironet 350 Series Client Adapters 
1, 2, 5.5, and 11 Mbps 

IEEE 1112.11 b 

AIR-PCM35x: PC Card IPCMCIA) Type 11 
AIR-PCI 35x: peripheral component interconnect (R:: I) Bus 
2.4 to 2.4897 GHz 

lnfrastructure andad hoc 
Direct Sequence Spread Speetum (DSSS) 

Carrier sense multi pie aceesswith eoUision avoidanee (CSVIA/CA) 
DBPSK @1 Mbps; DOPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 

North Ameriea: 11; ETSI: 13; Japan: 14 

Three 

1 Mbps: -94 dBm 
2 Mbps: -91 dBm 
5.5 Mbps: -89 d Bm 
11 Mbps: -85 dBm 
1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

• 

Available Transmit Power Settings1 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 1 mW 
(OdBm) 

Range (typical) 

Compliance 

Operating Systems Supported 
Antenna 

Encryption Key Length 

Authentication Type 

Status lndicators 

Dimensions IW x D x H) 

Weight 

Environmental 

lnput Power Requirements 
Typical Power Consumption 
lat 100 mW transmit power setting) 

lndoor: 130ft(40 m)@ 11 Mbps; 350ft (107m)@ 1 Mbps 
Outdoor: 800ft (244m)@ 11 Mbps; 2000 ft (610 m)@ 1 Mbps 
Operates lieense Ire e under FCC Part 15 and eomplies as a Class B deviee; eomplies with 
DOC regulations; eompies with ETS 300.328, m 2100, and MPT 1349 standards 
Windows 95, 98, NT 4.0, 2000, ME, XP, CE 2.11, CE 3.0, Ma c OS 9.x, and Linux 

AIR-PCM35x: lntegrated diversity dipoles 
AIR-LMC35x: Two MMCX connectors(antennas optional, nane supplied with uni!) 
AIR-PCI35x: Externai, removable 2.2 dBi Dipole with RP-TNC Connector 
128-bit 

EAP-Ciseo Wireless LEAP 

Link Status and Link Aetivity 

AIR-PCM35x: 2.13 in. (5.4 em) x4.37 in. (11.1 em) x0.1 in. (0.3 em) 
AIR-LMC35x: 2.13 in. (5.4 em) x 3.31 in. l8.4 em) x 0.1 in. (0.3 em) 
AIR-PCI35x: 6.6 in. (16.8 em) x 3.9 in. (9.8 em) x .5 in. (1.3 em) 
AIR-PCM35x: 1.6 oz (45g) 
AIR-LMC35x: 1.4 oz (40g) 
AIR-PCI35x: 4.4 oz (125g) 
AIR-PCM35x and AIR-LMC3fJ<: -22° to 15SO F (-30° to 70° C) 
AIR-PCI35x: 32° to 131° F (0° to 55° C) 
1 O to 90"/o (noneondensing) 
+5VDC -/-5% 
Transmit: 450 mA; Receive: 270 mA; Sleep mede: 15 mA 

1. Maximum power setting will vary according to individual country regulations . 

Cisco Aironet 350 Series Client 
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Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet 350 Serias Client Adapters 
AIR-PCM352 350 Series PC Card with Diversity Antennas & l:B-bit WEP 
AIR-PCI352 350 Series PCI Card v..ith 2.2 dBi Dipole Antenna & 128-bit WEP 

1. This is only a small subset of ali parts available via URllisted under UFor More lnformation." Some parts have 
.· /";·~~... restricted access pr are not ava1lable through distribution channels,. Resellers: For l~t~ st part number ~nd p_ricing 
· , >'~~ ·'\. mfo, see the Dtstnbut/On Product Reference Gutde at: http://www.clsco.com/dprg (hm1ted country ava1labillty) 

' .• Q "\ ' 
,.~0 V. 0 \_ \fpr More lnformation 
f v l i 
\ f' · ) ~ee the Cisco Aironet Web site: http://www.cisco.com/go/aironet · .. · .. :: ->;··-;-~·g;/ _________________________________ _ 

....... _ . ...,....~ ,.... 

Cisco Aironet 350 Series 
Workgroup Bridge 
Designed to meet the needs o f remo te 
workgroups, satellite offices, and mobile users, 
the Cisco Aironet 350 Series Workgroup 
Bridge brings the freedom and flexibility of 
wireless connectivity to any Ethemet-enabled 
device. The 802.11 b workgroup bridge quickly connects up to eight Ethemet-enabled 
laptops or other portable computers to a wireless LAN (WLAN), providing a link from 
these devices to any Cisco Aironet Access Point (AP) or Wireless Bridge 
(line-of-sight). 
Any Ethemet-ready device, including printers, copiers, PCs, point-of-sale devices, or 
monitoring equipment, can be placed directly at the point ofwork using the workgroup 
bridge-without the expense or delay of cabling. For temporary classrooms or 
temporary office space, the workgroup bridge provides flexible, easy network access 
for up to eight devices through the use of a standard eight-port Ethemet hub. 
Equipment can be easily moved as workgroups change in number or location, lowering 
facilities costs. 
The Cisco Aironet 350 Series Workgroup Bridge supports Wired Equivalent Privacy 
(WEP) security architecture and provides up to 128-bit encryption. The Cisco Aironet 
security architecture is based upon an IEEE 802.11x standard utilizing the Extensible 
Authentication Protocol (EAP), an open standard that enables wireless manufacturers 
and RADIUS server vendors to independently develop interoperable hardware and 
software. For authentication of devices attached to the workgroup, a usemame and 
password may be stored in the workgroup bridge in either static or dynamic memory. 
When authenticated, the workgroup bridge receives a single-session, single-user 
encryption key from the Remote Access Dial-In User Service (RADIUS) server via the 
associated AP. With this centralized and standards-based architecture, wireless security 
scales to meet the requirements of any enterprise. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 350 Series • Connectivityto a networkfor remoteworkgroupslocated in an areathat may be difficult or not pra ctical 
Workgroup Bridge forwiring. 

• Supports upto eight Ethernet-baseddevices (with use of Ethernet hub) 

. • Cisco Aironet 350 Series Workgroup Bridge .,,, •. 
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Key Features 

• Driverless installation ofup to eight Ethernet-enabled devices 
• Optimum wireless performance and range 
• Standards-based centralized security 
• Two versions for a range of application requirements 
• Full-featured utilities and robust management 

Specifications 

Feature 
Data Ratas Supported 
Client Interface 

Clients Supported 

Network Architecture Types 

Frequency Band 
Wireless Medium 

Media Access Protocol 
Modulation 

Operating Channels 
Nonoverlapping Channels 

Receive Sensitivity 

Delay Spread 

Cisco Aironet 350 Series Workgroup Bridge 
1, 2, 5.5, and 11 Mbps 
10BaseT Ethemet 

Direct: One 
Via hub: Eight 
lnfrastructure{via Cisco Aironet Access Point o r Bridge) 

2.4 to 2.4897 GHz 
Direct Sequence Spread Spectum {DSSS) 

Carrier sense multi pie accesswith coUision avoidance (Cs.AA/CA) 

DBPSK @1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 
North Arneriea: 11; ETSI: 13; Japan: 14 

Three 
1 Mbps: -94 dBm; 2 Mbps: -91 dBm; 5.5 Mbps: -89 dBm; 11 Mbps: -85 dBm 

1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

• 

Available Transmit Power Settings1 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW {13 dBm); 5 mW (7 dBm); 1 mW 
(OdBm) 

Range (typical) lndoor: 130ft {40 m)@ 11 Mbps; 350ft {107m)@ 1 Mbps 
Outdoor: 800ft (244m)@ 11 Mbps; 2000 ft (610 m)@ 1 Mbps 

Compliance Operates lieense Ire e under FCC Part 15 and eomplies as a Class B devi e e; eomplies with 
OOC regulations; eompies with EN 300.328 standards 

SNMP Compliance MIB I andMIB 11 

Antenna AIR-WGB352C: One nonremovable 2.2-dBi dipole 
AIR-WGB352R: Two RP-TNC eonneetors(antennas optional, nonesupplied wth unit) 

Encryption Key Length AIR-WGB352x: 128-bit 

Remota Configuration Support Telnet, HTTP. FrP. TFrP. and SNMP 

Dimensions (W x D x H) 6.30 in.{16 em) x 4.72 in.{12 em) x 1.45 in.(3.7 em) 

Weight 12.3 oz {350g) 

Environmental Temperature: 32° to 122° F {0° to 500 C); 10 to 90"/o {Noncondensing) 

lnput Power Requirements North Arnerican: 120 VAC@ 60Hz; Universal: 90 to 264 VAC@ 47 to 63 Hz 

1. Maximum power setting will vary according to individual country regulations. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet 350 Series Workgroup Bridge 
AIR-WGB352C 350 Series Workgroup Bridge with Captured Antenna & 128-bit WEP 
AIR-WGB352R 350 Series Workgroup Bridge with Dual RP-TNC & 128-bit WEP 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not ava1lable through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availabllity) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series Workgro 
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Cisco Aironet 350 Series 

/:.::--;--........ Wireless Bridge 
. - ~, - ' "'" 

. ·,./·----..., '};Jte Cisco Aironet 350 Series Wireless Bridge 
' -~ '),\ 1\ , /(l 0 U.C::, 'f'P)ibles high-speed long-range outdoor links 

'.\o . ~~:fween_ buildin~s and is ideal for. 
\ '" 0 --< mstallatlons subject to plenum ratmg and 

., ....... .,#~ . ,/ 

"·~.::=C::}:~>harsh environments. It is designed to meet the 
requirements of even the most challenging 
applications. The 802.11 b wireless bridge 
delivers high data rates and superior 

Chapter 3 Wireless LAN Products 

throughput for data-intensive, line-of-sight applications. The bridges connect 
hard-to-wire sites, noncontiguous floors, satellite offices, school ar corporate campus 
settings, temporary networks, and warehouses . They can be configured for 
point-to-point ar point-to-multipoint applications and allow multiple sites to share a 
single, high-speed connection to the Internet. For functional flexibility, the wireless 
bridge may also be configured as an access point. 
The Cisco Aironet 350 Series Wireless Bridge features an extended operating 
temperature range of -20° to 55° C, allowing for placement outdoors in a NEMA 
enclosure ar in harsh indoor environments such as warehouses and factories. With a 
durable metal case, the Cisco Aironet 350 Series Wireless Bridge is UL 2043 certified, 
and designed to achieve plenum rating as defined by various municipal fire codes. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 350 Series • Any company who needsto connectsites into a single LAN, even when separated lly ollstacles sue h as 
Ethernet Bridge freewa')5, railroads and llodiesof waterthat are normaly inaccessillle via calling. 

Key Features 

• Business owners who want a klw-cost, easy-to-deploy solution forconnecting line-of-9ght networks 
located in different lluildings. 

• Business owners o r IT directors who want multiple lluildings on a campus to share a single high-speed 
line to the Internet. 

• High-speed (11-Mbps), high-power (100-mW) radios, delivering 
building-to-building links ofup to 25 miles (40.2 km) 

• A metal case for durability and plenum rating and an extended operating 
temperature rating for harsh environments 

• Supports both point-to-point and point-to-multipoint configurations 
• Broad range o f supported antennas 

• Simplified installation, improved performance, and upgradeable firmware, 
ensuring investment protection 

• Cisco Aironet 350 Series Wireless Bridge 
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Chapter 3 Wireless LAN Products 

Specifications 

Feature 
Data Ratas Supported 

Frequency Band 

Wireless Medium 

Media Access Protocol 

Modulation 

Cisco Aironet 350 Series Wireless Bridge 
1, 2, 5.5, and 11 Mbps 

2.4 to 2.497 GHz 

Direct Sequence Spread Spectum (DSSS) 

Carrier sense multiple accesswith collision avoidance (CSMA/CA) 

DBPSK @1 Mbps 
OQPSK@ 2 Mbps 
CCK@ 5.5 and 11 Mbps 

Operating Channels North America: 11; ETSI: 1l Japan: 14 

Nonoverlapping Channels Three 

Receive Sensitivity 
Delay Spread 
Available Transmit 
Power Settings 1 

1 Mbps: -94 dBm; 2 Mbps: -91 dBm; 5.5 Mbps: -89 dBm; 11 Mbps: -85 dBm 
1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 
100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 1 mW (O dBm) 

Range (typical, contingent 18 miles (28.9 km)@ 11 Mbps 
upon antenna selected) Up to 25 miles (40.2 km)@ 2 Mbps 
Compliance Operateslicense-freeunderFCC Part 15 and complies as a Class B device; complies with DOC regulations; 

complies with ETS 3011328, m 2100, and MPT 1349 standards; complies with UL2043 (The useofthis 
device in a system operating eitherpartially o r completelyoutdoorsmay requirethe use r to obtain a license 
for the system accordng to the Canadian regulltions. For further information, contactyour local industry 
Canada ofice.) 

SNMP Compliance MIB I and MIB 11 

Antenna Two RP-TNC connectors (antennas optional,none supplied v.ith unit) 

Encryption Key Length 128-bit 

Security 128-bitWEP in bridge mode 
IEEE 81Jl.11x (includes EAP and RfiliUS) in AP mode 

Status lndicators Three indicators on the top panel prolide information concernilg association status. operation, 
error/warning, firmware upgra!E, and configuration,network/modem,and radiostatus 

Automatic Configuration BOOTP and DHCP 
Support 
Remate Configuration 
Support 
Local Configuration 

Bridging Protocol 

Dimensions 

Weight 
Environmenta I 

Enclosure 

lnput Power 
Requirements 

Telnet, HTTP, FTP, TFTP, and SNMP 

Direct console port (with supplied serial cable) 
Spanning Tree 

6.74 X 6.25 X 1.31 in. (17.1 X 15.9 X 3.3 em) 

1.431bs (.648 kg) 

Temperature: -4x to 131x F (-20x to 55x C) 
10 to 90% (noncondensing) 
Metal case (for plenumrating); UL 2043 certified 

24VDC 10% to 60 VDC (Ethernet line power) 

1. Maximum power setting will vary according to individual country regulations 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet 350 Series Wireless Bridge 
AIR-BR35(}.x-K9 350 Series 11Mbps DSSS Bridge with 128-bit WEP 
Cisco Aironet 350 Serias Wireless Bridge Basic Maintenance 
CON-SNT-PKG2 SMARTnet Maintenance for AIRBR350-A-K9 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not ava1lable through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availab1lity). 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series Wireless Brid 
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• 
Cisco Aironet 
Antennas and Accessories 
Every wireless Local Area Network (LAN) 

, ... ~:--::--... deployment is different. When engineering an 
_)~·-!......-.., ~,'\in-building solution, varying facility sizes, 

' · \.À L\ '-.i , ~onstruction materiais, and interior divisions 
9:, O A. ) ' r~ise a host of transmission and multipath 
,_ - / Jonsiderations. When implementing a 

Chapter 3 Wireless LAN Products 

-' 

.. ······::::-~~~--~·~. >-'huilding-to-building solution, distance, 
·-·~,___..;~-~·"'" physical obstructions between facilities, and number o f transmission points involved 

must be considered. 
Cisco is committed to providing not only the best access points, client adapters, and 
bridges in the industry-it is also committed to providing a complete solution for any 
wireless LAN deployment. That is why Cisco has the widest range o f antennas, cable, 
and accessories available from any wireless manufacturer. 
With the Cisco FCC-approved directional and omnidirectional antennas, low-loss 
cable, mounting hardware, and other accessories, installers can customize a wireless 
solution that meets the requirements of even the most challenging applications. 

Key Features 

• Client Adapter Antennas-Cisco Aironet wireless client adapters come complete . 
with standard antennas that provide sufficient range for most applications at 
11 Mbps. To extend the transmission range for more specia1ized applications, a 

. variety of optional, higher-gain antennas are provided that are compatible with 
selected client adapters 

• Access Point Antennas-Cisco Aironet access point antennas are compatible with 
ali Cisco RP-TNC-equipped access points. The antennas are availab1e with 
different gain and range capabilities, beam widths, and form factors. Coupling the 
right antenna with the right access point allows for efficient coverage in any 
facility, as well as better reliability at higher data rates 

• Bridge Antennas-Cisco Aironet bridge antennas allow for extraordinary 
transmission distances between two or more buildings. Available in directional 
configurations for point-to-point transmission and omnidirectional configuration 
for point-to-multipoint implementations, Cisco has a bridge antenna for every 
application 

• Low-loss cable extends the length between any Cisco Aironet bridge and the 
antenna. With a loss o f 6. 7 dB per I 00 feet (30m), low-loss cable provides 
installation flexibility without a significant sacrifice in range 

• Cisco Aironet Antennas and Accessories 
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Chapter 3 Wireless IAN Products 

• 
Specifications ,/):~ 
Client Adapter Antennas / (8 O 4 3 \ 
----~---------------------------h~,~~r ... -/1 · } 
Feature AIR-ANT3351 ' 

•• \ • ,f 

Description POS diversity dipole 1 \ "'~ / ··'.. 

Application lndoordiversity antenna2 to extendthe range of AironetLMC elient ~-cht~~;--~~r./' 
Approximate lndoor Range at 1 Mbps3 350ft (107m) 

Approximate lndoor Range at 11 Mbps3 100ft. (51 m) 
Cable Length 5 ft. (1 .5m) 

Dimensions Base: 7 x 2 in. (18 x 5 em) 
Height: 8 in. (20 em) 

Weight 9.2 oz. (261g) 

1. A type of low-gain (2.2 dBi) antenna consisting of two (often internai) elements. 
2. A ratio of decibels to an isotropic antenna that is commonly used to measure antenna gain. The greater the dBi 

value, the higherthe gain and, as sue h, the more acute the angle of coverage. 
3. Ali range estimations are based on an integrated client adapte r antenna associating with an access point under 

ideal indoor conditions. The distances referenced here are approximations and should be used for est1mation only. 

Access Point Antennas 

Feature AIR-ANT5959 AIR-ANT3195 AIR-ANT2012 AIR-ANT3213 
Description Diversity omni-direetional 3 dBi Pateh Wall Mount Diversity pateh wall Pillar mount diwrsity 

eeiling mount Antenna mount omni 
Application lndoor unobtrusile antenna, lndoor/Dutdoor lndoor/Ou1door. lndoor. unobtrusiw 

best for eeiling mount. direetional antenna unobtrusiw medium medi um-range antema 
Exeellent throughput and range antenna 
eoverage solution in high 
multipath eellsand dense. 

Approximate lndoor 350 ft. (1 llim) Aeeess Point: 271 ft. 547 ft. (167m) 497ft. (151m) 
Range at 1 Mbps 1 182m) 

Bridge: .5 miles (.9 km) 
Approximate lndoor 130ft. (4!'rn) Aeeess Point: 80ft. (24m) 167ft. (51m) 142ft. (44m) 
Range at 11 Mbps 1 Bridge: 950ft. (2!11m) 
Cable Length 3ft. (0.91 m) 12ft. 3 ft. (0.91 m) 3 ft. (0.91 m) 

Dimensions 5.3 X 2.8 X 09. in. (13.5 X 7.1 X 4 x 5 in. (9.7 x 13 em) 4.78 x 6.66 x .82 in. (12.14 10 x 1 in. (25.4 x 2.5 em) 
2.3em) x 16.92 x 2.08 em) 

Weight 0.31bs. (0.14kg) 4.9 oz. (139g) 9.6 oz. (272g) 11b. (460g) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal indoor conditions. The distances referenced here are approximations and should be used for esttmation only. 

Access Point Antennas (cont.) 

Feature AIR-ANT1728 AIR-ANT4941 AIR-ANT3549 AIR-ANT1729 
Description HiQh gain omnidireetional 2.2 dBi dipole antenna Pateh wal mount Pateh wall mount 

eetling mount 
Application lndoor medium-range lndooromni-direetionallndoor. unobtrusive, lndoor. unobtrusive, 

antenna, twieally hung from eoverage long-range antenna medium-range antenna (may 
erossbars of drop eeiings (may also be used as a also be used as a 

medium-range bridge medium-range bridge 
antenna) antenna) 

Approximate lndoor 497ft. (151m) 350ft. Aeeess Point: 700ft. Aecess Point: 542ft. (165m) 
Range at 1 Mbps 1 (213m) Bridge: 1.1 miles (1.8 km) 

Bridge: 2.0 miles (3.2 
km) 

Approximate lndoor 142ft. (44m) 130ft. Aeeess Point:200 ft. Aceess Point: 155ft. (47m) 
Range at 11 Mbps 1 (61m) Bridge: 1 !110ft. (580m) 

Bridge: 3390 ft. (1032m) 

Cable Length 3ft. (0.91 m) N/ A 3ft. (0.91 m) 3 ft. (0.91 m) 

Dimensions Length: 9 in. (22.86 em) 5.5 in. 5 x 5 in. 4x 5 in. 
Dia meter: 1 in. (2.5 em) (12.4 x 12.4 em) (9.7 x 13 em) 

Weight 4.6 oz. (131g) 1.1 oz. 5.3 oz. (150g) 4.9 oz. (139g) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal indoor conditions. The distances referenced here are approximations and should be used for esttmation only . 
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Chapter 3 Wireless LAN Products 

• 
Bridge Antennas 

Feature AIR-ANT2506 AIR-ANT4121 AIR-ANT1949 AIR-ANT3338 
Description Omnidireetional High-gain omnidireetional Yagi mast mount Solid dish 

Mast mount 
Outdoormedium-range Outdoor medium-range Outdoor long-range 
point-to-multipoint direetional eonneetions direetional eonnections 

· ·"~ Mast mount 

... : .. :~~ .. 2:.. "'-.. A-=-p-p"""li=--c-at""io_n _______ O'u.,...td=--o-or-sh,-o-rt,.--r-a-ng-e--..,.,--;-----..--------..-:-.,----..-------..:-:•-.---,---

. ~' \ point-to-mutipoint 
applieations 
4.6 miles (7.4 km) 6.5 miles (10.5 km) 25 miles (40 km) 

O \..Á. r1- , • applieations 
CfJ l ·: t pproximate lndoor 5000 ft. (1525m) 

1580 ft. (480m) 1.4 miles (23 km) 2.0 miles (3.3 km) 11.5 miles (18.5 km) 

1 ft. (0.30m) 1.5 ft. (0.46m) 2ft. (0.61m) 

Length: 40 in. (101 em) Length: 18 in. (46 em) Oiameter 24 in. (61 em) 

(À - . / range at 1 Mbps 1 

./ :· , ' Approximate lndoor 
·· -·-;'"··: 'i• >". Range at 11 Mbps 1 

-.. ~~-~---/ Cable Length 3ft. (0.91 m) 
~o=--im_e_n~si~o~ns---~L-en-g~th-: ~13~i-n.~(D=-e-m')-~-~~-..~~-~~~~~,--.--~-~~~~~--

Diameter: 1 in. (2.5 em) Oiameter: 1.3 in. (3 em) Dia meter: 3 in. (7.6 em) 

Weight 6 oz. (17g) 1.51b. (0.68 kg) 1.51b. (0.68 kg) 111b. (5kg) 

1. Ali range estimations are based on an integrated client adapte r antenna associating with an access point under 
ideal inâoor conditions. The distances referenced here are approximations and should be used for est1mation only. 

Low-Loss/Uitra Low-Loss Antenna Cable 
Feature AIR-CABOZOLL-R AIR-CABOSOLL-R AIR-CAB100ULL-R AIR-CAB150ULL-R 
Cable Length 20ft. (6m) 50ft (15m) 100ft. (30m) 150ft. (46m) 

Transmission Loss 1.3 dB 3.4dB 4.4 dB 6.6dB 

Cisco Aironet Accessories 
Feature AIR-ACC2537-060 AIR-ACC3354 AIR-ACC2662 
Description 60 in. (152 em) bulkheadextender Ughtning arres:or Yagi artieulating mount 

Application AexibleantennaeablethatextendsHelps prevent damage dueto Adds swiveling eapablityto 
aeeess point eabli'lg typically lightning~ndueed surges or statie mast-mounted yagi antennas 
within an enelosure eleetricity 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet Accessories 
AIR-ACC2662 
AIR-ACC3354 
AIR-CAB020LL-R 
AIR-CABOSOLL-R 
AIR-CAB100JLL-R 
AIR-CAB15!XJLL-R 
Cisco Aironet Antennas 
AIR-ANT1728 
AIR-ANT1729 
AIR-ANT1949 
AIR-ANT2012 
AIR-ANT2500 
AIR-ANT31!li 
AIR-ANT3213 
AIR-ANT3338 

Yagi Antenna Articul!ting Mount 
Ughtning Arrestor w/ grounding ring 
20ft. (6m) low-loss antenna cable 
50ft. (15m) low loss antenna cable 
100ft. (30m) low loss antenna cable 
150ft. (46m) low loss antenna cable 

5.2 dBi Omni Ceiling Mount Antenna 
6 dBi Patch W!ll Mount Antenna 
13.5 dBi Yagi Mast Mount Antenna 
6.5 dBi Diversity Patch Wall Mount Antenna 
5.2 dBi Omnidirectional Mast Mount Antenna 
3 dBi Patch W!ll Mount Antenna 
5.2 dBi Pillar-Mount Diversity Omni Antenna 
21 dBi Solid Dish Antenna 

AIR-ANT3351 2.2 dBi POS Diversity Dipole Antenna 
AIR-ANT3549 8.5 dBi Hemispherical Patch Antenna 
AIR-ANT4121 12 dBi Omnidirectional Mast Mount Antenna 
AIR-ANT4941 2.2 dBi Dipole Antenna (Standard Rubber Duck) 
AIR-ANT5959 2.0dBi Diversity Omni Ceiling MountAntenna 

1. This is only a small subset ot ali parts available via URL listed under "For More lnformation." Some parts have 
restncted access o r are not ava1lable through distribution channels. Resellers: For latest part number and pricing 
into, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Aironet Antennas & Accessories Web site http://www.cisco.com/go/antenna 

• Cisco Aironet Antennas and Accessories 

MIIW 



c 

c 

• 

IP Telephony, Video, & Web Collaboration 
·.·~, ,. 

Campus IP Telephony, Video, & Web Collaboration ata Glance 
Product 
Cisco IP Phones IP 7900 
Serias 

Cisco CaiiManager 3.3 

CiscoWorks IP Telephony 
Environment Monitor 

Cisco IP Contact Center 
(IPCC) Enterprise Edition 

Cisco IP IVR 

Cisco IP Contact Center 
Express Edition 
(Formerly IPI CO) 

Cisco Unity-Unified 
Messaging and Voice Mail 
Cisco Personal Assistant 

IP Telephony Applications 

Features Page 
An exciting, distinctwely stylish, and pure Voice over IP phone portfolio to meet the wide 4-3 
range oi bu!iness communication needs at affordabl"'rices 
• Display-based technologyprovides ease-of.use 
• lntegratedinline powerand 2-port EthernetSwitch provides end-to-end ilfrastructure 

integration 
• Ri c h application envronment enabled byopen APis based onXML 
• The software.!Jased c ali processing and call controlcomponent of Cisco!; IP Telephony 4-4 

solution 
• Resides on Cisco Media ConvergenceServers (MCS), Cisco ICSnSO, o r selectedthird-party 

servers (CaiiManager 3.3) 
A suite of management applicationsthat helps ensure the readiless and manageability 9-18 
of convergednetworks that are supporting \biP and IP telephonytraffic and applications. 
The bundle incudes: 
• Voice Health Monitor 
• Default Fault Manager 
• CiscoView 
• CCO Downloadable Modules 

-IP Phone lnformation Utility 
-IP Phone HelpDesk Utility. 
- Fault History Manager 

Cisco IP Contact C ente r (IPCC) Enterprise Edition delwers intelligent c ali routing, 4-8 
network-to-desktop CTL and multi-channelmedia contact managBlent to contact center 
agents overan IP network. lt includes severa! appications, including thefollowing: 
• CaiiManager 
• Cisco lntelligent Cont~ct Manager (ICM) 
• Cisco IP IVR/-IP Queue Manager 
Cisco IP IVR, a newworld interactive voice response (IVR) solution, prmides a feature-rich 4-10 
foundation forthe creation of an IP-based IVR that is open and expandable. Cisco IP IVR h as 
the following ley te atures: 
• Provides a multimedia (voice/data/Web) IP-empowered appli::ation-generation 

environment 
• Can be deployed an',llllhere in the IP network 
• Offers Web-based activation andadministration 
• Cisco IPCC Express is a software-based A!D, IVR, and CTI applicationfor mid-sized 4-9 

contact centers with Cisco IP Telephonynetworks based on Cisco AWID. 
• Cisco IPCC Express is an open systems platform allowng ease ofconfiguration. 
• lt has a graphicallydriven workflow edita providing a common interface for c~eating 

interactions,or c ali flows, and c reates busiless logic between IVR and ACD functions. 
Voicemail and unifiedmessaging system delivers ali messages into single inbox for access 4-11 
via phone, ema i I ar Internet 

Software applicationallows users to brow.;e voicemail, dia I by na me, and conlerencelrom 4-13 
any phone using voice commandsinstead of telephone ke\l)ad via speech recognition 
• Cisco Survivable Remate Ste (SRS) TelephonySoftware-IOS software tha runs on local 4-14 

branch office routerprovides IP Telephony backup redundancylor IP phonesin that office 
when IP phones detect thatWAN is down or/and CaiiManageris unreachable 

• Cisco IP Phone Messenger-sends lns:ant Messages (IM) between Cisco IP Phones and 
Lotus Sametime or MS Messenger desktop IM clients 

• Cisco IP SoltPhone-Wndows-basedapplicationfor PC, allows usersto make and receive 
calls from PC without a dedicated phone 

• Cisco Conference Connection (CCC)--enables enterprises to bring geographi::ally 
dispersed employees and customerstogether to facilitatemeetings and collaboration . CCC 
providesa cost-effedve and time-efficientmethod oi doing business withoutthe hassle!rolofl----------­
travel. 

Campus IP Telephony, Video, & Web Collaboration ata Glance 

Doc: 
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Product Features Page 
Cisco MCS 7800 Serias High availability server platform for Cisco IP telephony s-,stems 4-17 
Media Convergence Servers• Turnkey solution, includes CaiiManager o r ofler software 

• For large- and medium-9zed enterprise IP telephonydeployments 
Cisco ICS n50 lntegrated • A branch office/midmarket business with standalone IP telephonyneedsfrom 35-500 users4-1B 

.·'"'""(~ ·t"""-J(ommunications System • An end-user customeror partnerwho wantsa single "box· (or platforml iPtelephony 
/ · ;. _,;_ • ...;,.. ·,. solution 1D ease deploymentand/orto standardize on voice configurationsacross multi pie 
' • • ' \. sites 
/~ 0 U..Ü '\ ~. \ • An existin9 multiservice data networkcustomerwhowantsto add IPtelephony 
, D l .. functionahty to c reate a converged network solution ·. \ A . ~s-c-+;-:-tA""'o=--=z7.400=-:S""e-r7ie_s ___ B~u-s.,.in_e_ss--,cl,-a-'-ss""'f,-ix-e-,d--c-o-:rt,-ig-u-ra'""ti,_o=-n.,.ln.,.te-g-ra-:te-d7A7c_c_e-ss-D~e-v.,.ic-e'('"'IAc;:D"l----------:4-:-1""8,---

\.._,. /·,ntf.!rated Access Device 1 
• Delivers packet or TDMvoice and data owr single WAN uplink 

'-.._ _;:--;···;- .. \ ·,)'' • lOS Telephony Service(ITSl provides locaiiAD-based c ali processing to offerkey switch 
•. ...___.. ...- functionalitv ideal for small offices (5-24 phonesl 

Cisco Voice Gateways2 

Cisco IPNC 3500 Serias 

Videoconferencing 

Products 

Cisco IP/TV 3400 Series 
Vídeo Servers 

Cisco Web Collaboration 
Option 

Cisco E-mail Manager 

Cisco Emergency 
Responder 

• IP-based ke'J5Witch functionalitv ideal for small offices (5-20 phonesl who do not need 
Cisco CaiiManagercapabilities 

• Supports standard phonesand IP phones on a single platform 
• 8 FXS/16 FXS/16FXStBFXO analog wice portsand 1 T1 digital voice port models 
• WAN lnterfaces:T1- PPP, FR, ATM and DSL-ADSL and G.SHDSL 
The Cisco VG248 dedicated wice gatewayprovides connectivity between IP networks and 4-22 
legacy telephony systems/PSTN 
• Support various typesof interfaces, ilcluding T1 and E1 
• Fully manageable by Cisco CaiiManager. a CU interface lia Telnet, orvia SNMP 
• Videoconferencing overiP solution 4-22 
• Cost-effec1ive, easy-to-manage 
• Translates between H.323 and H.320 systems 
• Management and Qualty of Service 

• High-quaity vídeo communicationsover enterprise networks 4-23 
• Support live and scheduled lideo, vídeo on demand 
• Enable trainilg, corporate comrrunications, businessTV, and distance leaning 
• Web-based colaboration, 4-24 
• Share anyWindows desktop application 
• Ideal for bofl sales- and service-oriented customerservice organizations 
• Automates the procelG oi traclóng and responding toinbound email. 4-25 
• Automaticaly assigns email requeststo the most appropiate agent 
• Graphical rufes engine makes it easy to define cu~om rufes for the processing oi ema i I 
• Works with Cisco CaiiManagerto automaticallyprovide E9-1-1 features in North America, 4-25 

and is compatible withany emergencynumbermcluding 112 in Europe, !B9 in UK, and 000 
in Australia. 

• Dynamically tracks the location oi IP phones. routes emergency callsto the appropriate 
E9-1-1 network, and provides the current location ilfonnation to E~ 1-1 c ali center 
dispatchers. 

• Provides real-time alert notificationsto on-site or contractedsecuritygroups, tofacilitate a 
timely response to emergencysituations. 

Cisco ATA Series of Analog Tums any analog telephone into an IP telephone. Each oi the two voi:e ports supports 4-27 
Telephone Adaptors independent telephone number~providing two separate fines. 

Cisco CTE-1400 Series 
Content Transformation 
Engine 

• lnteroperable wth multi pie standardsincluding H323, SIP. MGCP and SCCP 
• Enablesanalog devices such as phonesandfax machines, to supportVoice over IP 

services byconvertingthe analog signalinto an IPsignal 
TransformsWeb content for displly and interaction on small screen mobile devices and IP 6-13 
Telephones 
• Supports a broad range oi devices 
• Transfonns existing content 
• GUI/Console Administrativa Tool 

1. IP Keyswitch capabilities also available with 2600/2600XM and 3600 series routers; see IP Keyswitch Web site: 
http://www.cisco.com/go/keyswitch 

2. Cisco's fullline of multiservice routers also provide analog and digital voice gateway functionality through use of 
network modules and voice interface cards. Pie a se see the 1700, 2600XM, 3600,7200, 5x00 series in 
Chapter 1-Routers, as well as Chapter 7-Access Products. 

• Campus IP Telephony, Video, & Web Collaboration ata Glance 
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Cisco 7900 Series IP Phones t.a 
Cisco IP Phones provide unmatched leveis o f integrated ~:ãi ~--~/'~~)J 
business functionality and converged communications ~ ~ ~ · ./ 
beyond today's conventional voice systems. The Cisco IP ~ ~1!:-- . \ ,(fJ O 3 
Phone7960G "manager set" addresses the communication li r·· ·\ · ' fl 
needs o f the professional, with a high or busy amount o f __ ., \, '> · . ~- -

-,"' . . ( 

phone traffic . The Cisco IP Phone 7940G "business set" ·-._ __ _ 
addresses the communication needs o f a transaction type worker, in a office cubicle 
environment, who conducts medium to high telephone traffic. The Cisco IP Phone 
7912G, 791 OG+SW, 791 OG, and 7905G "basic sets" address the communication needs 
o f a cubicle worker who conducts low to medi um telephone traffic. The Cisco IP Phone 
7902G "entry set" addresses voice communication needs o f a lobby, lab, manufacturing 
floor, and other areas where only a minimal amount o f features are required. Cisco IP 
Phone Expansion Module 7914 extends the Cisco IP Phone 7960G with additional 
buttons and LCD, increasing the total number o f buttons to 20 with one module, or 34 
with two modules. Cisco IP Conference Station 7935, a high-quality hands-free 
conference station, is designed for use on desktops and offices and in small to 
medium-sized conference rooms. 

Key Features 

• Dynamic soft keys make the telephone simpler to use by presenting calling options 
based on context 

• Open APis using XML to deliver applications to the display 
• Automatic phone discovery, VLAN configuration, and registration 
• Quality of Service (QoS) is provided via support of 802.1pq, in addition to 

configurable DIFFSERV and TOS 
• Voice-activity detection, silence suppression, comfort-noise generation, and error 

concealment 
• G. 711 a, G. 711 u, G. 729ab audio-compression coder-decoders ( codecs) 
• Software upgrade support via Trivial File Transfer Protocol (TFTP) server 
• Microsoft NetMeeting enabled-features such as app1ication sharing and video 

conferencing are available simply by pressing a button on your Cisco IP telephone 
• Integrated Ethernet Switch supporting Ethernet connectivity for a downstream PC 
• Integrated Inline power support allows the phone to receive power over the LAN 
• A hearing-aid-compatible handset 

Specificatious 

Cisco IP Cisco Cisco IP 
Cisco Cisco IP Phone Cisco IP Cisco IP Cisco IP 7914 Conference 
IP Phone Phone 79106 and Phone Phone Phone ExpansionStation 

Feature 79026 79056 79106+SW 79126 79406 79606 Module 7935 
Display None Pixei-Based Character-Base Pixel-based Pixei-Based 

d 
Pixei-Based Pixel-based Character-Base 

d 
Dynamic Soft O 4 o 4 4 4 N/A o 
Keys 
lnline Power Yes Yes Yes Yes Yes Yes Yes No 

10/100Base-T No No Yes, 7910G+SW Yes Yes Yes N/ A No 
Ethernet No, 7910G 
Switch 
lines 6 14 
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Cisco 
Cisco IP Cisco IP Cisco IP 7914 

Cisco IP 
Conference -·"'"~..... Cisco Cisco IP 

. ·· ····~"""" '\ IP Phone Phone / ,. 
0

o b •à.re 7902G 7905G 
f'1:j ~ p"'a ' r No 

Cisco IP 
Phone 
7910G and 
7910G+SW 

Phone 
7912G 

Phone 
7940G 

Phone 
7960G 

ExpansionStation 
Module 7935 

~\ A ' P~! 
, ' ... ~~set Jack No 
'·· .•. ;>"·.-::\·âRÚartyXML No 

.. ......._ __ _ ~.-·-'Ãpplications 

No 
No 

No No 
No No 

Ves 
Yes 

Yes 
Yes 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7900 Series IP Power and Phones 
CP-79606 Cisco IP Phone 7!60G, ManagerSet 

CP-79406 Cisco IP Phone 7~0G, Business Set 

CP-79126 
CP·79106tSW 
CP-79106 
CP-79056 
CP-79026 
CP-7935 
CP-7914= 
CP·SIN6LFOOTSTAND= 
CP-DOUBLFOOTSTAN D= 
CP-WALLMOUNTKJT = 
CP-LCKN6WALLMOUNT = 
CP·PWR-CUBE= 
WS·PWR·PANEL 

Cisco IP Phone 79126, Basic Set w/ SIMtch 
Cisco IP Phone 79ll6+SW, Basic Set w/ Switch 
Cisco IP Phone 79106, Basic Set 
Cisco IP Phone 7!D5G, Basic Set 
Cisco IP Phone 7!D2G, Entry Set 
Cisco IP ConferenceStation 
Cisco 7914 IP Phone Expansion Module forthe 7960 IP Phone 
Single module footstand 
Double module tootstand 
Non-Locking Wall Mount Kit for7910/40160G series IP phones 
Locking Wallmount Kit forthe 7910/40/606 series IP phones 
IP Phone power transforme r for 7900 series IP phones 
Catalyst 48 port I nine Power Patch Panel 

N/ A 
N/ A 

Yes 

No 
No 

1. This is only a small subset of ali parts. Some parts have restricted access orare not available through 
distribution channels. 

For More lnformation 

See the Cisco IP Telephones Web site: http://www.cisco.com/go/iptel 

Cisco CaiiManager 3.3 
Cisco CallManager call-processing software extends enterprise telephony features and 
capabilities to enterprise LANs and packet telephony network devices such as IP 
phones, media processing devices, voice-over-IP (VoiP) gateways, and multimedia 
applications. Additional data, voice, and vídeo services such as unified messaging, 
multimedia conferencing, collaborative contact centers, and interactive multimedia 
response systems interact with the IP telephony solution through CallManager's open 
telephony application programming interfaces (API). Cisco CallManager is installed 
on the Cisco Media Convergence Server (MCS) and selected third-party servers. lt 
ships with a suíte of integrated voice applications and utilities, including the Cisco 
Attendant Console-a software-only manual attendant console; a conferencing 
application; and administrative reporting tools. For more VoiP network management 
features, se e the Cisco Works Manager IP Telephony Environment Monitor, page 9-18. 

Cisco CallManager version 3.3 provides a scalable, distributable, and highly available 
enterprise IP telephony call-processing solution. Multiple servers are clustered and 
managed as a single entity; yielding scalability of up to 30,000 users per cluster. By 
interlinking multiple clusters, system capacity can be increased to as many as one 
million users in a 1 00-site system. Clustering aggregates the power o f multiple, 

Cisco CaiiManager 3.3 



( 

• 

c 

• 

Chapter 4 IP Telephony, Video, & Web Collaboration 

distributed Cisco CallManagers, enhancing the scalability and accessibility o f the 
servers to phones, gateways, and applications. Triple call-processing server . ..... -~ 
redundancy improves overall system availability. · .. . ·· .... ~-.. ,\ 

The benefit o f this distributed architecture is improved system availability and . g O 3 :.( 
scalability. Call admission contrai ensures that voice quality of service (QoS) is '· A . , 
maintained across constricted WAN links, and automatically diverts calls to altemàtive ~···~-----< / . 
Public Switched Telephone Network (PSTN) routes when WAN bandwidth is not · -~_:_:.>·,... 
available. A Web-browsable interface to the configuration database enables remate 
device and system configuration. 

Key Features 

• Cisco CallManager includes a suíte o f integrated voice applications that perform 
voice conferencing and manual attendant console functions, eliminating the need 
for special-purpose voice processing hardware 

• Supplementary and enhanced services such as hold, transfer, forward, conference, 
multiple line appearances, automatic route selection, speed dial, last-number 
redial, and other features are extended to IP phones and gateways 

• Capabilities enhancements are achieved though software upgradeability, avoiding 
expensive hardware costs traditional to legacy PBX systems 

• Cisco CallManager Attendant Console-This Web-enabled application supports 
the traditional role o f a manual attendant console and allows the attendant to 
quickly accept and dispatch calls to enterprise users. An integrated directory 
service provides traditional busy lamp field (BLF) and direct station select (DSS) 
functions for any line in the system. It monitors the state of every line in the system 
without requiring hardware-based line monitoring devices, thereby saving costs 

• Software-only applications such as the Cisco Interactive Voice Response system, 
Cisco IP Contact Center, Cisco Automated Attendant, and Cisco SoftPhone are 
applications that interact with the CallManager through telephony APis 

Specifications 

Feature 
Platforms 

Pre-lnstalled Sohware 

Sample Subset of System 
Capabilities 

Cisco CaiiManager 3.31 

Media Convergence Server (MCS) 
lntegrated Communications Sere r (ICS-7750) 
Selected third-paty servers 
Cisco CaiiManager version 13 (c ali processing and cal~control application) 
Cisco CaiiManager version 13 configuration data base (containssystem and device configuE!tion 
information, including dia I plan) 
Cisco CaiiManager Admin5tration software 
Cisco Conference Broge 
Cisco Attendant Console 
Bulk Administration Tool (BAT) 
COR Analy.;is and Reporting (CAR) tool 
Real Time Monitoring lilol RTMT 
H.323 scalabiity improvements ·1,000 H.323 calls per CaiiManager server in cluster 
Virus checkercertification 
Cisco lntrusion Detection System (IDS) Host-Based Sensorcertification 

RQS n° 0312005- r '\J j 

Cisco CaiiManager . CPMI ' 7
' ~ORRf'.2~ 

~--------------~ (9 
'
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Feature 
Summary of Administrativa 
Features 
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Cisco CaiiManager 3.31 

Application discovery and registration to SNMPmanager 
Automated Alternate Routng Groups 
Bulk Administration 
Call Back 
Call Detail Records (COR) 
Call forward reason c ode delitery 
Centralized, replcated configuration data bale, distributed W!b·based management viewers 
Configurable and default rilger WAV files per phone 
Configuration data base API 
Database automated change notification 
Date/time display formatconfigurable per phone 
Debug information to comnon sy.;log file 
Devi c e addition throu!fl wizards 
Device downloadable feature upgades--Phones. hardwaretranscoder resource,hardware 
conference bridge resource, VoiP gateway resource 
Devi c e groups and poolsfor large system management 
Devi c e mapping troi·IP address to MAC addre$ 
Distinctive ring perline 
Oynamic Host Configuration Protocol (DHIP) block IP assignment·phones andgateways 
Dialed number transation table (inbound/outJound translation) 
Dialed Number ldentification Service (DNIS) 
Enhanced 911 servi c e 
H.323-compliant interface toH.323 clients, gatewa\5. and gatekeepers 
lndividualline Call Waiting Alert Configuration 
JTAPI1 .2 computer telephony interface 
lDAP version 3 directory interface to selected vend[J''s lDAP directories 
• Active Directory 
• Netscape Directory Serve r 
Manager Assistant 
Mappablesoftke\5 
MGCP signaling and contrai to selected Cis:o VoiP gatewa15 
Multilevel Administration Access (MlA) 
Native supplementary services support to Cisco H.323 gateways 
Network Specific Facilities Paperless phone DNIS.display driven button labelson phones 
Performance montoring SNMP statistics from applicationsto SNMP manageror to operating 
system 
Performance Montar 
QoS statisticsrecorded per c ali 
Q.SIG Support 
Redirected DNIS(RDNIS), inbound, outbound (tl H.323 devices) 
Select specifiedline appearance to ring; Select specified phone to ring 
Single COR per cluster 
Single point 9(Stem/device configuation 
Sortable component inventorylist by device, user. ar line 
S',Stem event reporting-to rommon syslog ar operating s',Stem event viewer 
TAPI2.1 computertelephony interface 
Time-zone configurable per phone 
XMl API into IP phones (794X/6X) 
Zero cost automated phone moves; Zero cost phoneadds 

~L_C_i_sc_o_C_a_II_M_a_na~g~e_rJ_.J ____________________________________ ~ 
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Feature Cisco CaiiManager 3.31 

Summary of Usar Features Answer/answer release 
Auto-ans.verPintercom 
Call connectim 
Call coverage 
Call forward-all (off-net/orrnet); Call forward-busy; Call forward-no ans.ver 
Call hoi!Vretrieve 
Call parWpickup; Call pickup group-uni.lersal 
Call status per line (state, dUJation, number) 
Call waiting/retrieve 
Calling Une ldentification(CLIO); Calling party nameidentification (CNIO) 
Calling Une ldenlifiation Restriction (CLIR) 
Oirect inward dia I (010; Oirect outward dia I (000) 
Oirectory dialfrom phone-corporate, 2personal 
Oirectories-missed, placed, received calls list stored on selected IP phones 
Oistinctive rilg (on-net vs. off-net); Oistinctive ring per phone 
Orop last conference party(ad-hoc conferences) 
Extension mobility support 
Hands-free, full-duplex speakerphone 
HTML help access from phone 
Last number redial (off-net/on-net) 
Mes.sage wa~ing indication 
Multiparty conference-Ad-hoc with add-on, Meet-me 
Multiple line appeamnces per phone 
Music-on-hold 
Mute capablity from speakerphoneand handset 
On-hook dialing 
Operator attendant-VIéb-browser interface,loop key notification, logon/logoff, bustavailable, 
left/righthand access, headJilone access, busy lamp field, directstation select, drag and drop 
transter. c ali status (state, duration, and number) 
Privacy 
Real-time lbS statistics through http brow!! to phone 
Recent diallist-callsto phone, calls from phone, auto-dial, and edit dia I 
Single button data collaboration orSoftPhone-chat, whiteboard, and app !haring 
Single directory numbe' multi pie phones-bridged line appearances 
Speed dial-multiple speed dials per phone 
Station volume controls (audio, ringer) 
Transfer-with consultation hold 
User-configured speed dia I and c ali forward through Vléb access 
Web services accessfrom phone 
Wideband audio c ode c support-proprietary16-bit resolution, 16kHz sampling rate c ode c 

1. Additional RAM may be required in Media Convergence Servers to support existing and enhanced services in 
Cisco CaiiManager 3.3. 

2. lndicates new te ature o r servi c e for Cisco CaiiManager version 3.3 

For More lnformation 

See the Cisco CallManager Web sites: http://www.cisco.com/go/callmgr 

' ! 
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, S~~~·~~sco IP Contact Center (IPCC) ~nter~~ise E.diti~n . . 
( ();3 V.. . \~' sco IP Contact Center (IPCC) Enterpnse Ed1t1on dehv~rs mtel!1gent contact routmg, 
\ ~ · 1\ • j c 11 ~reatment, network-to-desktop computer te.lephony mtegratwn (C~I~, and 
"'- r' ./ ult1-channel contact management over an IP mfrastructure. By combmmg 
\~;J:)'multi-channel automatic call distributor (ACD) functionality with IP telephony in a 

unified solution, Cisco IPCC Enterprise enables companies to rapidly deploy a 
distributed contact center infrastructure. 

Cisco IPCC Enterprise Edition segments customers, monitors resource availability, and 
delivers each contact to the most appropriate resource anywhere in the enterprise. The 
software profiles each customer using contact-related data such as dialed number and 
calling line ID, caller-entered digits, data submitted on a Web form, and information 
obtained from a customer profile database lookup. At the same time, the system knows 
which resources are available to meet the customer's needs based on real-time 
conditions (agent skills and availability, interactive voice response [IVR] status, queue 
lengths, and so on) continuously gathered from various contact center components. 

Cisco IPCC Enterprise provides a state o f the art VoiP contact center solution that 
allows seamless integration o f inbound and outbound voice applications with Internet 
applications including real-time chat, Web collaboration and e-mail. This integration 
allows for unified capabilities, enabling a single agent to support multiple interactions 
simultaneously regardless o f the communications channel the customer has chosen. 
Since each interaction is unique and may require individualized service, Cisco provides 
contact center solutions to manage each interaction based on virtually any contact 
attribute. 

Furthermore, Cisco can bridge the gap between TOM and IP infrastructures, providing 
a seamless integration o f voice, chat, e-mail, and Web collaboration applications o ver 
both of these technology platforms. This allows companies to preserve the value o f 
their existing investments in call center products such as ACDs, IVRs, PBXs, etc. while 
leveraging Cisco's wide range ofsolutions to support the same contact center 
requirements in a converged network environment. 

Key Features 1 

• Full Scalability from less than a hundred to thousands of seats 
• Multi-channel interaction-Web collaboration with chat and callback, email, 

voice mail and fax routing 
• Multi-site Contact Centers support; CRM Integration 
• Cradle-to-grave contact call detail records 
• Common agent and supervisor desktops across all Cisco customer interaction 

management products 
• Pre-defined and custam historical reports; Real-time reports integrated in the agent 

and supervisor desktops 
• Support for custom call treatment for calls in queue includes support for music in 

queue and custom messaging 
• Standard screen pop allows any caller-entered information to be popped to the agent 
• Full support for agent/supervisor interaction via chat 
• Ability to pre-define agent-supervisor messages 

1. Abbreviated list of IPCC Features 

• Cisco IP Contact Center (IPCC) Enterprise Edition 
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Selected Part Numbers and Ordering lnformation 1 
... --:··~ 

Cisco IP Contact Center 
IPC-Bundle lncludes- ICM, I Call Manager PG, 11VR PG, 24 Agent Desktop Licenses, 1 Supervisor 0~-~~~,: .• -~-·"\ 

Ucense, 1 ~'f.il:em Manager AW~- full, 1 full documentation !llt plus on-line document~tio~· 'g Q 33 
IPC-AGTCTD-L C1sco Toolk1t Desktop For I PCC License \ :, ~ 

IPC-SUPCTS-L Cisco Toolkit Supervisor For IPCC License \ , \ ,, A · / 
IPC-AGTCAD-L Cisco Agent Desktop fur I PCC License . , >~-... -/.:.: 
IPC-AGTCADCTI-L CiscoAgentDesktop fur IPCC With CTI License . ... .::_:_;_,JY 
IPC-SUPCSD-L Cisco SupervisorDesktop For IPCC License 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco IPCC Enterprise Edition Web site: http://www.cisco.com/go/ipcc 

Cisco IPCC Express Edition (Formerly IPI CO) 
Cisco IPCC Express Edition is an inexpensive, easy-to-install, and easy-to-use 
automatic call distributor (ACD) for enterprise organizations. It is seamlessly 
integrated with all other customer response applications, including Cisco IP Interactive 
Voice Response (IP IVR) and Cisco IP Automated Attendant (IP AA). Key benefits of 
IPCC Express include: it provides a low-cost, entry-level ACD that is easy to install, 
administer, and use; it supports multimedia (voice, data, and Web) access when used 
with Cisco IP IVR; it provides complete customization tools for call flow scripts; and 
it supports seamless integration with Cisco customer response applications . 

Cisco IPCC Express is available as two packages: Cisco IPCC Express Standard and 
Cisco IPCC Express Enhanced. The Standard version is priced for entry-level users, 
allowing you to capture opportunities in the small and medium-size business market 
segment. The Enhanced version offers a full-featured ACD for entry- to mid-size 
contact centers. The Enhanced version also provides a migration pathway to Cisco IP 
Contact Center (IPCC), Cisco's premier contact center product. 

Key Features 1 

• Browser-based Cisco IPCC Express administration is fully integrated with Cisco 
CallManager browser-based administration 

• Cradle-to-grave contact call detail records 
• Standard screen allows any caller-entered information to be popped to the agent 
• Pre-defined or custom historical reports 
• Real-time reports within the agent and supervisor desktops 
• Common agent and supervisor desktops across all Cisco customer interaction 

management products including Cisco IPCC Express Standard, Enhanced and 
Cisco IP Contact Center Enterprise (formerly IPCC) 

• Localization 
• Full support for agent/supervisor interaction via chat; Ability to pre-define 

agent-supervisor messages 
• Full IP call queue points and prompt; Collect voice interaction capabilities 
• Optional Automatic Speech Recognition (ASR) and Text to Speech (TTS) 

capabilities 
• Support for custom call treatment such as music for calls in queue 

1. Abbreviated list of IPCC Features 
f~ClS n° 03/2005 - I.N 
CPMI - CORREIO~ · 

Cisco IPCC Edition (Formerly IP ) 

... -

3697 
[)o c: ------



Chapter 4 IP Telephony, Video, & Web Collaboration 

_i ··_ · · ,::;:)~~- lected Part Numbers and Ordering lnformation 1 

/ Ü :J 'J- ~~ IP lntegrated Contact Distribution (ICD) 
. ~ ~ I D-,.G-STD-8S SW Standard ICO 30 Standard 8undle 
· \ {1' ~cop.G-STD-88 8id Set ICO 3.0 Standard 8undle 
', '' .... ...__ ... __...;âÇli-3.X-S-AGT1 1 Cisco StandardAgentDesktop ICD 3.X 
··,....__;' ,_. • ->~1C0-3.X-S-AGT5 5 Cisco Standard Agent Desktops ICO 3.X .....,______ 

ICD-3.X-S-AGT10 
ICD-3.X-S-AGT25 
ICD-3.X-S-AGT!D 
ICD-3.X-S-SUP1 
ICD-3.X-S-HIST1 
ICD-3.G-ENH-8S 
ICD-3.X-E-AGT1 
ICD-3.X-E-AGT5 
ICD-3.X-E-AGT10 
ICD-3.X-E-AGT25 

10 Cisco Standard Agent Desklops ICO 3.X 
25 Cisco Standard Agent Desktops ICO 3.X 
50 Cisco Standard Agent Desklops ICO 3.X 
1 Cisco Standard Supervisor Desktop ICO 3.X 
1 Cisco Standard Historical Reporting laJ 3.X 
ICO 3.0 Enhanced 8undle 
1 Cisco EnhancedAgent Desktop ICO 3X 
5 Cisco Enhanced Agent Desltops ICO lX 
10 Cisco Enhanced Agent Deitops ICO 3X 
25 Cisco Enhanced Agent Dettops ICO 3X 

ICD-3.X-E-AGT50 50 Cisco Enhanced Agent Deitops ICO 3X 
ICD-3.X-E-SUP1 1 Cisco Enhanced S!pervisor Desktop ICO lX 
ICD-3.X-E-HIST1 1 Cisco Enhanced HStorical Reporting ICO 3.X 

1. This is only a small subset of ali parts available via URllisted under ~ For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco IP Integrated Contact Distribution Web site: 
http://www.cisco.com/go/icd 

Cisco IP IVR 
Cisco IP IVR, an interactive voice response (IVR) solution, provides a feature rich 
foundation for the creation o f an IP-based Cisco IP IVR that is open and expandable. 
Written in Java to provide customer flexibility, IVR includes the following features: 

• Multimedia (voice/data/Web) IP-empowered application-generation environment 
• Support for optional Automated Speech Recognition (ASR) and Text-to-Speech 

(TTS) 
• Support for VoiceXML 
• Multiple Language support 
• Cisco IP IVR can be located in anywhere the IP network 
• Offers web-based activation and administration 
• Flows (the IP IVR applications) are stored in an industry standard LDAP directory 
• Cisco IP IVR is sold with Cisco CallManager and can be co-resident on the same 

server as CallManager or can function on a separa te, dedicated media convergence 
servers (MCSs) o r Cisco-approved customer provided server 

• Packages available to scale up to 60 ports 
• Cisco IP IVR offers enhanced scalability 

Cisco IP IVR 
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Cisco Unity-Unified Messaging and Voice Mail - :: :.~.0 
Cisco Unity is a powerful Unified Communications server that provides advanced, -~ .. \ 
convergence-based communication services and integrates them with the desktop : g O 3) J 

applications business professionals use everyday, improving customer service and ... ..ti . / 
productivity. Designed for enterprise-scale organizations, Cisco Unity delivers unifie<l ·····;-- :··i:) 
messaging that gives subscribers the ability to access and manage messages and cans-·- -- -··· 
from anywhere, at any time, regardless of device or media type. Subscribers can listen 
to e-mail o ver the telephone, check voice messages from the Internet, and if a fax server 
is present, forward faxes to any local fax machine. Cisco Unity voice messaging 
features robust automated attendant functionality that includes intelligent routing, and 
easily customizable call screening and message notification options. Cisco Unity 
supports localized versions in multiple languages and supports multiple languages on 
a single system. 

Cisco Unity's optional digital networking module enables connectivity to other Cisco 
Unity servers at the same site via the LAN or remotely via WAN. Digital networking 
gives users the ability to send subscriber-to-subscriber messages anywhere in the 
world. 

Cisco Unity supports both Cisco CallManager and leading legacy telephone 
systems-even simultaneously-to help smooth the transition to IP telephony and 
protect existing infrastructure investments. Built on a scalable platform, it uses 
streaming media and an intuitive HTML browser-style system administration interface. 
Costs are minimized when Cisco Unity's server architecture is truly unified with an 
organization 's data network. 

Key Features 
• Architecture allows IT staff to set one back-up procedure, one message storage 

policy, and one security policy 
• Enhanced scalability allows up to 72 ports per server; up to 7,500 subscribers per 

server; or a total o f 250,000 users in an Exchange environment or 100,000 users 
in a Domino environment 

• Support for Exchange 2000/Active Directory as the single message store and 
directory; AMIS-A and VPIM interoperability for Exchange systems 

• Enhanced networking for large deployments-support for complex TDM 
telephone networks (multiple dialing domains) 

• Support for multiple CCM clusters; ability to light Message Waiting Indicators 
• With Exchange/Domino off-line, utilizes pre-MTA queue to take messages and 

give basic message access; Support for Lotus Domino as the single message store 
• Fault-tolerant system tools-robust security, file replication, event logging, and 

optional software RAID leveis 0-5 
• Support for Windows 2000 1 in a mixed/native mode 
• Unity Inbox/VMI (Visual Messaging Interface) is an Internet Explorer-based 

voice mail inbox providing unified messaging 
• Unity Bridge provides advanced message interchange functionality with legacy 

Avaya/Octel voice mail systems-unlocking proprietary networking to deliver 
open standards-based IP migration 

Cisco Unity-Unified Messaging and Voice Ma 

3697 
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Specifications 

Cisco Unity Servers 
UNITY-SVR1400-1A Dell1400; rack-mountable;(W2K includedl 
UNITY-SVR2500A-1A Dell2500; rack-mount; 512MB; RAIO 1 (W2K includedl 
UNITY-SVR2500C-2A Dell2500; rack-mount; 1GB; RAIO 5, 2nd CPU, Win2K 
UNITY-SVRX232-1A IBM x232 rack; 512MB; RAIO 1 (W2K includedl 
UNITY-SVRX232-2A IBM x232 rack; 1GB; RAIO 5, 2nd CPU (W2K includedl 
UNITY-SVRL57D-1A Compaq Ml.S70 rack; 2GB; RAIO 1 (x21. RAIO 5, Dual CPU, Win2K 
UNITY-SVRL570-2A Compaq Ml.S70 rack; 4GB; RAIO 1(x21. RAIO 5, Quad CPU, Win2K 
UNITY-SVR7827-1A MCS 7~7 rack:(W2K included) 
UNITY-SVR7837-1A MCS 7837 rack; 512MB; RAIO 1 (W2K incudedl 
UNITY-SVR7847-2A MCS 7847 rack; 1GB; RAIO 5, 2nd CPU (W2K inci.Jdedl 
UNITY-EXP-CHAS= Expansion chassis 
Cisco Unity 3.1 Unified Messaging and Voicemail Software 
UNITYU5D-4-3.1= Unity Unified Messaging, 50 users (includes4 sessionst 
UNITYUI00-8-3.1= Unity Unified Messaging, 100 users (includes8 sessionst 
UNITYU200-12-3.1 = Unity Unified Messaging, 200 users (includes 12 sessionst 
UNITYUJ00-16-3.1= Unity Unified Messaging,IJD users (includes 16 sessionst 
UNITYUS00-24-3.1= Unity Unified Messaging, !iDO users (includes24 sessionst 
UNITYU875-32-3.1= Unity Unified Messaging, 875 users (includes32 sessionst 
UNITYU1175-40-3.1= Unity Unified Messaging, 1175 users (includes 40 sessionst 
UNITYU11110-48-3.1= UnityUnified Messaging,1600 users (includes48 sessionst 
UNITYU2200-60-3.1= Unity Unified Messaging, 2200 users (includes60 sessionst 
UNITYU2!!i0-72-3.1= Unity Unified Messaging, 2950 users (includes 72 sessionst 
UNITYV50-4-3.1= Unity Voice Messaging, 50 users (includes 4 sessionst 
UNITYV1()().8-3.1= Unity Voice Messaging, 100 users (includes8 sessionst 
UNITYV2()().12-3.1= Unity Voice Messaging, 200 users (includes 12 sessionst 
UNITYVJ00.16-3.1= Unity Voice Messaging, 300 users (includes 16 sessions) 
UNITYV5()().24-3.1= Unity Voice Messaging, 500 users (includes 24 sessionsl 
UNITYV875-32-3.1 = Unity Voice Messaging, 875 users (includes 32 sessions) 
UNITYV1175-40-3.1 = Unity Voice Messaging, 1175 users (includes 40 sessions) 
UNITYV16!D-48-3.1= UnityVoice Messaging, 1600 users (includes48 sessionst 
UNITYV221D-60-3.1= Unity Voice Messaging, 2200 users (includes 60 sessions) 
UNITYV29!D-72-3.1 = Unity Voice Messaging, 2950 users (includes 72 sessions) 
Cisco Unity Languages and Real Speak TTS 
UNITY-RS-2Ml= Unity, 2-port Real Speak TIS, US Eng, UK, r, Ger, Euro Sp 
UNITY-RS-4Ml= Unity, 4-port Real Speak TIS. US Eng, UK, r, Ger. Euro Sp 
UNITY-RS-6ML= Unity, 6-port Real Speak TIS. US Eng, UK, r, Ger, Euro Sp 
UNITY-MULTILANG= Multiple Language 9.lpport 
UNITY-TWOLANG= Add support for a !l!cond language 
UNITY-AMIS= Unity, AMIS-A networking 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco Unity site: http://www.cisco.com/go/unity 

• Cisco Unity-Unified Messaging and Voice Mail 
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Cisco Personal Assistant / /gro.:z< 
.( t -

Cisco Personal Assistant streamlines communications with personal call rules, speà,,cli .L} . 
recognition, and productivity services for IP phones. As an integral part of Cisco \. ·~>--.. -.. -~ 
AVVID (Architecture for Voice, Video and Integrated Data), it interoperates with · ·· · ·-~!._:~ 
Cisco CallManager and scales to meet the present and future needs ofyour employees. 
Users can access voice mail, dial by name, and conference from any telephone using 
speech recognition instead ofthe telephone keypad. The Web-based and telephone user 
administration interfaces allow users to forward and screen calls in advance or in real 
time. The phone services enable users to check e-mail, voice mail, calendar, and 
personal contact information using the large, pixel-based LCD and interactive soft keys 
on the Cisco IP Phone 7940 or 7960. 

Key Features 

• Ubiquitous Access: Cisco Personal Assistant with Speech Recognition and IP 
Phone Productivity Services integrate with Cisco CallManager, Cisco Unity, and 
Microsoft Exchange within Cisco AVVID to streamline communications 

• Automatic Speech Recognition (ASR): Speech recognition interface allows users 
to utilize simple voice commands to perform tasks such as retrieval, replying, 
recording, and deletion o f voice messages; Entries can be dialed from personal 
address books or the corporate enterprise Lightweight Directory Access Protocol 
(LDAP) directory; Users can synchronize their Microsoft Exchange contact lists 
with their personal address books for quick name-dialing and ad-hoc group 
conferencing; Access to sensitive features such as voice mail is controlled by user 
authentication 

• Manage lnbound and Outbound Calls (Rules-Based Routing): Using a Web 
interface to create rules, users can forward and screen calls based on caller 
identification, time of day, and meeting schedules; With "follow me," a special 
rule that uses speech recognition, users can forward all calls to a phone number 
immediately; Users can activate sets ofpre-created rules from any telephone 

• CalendarView: Users can keep track of appointments right on the IP phone, 
directly from the Microsoft Exchange server with no synchronization necessary. 
In addition, users can choose to be notified of an upcoming event on the phone 
display or by pager 

• MailView: Cisco Personal Assistant presents users with access to e-mail and Cisco 
Unity voice-mail messages in the inboxes on the corporate messaging server. 
Users can access messages from a conference roam, lobby phone, or colleague's 
phone, as well as their own. Any operation performed on the messages using 
MailView is automatically reflected in Microsoft Exchange and Cisco Unity; 
Cisco Persnnal Assistant interfaces with Microsoft Exchange and IMAP 4 
message stores for MailView features . 

Specifications 

Feature Cisco Personal Assistant 
Platform Cisco Media Convergence Sener MCS·7825H·2.2·EVV1 and MCS·7835H·2.4·EW1 
Web Serve r Requirements Basic Web Serve r: Microsoft IIS 4.0 or late r 
for IP Phone Productivity Separate server for Cisco PersonaiAssistant Serve r and Speech R!cognitionServer 
Services Platform 
Software Compatibilitv Cisco CaiiManager 3.1+. 3.2+. and 33+ Cisco Unitv 2.46+,3.0+, and 4.0+ for voice·mail features Microsoft 

Exchange5.5 and Exchange :OOOfor calendaç e·mail, contact S'flchronization features 

' ! 
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Selected Part Numbers and Ordering lnformation1 

_,~.-;:r-....., Cisco Personal Assistant 
,/ : ;;:..... ~-PASR1.3-SVR2S Cisco Personal Assistant 1.2 Serve r Software with Speech Recognitionl 

/ _/' - ~W-f.ERSPROO-USR= Personal ProductivityUser Ucense 
' 0 [f ~-~ERSPROO-USR10= Personal Productility 10 Use r License , fb 1'1 • ~W-JJASR1-KX= Cisco Personal Assistant 1.2, Expansion Speech Recognition Sessio~ 

\ '\~,. r • __ ,,._j.ihis is only a small subset of ali parts_available via U~L l!ste~ under HFor More lnformation.ft Some parts 
"~;~-.....,.,;'",..= l' · / h ave restncted access o r are not ava1lable through d1stnbutJon channels. Resellers: For latest part number 

·---"·/ and pricing info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited 
country availability). 

2. Cisco Personal Assistant can be purchased with an MCS-7825H-2.2-EW1 o r an MCS-7835H-2.4-EW1 media 
convergence server. 

3. Various session combinations available. 

For More lnformation 

See the Cisco Personal Assistant Web site: http://www.cisco.com/go/personalassist 

Additional Cisco IP Telephony Applications 
Cisco SRS Telephony 

Survivable Remote Site Tel~_phony (SRS Telephony) provides key backup telephony 
functions at remote branch office rout~rs if connectivity to the centrally-located Cisco 
CallManager fails (i .e. WAN link is interrupted). In this case the SRS Telephony­
enabled router will take over and provide basic telephony service (including off-net 
calls to 911). Introduced in Cisco lOS Release 12.1.5YD, the application is ideal for 
enterprise organizations looking to cost-effectively deploy IP telephony in their branch 
office location. Cisco lOS Release 12.2(13)T added SRS Telephony 2.0 features on 
Cisco 1751, 1760,2600,2600 XM, 2691,3600,3725/3745, IAD 2400, Catalyst4000 
AGM, and Cisco 7200 series o f routers. SRS Telephony 2.1 features are available in 
12.2(11)YT on Cisco 1751, 1760, 2650, 2600XM, 2691, 3640/3640A, 3660, and Cisco 
3725/3745 routers. 

SRS Telephony 2.0 features: Huntstop support; Music/Tone on Hold; Class of 
Restriction; Distinctive Ringing; Global forwarding to voicemail across PSTN during 
Cisco CallManager fallback; TCL based simple AA and IVR on local gateway (SRS 
Telephony router); Transfer across H323 network of Cisco endpoints; Alias lists for 
single number to be designated for unregistered phones 

SRS Telephony 2.1 features: Internationa1 language support; Call forward 
no-answer/busy to Unity server with Personal Greeting; Cisco 7914 and 7935 support; 
VG248 support 

For More lnformation 

See the Cisco SRS Telephony Web site: http://www.cisco.com/go/srs 

Additional Cisco IP Telephony Applications 
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/ >/ "" Cisco IP Phone Messenger { /'gOQ-:::r \ 
The Cisco IP Phone Messenger (IPPM) is a productivity application, providing\ \\ } 
enhanced, real-time collaboration for Cisco AVVID IP Communications systems\. '';~~-~~·/,, 
Cisco IPPM extends the benefits o f Instant Messaging and Presence to Cisco ~: .. Y · 
CallManager networks, allowing users to send and receive instant messages on Cisco 
7940 and 7960 IP phones. Cisco IPPM interworks with IBM Lotus Sametime and MSN 
Messenger clients and supports the IETF SIMPLE (RFC-3428) protocol for instant 
messaging and presence. IPPM 1.1 requires Cisco CallManager release 3.2 or later and 
is supported on the Cisco 7825 and 7835 Series Media Convergence Servers. 

For More lnformation 

See the Cisco IP Communications Web site: 
http://www.cisco.com/go/ipcommunications 

Cisco IP SoftPhone 

Cisco IP SoftPhone 1.3 is a PC based application that allows you to use your phone 
extension from wherever you connect to your corporate IP network, even over the 
Internet when using a VPN client. 

It's dual mode operation allows you to either control a physical IP phone, or perform 
ali the functions of a phone in standalone mode using your PC's soundcard or a USB 
audio handset or headset. 

Selected Part Numbers and Ordering lnfonnation1 

Cisco Survivable Remate Site Telephony (SRS Telephonyl Licenses 
FL·SRST·SMALL SRS Telephony Site Ucense for the Cisco IAD 2400/2600/3620/Catal',5t 4224 (up to 24 phones) 
FL·SRST·MEDIUM SRS TelephonySite Ucense forthe Cisco 3640 (up to 48 phonesl o r arder multi pie licenses forthe Cisco 3660 

(up to 144 phones, each SJpports upto 48 phonesl 
Cisco IP SoftPhone 
SW·IPSOFTPHONE25= Cisco IP Soltphone CO; 2i licenses (licenses also available for 1, 50, and 100 usersl 

For More lnformation 

See the Cisco IP SoftPhone Web site: http://www.cisco.com/go/softphone 

Cisco IP Manager Assistant1 

Cisco IP Manager Assistant is a tool that allows an assistant to provide call coverage 
for up to five managers simultaneously. When a user is configured as an IPMA 
manager, they are associated with a primary and secondary assistant. The configured 
manager is always logged onto the service and selects the preferred assistant from the 
7960 services menu. Features available to the manager are initiated from softkeys on 
the manage 's phone. Assistant user features are initiated and managed from a PC-based 
application named the Assistant Console . 

1. IP Manager Assistant is available as part of Cisco CaiiManager 3.3 for no adun•f.1}4 ~~ ·'" "' a' 

Additional Cisco IP Tel hony 
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Key Features 

• Manager tools: 7960 IP phone-selection of assistant from pre-configured list; 
.· ;~'~\ Divert All, Immediate Divert, Transfer to Voice Mail, Intercept, DND, SetWatch, 
/ / ~ 1; Assistant Watch, Call Filtering feature invocation; display of toggled feature 

fa.. oJ10 j" .!;tatus for Divert All, Filtering, DND, Assistant Watch and Assistant availability; 
· \u f-.· / ./speed dial and line appearance configuration for intercom functionality; Manager 
"·,''-...·- .. --~A<~. / Desktop-secure, browser-based access to configuration for default assistant 
"-...~ .... :)/ assignment, Divert Ali target, Immediate Divert target and filter list (CLID) 

configuration. 
• Admin Assistant Tools: 7960 IP Phone/7914 line extender-speed dial and line 

appearance configuration for intercom functionality; 7960 IP phone-invocation 
o f new softkey features including Transfer to Voice Mail and Immediate Divert, 
speed dial to manager's intercom line; Assistant Console application-Windows 
application installed on assistant PC. GUI consistent with CallManager Attendant 
Console application. User-sizable application window and panes 

Specifications 

Feature Cisco IP Manager Assistant 
Platform Media Convergence Serve r (MCS) 
Software Compatibility Cisco CaiManager version 3.3 

Assistant ConsoleApplication-Microsoft Windows98, NT desktop, ME, 2000 Desktop and XP 

For More lnformation 

See the Cisco Media Convergence Server Web site: http://www.cisco.com/go/ipma 

Cisco Conference Connection 

Cisco Conference Connection (CCC) is designed for small to medium enterprises and 
remote offices o f larger enterprises. Cisco Conference Connection facilitates relevant 
participation regardless o f location, enables faster decisions, and eliminates travei cost 
and time and disruptions caused by requirements for a physical conference room 
presence. Typical applications include service calls, project management, sales 
reviews, corporate announcements, customer and employee training, and other 
business meetings. This application is ideal for enterprieses trying to increase 
productivity while reducing expense. Simple web-based interface enables employees 
to manage their conference schedules and eliminates the service charges to conference 
service providers. 

For More lnformation 

See the Cisco Conference Connection Web site: 
http://www.cisco.com/en/US/products/sw/voicesw/ps752/index.html 

• Additional Cisco IP Telephony Applications 

·*''* 
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Cisco MCS 7800 Series Media Convergence Servers 
Cisco MCS 78151-2000 

The Cisco MCS 78151-2000 provides an entry 
levei tower server equipped with ao Intel 
Pentium™ 4 2000MHz processar, 40GB ATA 
hard drive and single non-hot swap power 
supply. An optional tape backup is available 

l'rt;. .. .. '!I t . -
' - - . 

on some models o f the MCS 78151-2000. 

Cisco MCS 7825H-2266 

The Cisco MCS 7825H-2266 provides an entry levei rack mount server that occupies 
only one rack mounting space. This server is equipped with an Intel Pentium™ 4 
2266MHz processor, 40GB ATA hard drive and a single non-hot swap power supply. 
An optional tape backup is available on some models of the MCS 7825H-2266. 

Cisco MCS 7835H-2400 and Cisco MCS 78351-2400 

These Cisco MCS platforms provide a highly available mid-level rack mounted server 
solution that is equipped with an Intel Prestonia Xeon™ 2400MHz processar, up to six 
hot-swap Small Computer Systems Interface (SCSI) hard disks, a Redundant Array of 
Independent Disks (RAID) 110 Controller, hot swap fans and redundant hot swap 
power supplies. An optional tape backup is available for some models of the MCS 
7835H-2400 and MCS 78351-2400. 

Cisco MCS 7845H-2400 and Cisco MCS 78451-2400 
These Cisco MCS platforms provide a powerful and highly reliable high levei rack 
mounted server solution that is equipped with two Intel Prestonia Xeon™ 2400MHz 
processors, up to six hot-swap SCSI hard disks, RAID 110 controller, redundant hot 
swap fans and redundant hot swap power supplies. An optional tape backup is 
available for some models ofthe MCS 7845H-2400 and MCS 78451-2400. 

Specifications 

Cisco Cisco Cisco Cisco Cisco MCS 
MCS-78151-2000 MCS-7825H-1266 MCS-7835H-2400 MCS-78351-2400 7845H-2400 

Cisco MCS 
78451-2400 

Intel Pentium® 4 
200Q-MHz processor 
512KB L2 Cache 
512MB SDRAM 
40GB ATA/1 00 Hard 
Oisk 
1.44MB Floppy Oisk 
OVO Orive 
lntegrated /fJA 
Controller 
Single 10/100/1000 
Ethernet NK: 
Tower S.,stem with 
optionalrnck mount 
kit. 

Intel Pentiurr® Intel Xeon®240Q-MHz lnte1Xeon®2400-MHz Dual Intel Xeon® Ouallntel Xeon® 
2266-MHz processor processor 512KB Cacheprocessor 512KB 240Q-MHz processor 240Q-MHz processor 
512KB L2 CacheSORAMsoRAMisconfiguration Cache 512KB Cache 512KB Cache 
IS configuratlon dependant SORAM is SORAM is SORAM is 
dependant Hard Oisk is configuration configuration configuration 
Hard 01sk 1s configuration dependant dependant dependant 
conf1gurat10n dependant Hard Oisk is Hard Oisk is Hard Oisk is 
dependant . SCSI Controller. configuration configuration configuration 
1.44MB Floppy 01sk 0 llO/lOO/lOOO dependant dependant dependant 
OVO Orive Et~aernet NK:2U Rack SCSI Controller. SCSI Controller. SCSI Controller. 
Hard Oisk Controller is Mount S\5tem. Ouall0/100!1000 Ouall0/100/1000 Ouall0/100/1000 
configuration Ethernet NK:2U Rack EthernetNIC2U Rack EthernetNIC2U Rack 
dependant Mount S\5tem Mount S\5tem Mount S\5tem 
Ouall0/100/1000 
Ethernet N [1 U Rack 
Mount S15tem 

1 l \ 
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Selected Part Numbers and Ordering lnformation1 

..... -;:~-;- Cisco Media Convergence Server 78151-2110011 

.. :.>·..:··-··~ CS-78151·2.0-EW1; CS-78151-2.HCS1 Cisco Media ConvergenceServer 78151-2000 

/ Ü J- lJ, \ Ç . co Media Convergence Server 7825H-22&6 
! ~ l MqS-7825H-2.2-EW1; MCS-7825H-2.2-ECS1 Cisco Media Convergerce Server7825H-2266 

, \ F' · ) C~co Media Convergence Server 7835H-2400 
, \'-.... ~·/' :.: .. f111CS-7835H-2.4-EW1; MCS-7835H-2.4-ECS1 Cisco Media Convergerce Server7835H-2400 
' ·,,_ r ~-.: .... ;.~ . ~:./Cisco Media Convergence Serve r 78351-2400 

~ . ...__ ,_-r"' 
·• MCS-78351-2.4-EW1; MCS-78351-2.4-ECS1 Cisco Media ConvergenceServer 78351-2400 

Cisco Media Convergence Server 7845H-2400 
MCS-7845H-2.4-EW1; Cisco Media ConvergenceServer 7845H-2400 
MCS-7845H-2.4-ECS1; MCS-7845H-2.4-ECS2 

Cisco Media Convergence Server 78451-2400 
MCS-78451-2.4-ECS1; MCS-78451-2.4-ECS2 Cisco Media ConvergenceServer 78451-2400 

Cisco Media Convergence Server 78551-1500 
MCS-78551-1 .5-ECS1; MCS-78551-1.5-ECS2 Cisco Media ConvergenceServer 78551-1500 

Cisco Media Convergence Serve r 78651-1500 
MCS-711i51-1.5-ECS1; MCS-78551-1.5-ECS2 Cisco Media ConvergenceServer 78651-1500 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
See the Cisco Media Convergence Server Web site: http://www.cisco.com/go/mcs 

Cisco ICS 7750 lntegrated 
Communications System 
The Cisco Integrated Communications System 
(ICS) 7750 is a versatile IP telephony and services 
solution that brings the benefits of converged IP 
services to midmarket businesses and enterprise 
branch offices. Call processing, voice applications, 
voice gateways and multiservice IP routing are 
integrated within the system chassis to deliver true convergence while enhancing 
system manageability. The modular system architecture enables expansion of call 
processing redundancy, voice gateway capacity, routing capacity, and IP services to 
deliver system availability and scalability. The ICS 7750 offers quick and 
cost-effective deployment o f powerful applications including unified messaging, 
integrated Web call centers, and data/voice collaboration. 

The Cisco ICS 7750 includes Cisco CallManager software, and combines an IOS-based 
multiservice router/voice gateway, application servers running core voice applications, 
Web-based management, and seamless connectivity to Cisco Catalyst switches . 

Cisco Systems also offers four Cisco ICS 7750 voice packages for convenient and 
cost-effective entry points for customers to deploy IP telephony solutions in their LAN 
networks. These ICS v o ice packages are pre-configured to simplify ordering o f the 
necessary voice components including voice mail for a mid-market business or branch 
si te. 

Cisco ICS 7750 lntegrated Communications System 
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When to Se li 

When a Customer Needs These Features 
.~ 

Sell This Product 

ICS 7750 lntegrated 
Communications System 

• A branch office/midmarlet business with standalone IP teephony needsfrom 35-500 users , /]? 0..2- .::; 
• An end-user customer orpartnerwho wants a single "box" {or platform)IP telelilony solution to easd '-" 
deplo~ent and/or to standardize o~oice configuratons across multiple sites ',, ; \ 

• An existing multiservice data networkcustomer whowants to add IP telephonylunctionality to cre~te "'· ,Ll -
a converged networksolution · 

Key Features 

• Integrated Functionality (includes CallManager for call-processing, multiservice 
router/voice gateway, Web-based management, and core voice applications) 

• Modular chassis architecture features 6 universal slots with hot swapability 
• Modular industry-proven Cisco IOS-based Multiservice Route Processor (MRP) 

delivers data routing and voice trunking; ensures end-to-end QoS 
• Industry-leading selection ofWAN Interfaces 
• World wide selection of voice interfaces 
• Optional redundant power supply and uninterruptible power supply 
• Optional integrated voice applications including Unity voice/unified messaging, 

IVR, contact center 
• Integrated Web/GUI-based system management tool for simple monitoring and 

troubleshooting; Console and Telnet access to CLI system management 
• Automated inventory, discovery, and configuration of desktop devices and 

applications 
• Automated fault management, auto-notification ofproblems via e-mail or pager 
• Compatible with SNMP-based management tools including Cisco Works 2000 
• N+ 1 CallManager clustering enables a backup Cisco CallManager to improve 

system availability 

Specifications 

Feature 
System Switch Processar 

System Alarm Processar 

System Processing Engine 
Multiservice Route Processar 

Dimensions and Weight 
(HxWxD) 
Mounting Options 

Cisco ICS 7750 
Fixed slot card; 10/lOOBaseTautosensing data switch; Two-port RJ-45 connectors; lncludedwith 
each ICS7750 system 
Fixed slot card; lWo serial ports; One console port; Resource Cards; lncluded wi:h each ICS 7750 
system 
Universal slot card; Intel Penium 111700 MHz CPU;1 GB SRAM; 40GB hard disk drive 
Universal slot card; Standard memory: 64MB ORAM {max.128 MB); Memory upgrade {option): 16, 32, 
64MB ORAM; Standard flash memory: 16MB Flash SIMM {max. 80MB); Rash upgrade {option~: 
16, 32, 64MB Aash; modular voiceN/AN interface {VWC) card ~ots percard; Advanced data 
networking feature suppM, including:VPN, IPSec 56 and 30ES, Firewall 
15.75 x 17.25 x 12.5 in. (40.005 x 43.815 x 31.75 cm)Basic configuration-1 MRP, 1 SPE, 1 SSP, 1 SAP (a 
total oi 4cards = 2 fixed cards + 2 universal cards) and 1 power supply): 421b (18.9 kg) 

19 in rack-mount; Standalone 

, • ~ · ..... ... , , ... .._..... . r 
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Selected Part Numbers and Ordering lnformation 1 

Cisco ICS 7750 Voice Packages 
ICS-n50-M1V Cisco ICSn50 FXO-Ml AnalogVoice Package provideseightForeign ExchangeOffice (FXOI 

Cisco ICS 77501 
ICS-n50 
SPE310= 
MRP300= 
MRP3-IIFXOM1= 
MRP3-8FXS= 
MRP3-16FXS= 
UPS-BASE-UNIT = 
UPS-BATT-PACK= 
PWR-AC-n50= 
FAN-TRAY-7750= 
ICS-n50-CHASSIS= 
SAP-n50= 

analog wice interfaces,four analog B<S/DID ports,25 Cisco Unity Voice Messaging 
mailboxes and support for upto 50 Cisco CaiiManager devices. 
Cisco ICS 7750 TI Digital Voice Package provides 24 digital voice channels(DSOs), 8 analog 
FXS interfaces, 50 Cisco UnityVoice Messaging mailboxes and support for up to !DO Cisco 
CaiiManagerdevices. 
Cisco ICSn50 ISDN BRI Voice Package provides four ISDN BRI interfaces(eight B 
channelsl, 50 Cisco Unity Voice Messaging maiboxes and support for up to !liO Cisco 
CaiiManagerdevices. 
Cisco ICS 7750 El Digital Voice Package provides 30 digital voice channels(DSOs), 50 Cisco 
Unity Voice Messagilg maüboxes and supportfor up to !liO Cisco CaiiManager devices. 

Six-slot ICS chassis, SPE310, SSP, SAP, Power Supply& DOC-CD 
S'f.õlem Processing Engine310 (512MB RAM and Window; 2000) 
Multiservice Route Processar 300 with two VIC/WIC slots 
Multiservice Route Processorwith 8-ports FXO-Ml and oneVIC/WIC slot 
Multiservice Route Processar with 8-ports FXS and one VIC,WIC slot 
Multiservice Route Processorwith 16-ports FXO-Ml 
UPS with Standard Battery Pac~ Ethemet Card (120 V for North Ame rica) 
Additional Externai Battery Pack for UPS Base Unit 
AC Power Supplyfor ICS 7750 Chassis 
Fan Trayfor ICS-7750 
ICS-n50 Six-slot chassis & Fan Tray 
S'f.õlem Alarm Processar for ICS n50 

SSP-7750= S'f.õlem Switch ProcesSJr for ICS nso 

Cisco ICS 7750 WAN Interface Card (WIC) Modules (for MRP cards) 
WIC-lDSU-TI= 1-Port Tl/Fractional T1 DSU/CSU WAN Interface Card 
WIC-lT = 1-Port Serial (Tl/El) Async/Sync WAN Interface Card 
WIC-2T = 2-Port Serial (Tl/El)Async/Sync WAN Interface Card 
WIC-2A/S= 2-Port low-speed Serial (up to 12Bkbps) Async/Sync VIAN Interface Card ll)are 
WIC-lDSU-511<4= 1-Port 4-Wire 56Kbps DSU/CSU WAN Interface Card 
WIC-lB-S/T= 1-Port ISDN BRI S/TWAN Interface Card (dial andleased line) 
WIC-1 B-U= 1-Port ISDN BRI U with NT-1 WAN Interface Card dia I and leased~ine 

Cisco ICS7750 Voice Interface Card (VIC) Modules (for MRP cards) 
VIC-2FXS 
VIC-4FXS/DID 
VIC-2DID 
VIC-2FXO 
VIC-2FXO-M1 

VIC-2FXO-M2 
VIC-2FXO-M3 
VIC-4FXO-M1 
VIC-2E/M 
VIC-2BRI-NT/TE 
VWIC-lMFr-Tl 
VWIC-2MFT-T1 

Two-port FXS voice/fax interface card 
Four-port FXS or DIO voice/fax interface card (ports can be configuredfor eitherFXS or 010) 
Two-port 010 voice/fax interface call 
Two-port FXO voice/fax ilterface card 
Two-port FXO voice/faxinterface cardwith battery reversal and caller lO (for North 
America) 
Two-port FXD voice/faxinterface cardwith battery reversal and caller lO (for Europe) 
Two-port FXD voice/faxinterface card y,;th batteryreversal and caller lO (for Aultralia) 
Four-port FXO voice/fax interface card withbatteryreversal and c a ler lO (forN. America) 
Two-port E&M voice/fax interface call 
Two-port IDSN BRI (NT & TE) voiceinterface card 
Dne-port Tl/fractional TI multiflex trunk with CSU/DSU (for CAS o r PR) 
Dual-port Tl/fractional Tlmultiflextrunk with CSUAJSU (forCAS or PRI) 

VWIC-1MFT-E1 One-port El/fractional Elmultiflex trunkwith CSUIDSU (for PR1) 
VWIC-2MFT-E1 Dual-port E1/fractional E1multiflextrunk with CSUAJSU (for PRI) 

Cisco ICS 7750 Packet Voice/Fax DSP Modules (for MRP canis) 
PVDM-256K-4= 
PVDM-256K-8= 
PVDM-256K-12= 
PVDM-256K-16= 
PVDM-256K-20= 

4-Channel Packet Voice/Fax DSP Module 
8-Channel Packet Voice/Fax DSP Module 
12-Channel Packet lbice/Fax DSP Module 
16-Channel Packet lbice/Fax DSP Module 
20-Channel Packet lbice/Fax DSP Module 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts 
h ave restricted access orare not available through distribution channels. 

For More lnformation 

· See the _rcs 7750 Web si te: http://www.cisco.com/go/ics7750 

Cisco ICS 7750 lntegrated Communications System 
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Cisco IAD 2400 Series lntegrated Access 
Device with lOS Telephony Service 
(ITS)1 

The Cisco IAD 2400 Series integrated access 
devices (IADs) combine data, voice, and vide o 
services over IP and ATM networks to provide cost-effective and efficient means of 
delivering high-speed Internet and voice services to small- and medium-sized business 
customers-all in a small (1 RU) system. When configured with optional ITS software, 
the IAD 2400 is ideal for delivering converged LAN IP telephony in small office 
environments (5-20 phones) that do not require CallManager functionality. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco IAD 2400 Serias Business·class, fully integrated accessdevice 
• lOS Telephony Servi c e (ITS), ideal for small offices (5·20 phones) that donot need Cisco CaiiManager 

capabil(ies 
• Support for !landard phones and IP phones on asingle platform 
• 8 FXS/16 FXS/16FXSt8FXO analog voice ports and 1 T1 digital voice port models 
• T1-PPP. FR, HDLC, ATM, ADSland G.shdsl WAN interfaces 

Key Features 

• Combines high-speed Internet access and toll-quality voice services on single 
IOS-based platform (ITS introduced in Cisco lOS Release 12.1(5)YD) 

• Offers TDM, VoiP, and VoATM (AAL2) on a single platform 
• Seamless migration of customers from TDM-based GR-303 to packet-based 

GR-303 networks or to call agent-based networks 
• Automated remate installation and configuration enabled via Simple Network­

enabled Auto Provisioning (SNAP) and the Cisco Configuration Express tool 

Competitiva Products 
• Adtran: TA850, TA750, TABOO 
• Carrier Access: Adit 600 
• Coppercan: MXR 400 

Specifications 

Feature 
Fixad LAN Ports 
Fixed WAN Ports 
Voice Ports 

Processar Speed (type) 
Flash Memory 
ORAM Memory 
Dimensions (HxWxD) 

IAD 2421 
1-port Ethernet (lOBASE-T) 
1-portT1 
Analog: BFXS, 16FXS, 
16FXSt8FXO; Digital: 1 T1 
80 MHz (RISC) 
16MB (Default); 32MB (Max) 
64MB 
1.7 X 17.5 X 11.3 in. 

For More lnformation 

• RAD: LA-110, lA-140 
• Verilink (formerly Polycom): Netfngine 6200, 7200 
• Wave7 Optics: LMG-B 

IAD 2423 
Same as IAD 2421 
1-portADSL 
Analog: BFXS 

Same as IAD 2421 
16MB (Default); 32MB (Max) 
64MB 
Same as IAD 2421 

IAD 2424 
Same as IAD 2421 
1-port G.SHDSL 
Analog: BFXS, 16FXS, 16FXSt8FXO; 
Digital: 1 T1 
Same as IAD 2421 
16MB (Default);32 MB (Max) 
64MB 
Same as IAD 2421 

See the Cisco IAD 2400 Web site: http://www.cisco.com/go/2400 

l.IP Ko.,wltoh ~•p•b;!;tl" ''" "'"'blo wnh 2600 '"' 3600 '"'" ""'"" '"'P K•l'wltoh "')~~' 031~~· 
http://www.crsco.com/go/keyswltch n ' 

Cisco IAD 2400 Series lntegrated Access Device with lOS Telephony Servi CP • CORREI .. . , 
Fls . 

- Doe: 
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Cisco Voice Gateways 
Voice Gateways interface directly to PBXs or public telephone networks to carry voice 
traffic across IP networks-by converting IP calls to standard telephony calls and vice 
versa. They provide connectivity between packet telephony and legacy telephony such 
as PSTN, PBX, fax machines, and other devices. 

Cisco 's fullline o f multiservice routers can also add analog and digital voice gateway 
functionality through the use o f network modules and v o ice interface cards 1, such as 
the Catalyst 6000 Family FXS Analog Interface Module. 

Cisco offers the Cisco VG248 dedicated voice gateway. 

Cisco VG248 V o ice Gateway 

The Cisco VG248 Voice Gateway is a 1 unit high rack mountable device allowing 48 
analog devices (phones, fax machines & modems) to be used with Cisco Call Manager. 
1t enables organizations with large numbers of analog phones (hotels, universities, 
hospitais, etc.) to deploy IP Telephony while maintaining the investment in legacy 
handsets. The analog I ines are full featured ( caller id, message waiting lights, feature 
codes) and the price per port is competi tive with a legacy PBX. 

The VG248 will generate SMDI for the attached analog ports allowing connection to a 
Cisco Call Manager network through legacy voicemail systems. lt shares existing 
SMDI based voicemail systems between the Cisco Call Manager and the legacy PBX. 

Selected Part Numbers and Ordering lnformation 

Cisco VG 248 Voice Getewey 
VG248 48 Port Voice over IP analog phone gateway 

For More lnformation 

See the Cisco Voice Gateways Web site: http://www.cisco.com/go/voicegate 

Cisco IPNC 3500 Series Videoconferencing Products 
The IP/VC 3500 series is for enterprises and service providers who want a reliable, 
easy-to-manage, cost-effective network infrastructure for videoconferencing over their 
IP networks. They consisto f the IP/VC 3511 Multipoint Contrai Unit (MCU, also 
known as a "video bridge"), the IPNC 3521 and 3526 H.320 to H.323 Gateways and 
the IP/VC 3540-Series Videoconferencing System. The Cisco IP/VC product family 
works with H.323-standards-based videoconference client devices from a variety of 
vendors and integrates with legacy H.320 networks. 

• The Cisco IPNC 3511 Multipoint Control Unit (MCU) is a lRU stack/rack-mount 
system enabling adhoc videoconferences between three or more endpoints. 
Multiple participants in multiple locations attend the same meeting with real-time 
interactivity. lt is suitable for small to medium enterprises and remate branch 
offices in larger enterprises 

• The IPNC 3521 and the IP/VC 3526 Videoconferencing Gateways are also 1RU 
stack/rack-mount systems that translate between H.320 and H.323 protocols. The 
IP/VC 3521 provides up to four BRI interfaces and the IP/VC 3526 provides one 
ISDN Tl/El PRI interface 

1. Please see the 1700,2600,3600,7200, 5x00 series in Chapter 1-Routers, Chapter7-Access Products. 
' . 

Cisco Voice Gateways 

. . · . . 



( 

• 

( 

• 
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• The IPNC 3540 Videoconferencing System integrates multipoint control units, 
and gateways I onto a sing1e p1atform for cost-effective dep1oyment ofiP-centr" · · · .~·~ 
videoconferencing networks. In addition, the IP/VC 3540 platform offers T. ~<}·· · '\ 
data conferencing through an optiona1 collaboration server. Customers can dl/fZ OJ 9 \ 
the Rate Matching module which enhances the video composition of any i \, ' 
mu1tipoint conference. Enhanced features such as Rate Matching, a number o \.. !/· .• . 

,.~:-,.., . ._..,.~· .... 
robust Continuous Presence formats and audio transcoding are available ·. · ' ; y ·" 

• The Multimedia Conference Manager (MCM) software is part of Cisco lOS 
Software and available across a wide range of Cisco router platforms, including 
the Cisco 2600/2600XM, 3600, 3700, and 7200 series. As a gatekeeper/proxy, it 
enables network managers to contro1 and secure bandwidth and priority settings 
for H.323 videoconferencing services 

Selected Part Numbers and Ordering lnformation 1 

Cisco IPNC 3500 Series Videoconferencing Products 
IPVC-3511-MCU IPNC 3511 H.323 Videoconference Multipoilt Control Unit 
IPVC-3521-GW-48 IPNC 3521 H.320-H323 VideoconferencingGateway with4 BRI ports 
IPVC-3526-GW-1 P IPNC 3526 H.320-H.323 Videoconferencing.Gateway-1 PAI 
IPVC-3540-MC03A IPNC 3540 MCU Module- 30 Sessions- (also available in 60 and 100 session capacities) 
IPVC-3540-XAM03 
I PVC-3540-RM 
IPVC-3540-GW2P 

IPNC 3540 Audio Transcoderfor30 session MCU (also available for 60 session MCU) 
IPNC 3540 Rate Matching Module (allowsdifferent ratesin the same conference) 
IPNC 35«1 H.320 to H.323 GatewayModule 

IPVC-3540-XAG IPNC 3540 Gateway AudioTranscoder 
IPVC-3540-AS IPNC 3540 ApplicationServer (CPU requiredforT.120 Data Conferencing Server 
IPVC-3540-DSOJ IPNC 3540 T.120 Data Conferencing Server software (also available in 60 sessions) 
MCM lmages IP/H323 (Routers: 2600, 3600, 3700) 
lOS 122(11)T Enterprise Plus/ H323 MCM (Routers: 2600,3600, 3700) 

Enterprise MCM (Routers: 7200) 

1. This is only a small subset of ali parts available. Some parts h ave restricted access o r are not available through 
distribution channels. 

For More lnformation 

See the IP/VC 3500 series Web site: http://www.cisco.com/go/ipvc 

Cisco IP/TV 3.4 
Cisco IP/TV® 3.4 delivers a complete, highly sca1able, bandwidth-efficient so1ution 
for high-quality video communications over enterprise networks. Cisco IP/TV supports 
live video, schedu1ed video, video on demand (VOD), synchronized presentations and 
screen captures, anda wide range ofvideo management functions. The solution enab1es 
a broad specLum of applications for enterprise communications including training, 
corporate communications, business TV, and distance learning. 

Cisco IP/TV 3.4 are purchased as Cisco IP/TV 3400 Series Server appliances or 
software for third party servers. The Cisco IP/TV 3400 Series servers contain 
pre-configured software, preinstalled capture cards, network interface cards, and 
device drivers. The Cisco IP/TV 3400 Series inc1udes the IP/TV 3412 Contro1 Server, 
the IP/TV 3425 and 3425A Broadcast Servers, the IP/TV 3432 Archive Server, and the 
IP/TV 3417 Video Starter System. This product family offers a range of choices to best 
suit large-sca1e enterprise applications, performance requirements, and bandwidth 
availability. 

:ms n" 0~- ~~ -
Cisco IPffV 3.4/ c;r . CORREIOt 
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Selected Part Numbers and Ordering lnformation 1 

.. <~~-..._5·sco IP/TV 3400 Serias Video Servers 
.>·-· ......... , IP -3412-CTRL Cisco IP/TV 3412 Control Server 

. . \2:, 'lP, · .. ~25-BCAST-M Cisco IP/TV3425 MPEG-1, MPEG-2Full DI Broadca~ Server 
. a Q ) 1ft\'-~25A·BCAST·M Cisco IP/TV3425 MPEG-1 Broadcast Server 
; O • IFfr\1-~432-ARCH Cisco I P/TV 3432 Archive Serve r 
\ ._ f>'. JfrTv)3417-START·M Starter Kit 

·, .. ·-.. . ··~·- ••.. -;.tGiSco IP/TV Software 
., . . . ' , . 

.... ··- ---·~/ IPTV-CM-3.4 IP/TV Content Manager 

IPTV-SERV-3.4 
IPTV-SERV-MP4-3.4 
IPTV·START-HDI-3.4 

Broadca!t/Archive Server 
Serverw/ MPEG-4 card & licen!l! 
Starter Kit 

1. This is only a smali subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the IP/TV 3400 series Web site: http://www.cisco.com/go/iptv 

Web Collaboration-Cisco Web Collaboration Option 
The Cisco Web Collaboration Option enables businesses to combine the personal value 
ofhuman interaction with the information value ofthe Web-creating a powerful 
environment for driving increased sales, exceptional service, and customer 
satisfaction. 
The Cisco Web Collaboration Option allows you to add "click-for-help" buttons on 
your Web si te that enable customers to interact with your contact center agents over the 
Web while conducting a voice conversation (PSTN or Voice over IP [VoiP]) or text 
chat. Contact center agents and callers can share Web pages-including personalized or 
dynamically generated pages, complete forros in a collaborative fashion, and share any 
Windows desktop application using nothing more than a Web browser. By facilitating 
effective, personalized assistance designed to greatly enhance the customer experience, 
the Cisco Web Collaboration Option is an ideal solution for both sales- and 
service-oriented contact centers. 
The Cisco Web Collaboration Option can be deployed in apure IP environment or can 
be seamlessly integrated with your organization's existing telephony infrastructure to 
provide automated, blended delivery o f phone and Web-based inquiries. 

Selected Part Numbers and Ordering lnformation 1 

Cisco IP/TV 3400 Series Video Servers 
CCS-CCSSVR Cisco Web Collaboration and Media BlenderSoftware 

1. This is only a smali subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 
See the Cisco Collaboration Server Web site: http://www.cisco.com/go/ccs 

Web Collaboration-Cisco Web Collaboration Option 
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E-Mail Response Management-Cisco E-mail Manager ,/'s~ 
t / '\ 

Cisco E-Mail Manager is a comprehensive, enterprise-class solution for managintigh j 
4 

volumes of customer inquiries submitted to your company mailboxes or Web si } ~ <:? O 
Based on customizable business rules, Cisco E-Mail Manager accelerates the res ~~~ A -,, 
process by automatically directing messages to the right agent or support team, \ . __ ,;-.~~,····:<) 
categorizing and prioritizing messages, suggesting relevant response templates, and, ir-->~ 
desired, sending automated replies. A full-featured, browser-based interface provides 
your agents with the productivity tools and knowledge resources they need to provide 
fast, accurate and personalized responses to your customers. Cisco E-Mail Manager 
gives managers the queue management, reporting and outbound marketing tools they 
need to ensure that desired service standards are met, gain valuable insight into 
customer needs and generate new revenue opportunities. 

Whether you are building a customer support system from the ground up or integrating 
with existing organizational structures and legacy systems, Cisco E-Mail Manager's 
uniquely flexible, extensible and scalable design delivers a cost-effective, 
easy-to-implement strategy for building customer relationships over the Internet. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Email Manager 
CEM-SVR-W 
CEM-AGT 

Cisco Email Manager Serve r (Win 2K) 
Cisco Ema i I Manager Agent Ucense 

1. This is only a small subset of ali parts available via URL listed under uFor More lnformation. u Some parts h ave 
restricted access orare not available through distribution channels . 

Cisco Emergency Responder 
Cisco Emergency Responder revolutionizes enterprise telephony support for E9-l-1 in 
North America, El-1-2 in Europe, and other emergency telephone services across the 
globe. Traditional PBX E9-1-1 implementations in North America support "automatic 
location identification" of emergency callers through daily manual database update 
processes, which limit the frequency of location updates and increase the likelihood o f 
update errors. The Cisco Emergency Responder software application works with Cisco 
CallManager to automatically track the location of Cisco IP phones in enterprise 
campuses, route emergency calls to an appropriate public safety answering point 
(PSAP), and pro vide the location o f the caller to the Public Safety Answering Point 
(PSAP). 

Cisco ER performs these functions without requiring tedious manual database updates 
after phone moves/adds/changes, which significantly reduces the time, headcount, and 
costs associated with traditional PBX E9-1-1 maintenance. While some vendors may 
automate location updates, they still require manual PBX configuration changes to 
trigger the updates. The Cisco ER solution, when coupled with the automated phone 
moves/adds/changes features in Cisco CallManager, is the first in the industry to 
completely automates the phone move process while maintaining E9-l-1 and location 
data integrity. 

In addition, Cisco ER can use email/pager messaging, telephone calls, and 
auto-refreshing webpage updates to notify on-site security operations personnel and 

-~'- . 05 -
third-party agencies o f emergency calls in progress. Rf~S-n-;~0 

. CPMI . ORR 
E-Mail nse Management-Cisco E-mail Manager ! 

1 21 2 
Doe: 3 6 9 7 
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.,.--;-::;--.... .. 
· )>··:··-, Key Features 
.· ' \, ' /' \ <? •\~eets and exceeds traditional E9-1-1 requirements 

~.~O ()\." •j A.fttomates all ~se~ and phone mov~s, adds, and changes; Enables users and phones 
\ .. ,,___ ..... ·< ~.~ move an unhmtted number o f ttmes per day 
'····-·<==)'/ Avoids the expense and burden of daily PS-ALI record uploads 

• Avoids daily error-prone documentation and database updates 
• Enables quicker and more effective emergency response from onsite personnel 

and public agencies 
• Provides configuration auditing to facilitate responsible change management and 

investigative or legal processes 
• Provides cal! history logs for capacity planning, management of emergency call 

abuse, and incident documentation 
• Compatible with any emergency number 

Specifications 

Feature 
Supported Platform 
System Capacity 

Cisco Emergency Responder 
Cisco Media Convergence Sener, MCS-7835-1266 and MCS-7825-1133 
A sin~le Cisco Emergency Responder serve r supports 10,000 phones and 30,000 Ethernet switch ports. 
AdditiOnalscalabiity parametersinclude 500 Emergency Response Locations(ERLs)-loca1ionsthat can be 
uniquely identifiedto a Public Safety Answering Point (PSAP)- as well as 500 manualy entered endpoints 
such as analog or proprietary phonesor H.323 clients. Cisco recommendsa second EmerQencyResponder . 
servertoform a fullyredundantCisco EmergencyResponderGroupwith the same capac1tyand increased 
availability comparedwith a single Cisco Emergency Responderserver. Larger campusesand distributed 
systems are supported lia a netwmk of Cisco EmergencyResponder groups called a Cisco Emergency 
Responder Cluster 

Configurable Elements 
Cisco CaiiManager 

Cisco Emergency 
Responder 

Other Components 

C ali routing and digit manipulationto forward user-initiated emergency calls and PSAP retum calls to and 
from Cisco EmergencyResponderas appropriate 
System administration interface-foraccessto ali configurationcomponents or oversight ofoutsourced 
vendors 
LAN administration nterface-for IT LAN group oran outsourced venda 
Emergency Response Location (ERL) administration ilterface-for IT telecom group or an ou~murced 
vendo r 
Configure e-mail account on a Simple Mail Transfer Protocol (SMTP) lnternetmail serverfor use by Cisco 
Emergency Responder 
Configure an errBil-to-pagergateway, or use an email paging servi c e 
Configure a PS-ALI transfer application provided bythe PS-ALI data base servi c e provider (often requires 
a dialup modem connection) 
Provision an E9-1-1 capable voice trunk (CentralizedAutomated Message Accounting [CAMA] or Primary 
Rate Interface [PR]) through a localexchange carrier 

Supported Switches 1 Cisco Catalyst 2950, 3500, 3550, 4000, 4500, 6500 Series 

1. Check for updates on CCO, and following is list of tested switch platforms attime of printing 

Selected Part Numbers and Ordering lnformation 1 

Cisco Emergency Responder 
SW·ER1.1-SVR 
SW·ER1 .1-SVR·CP0= 
SW·KEY-ER1 .1-USER= 

Cisco Emergency Responder !llftware (MCS platforms), including 100 use r licenses 
Cisco Emergency Responder !llftware (Compaq platforms) including 100 use r licenses 
lncrementalsngle-user license keyfor Cisco Emergency Responder 

1. Redundant use r licenses are not required when ordering redundant CER servers for a single CER group. 

For More lnformation 

See the Cisco Emergency Responder Web site: http://www.cisco.com/go/cer 

• Cisco Emergency Responder .,.,. 
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Cisco ATA Series of Analog Telephone 
Adaptors 
The Cisco ATA 186 and 188 Analog Telephone 
Adaptors bring analog telephones into the networked 
world. The Cisco ATA series of products address the low-end product portfolio need 
by targeting the enterprise, business local services, small-office environment and the 
emerging managed voice services market. These cost effective handset-to-Ethemet 
adaptors enable analog devices, such as phones and fax machines, to support 
voice-over-IP (VoiP) services. The Cisco ATA 186 is equipped with, anda single RJ-45 
Ethemetport. The Cisco ATA 188 has two RJ-11 voice ports and two RJ-45 ports. The 
internai Ethemet switch allows for a direct connection to a 10/1 OOBASE-T Ethemet 
network and connectivity to a co-located PC or other Ethemet-based device via the 
RJ-45 ports. 

Both models ship with a bootload image and must be upgraded to a signaling firmware 
image available on Cisco.com before deployment. Cisco ATAs can be configured1 to 
use the standards-based Voice over IP (VoiP) protocols H.323, Session Initiation 
Protocol (SIP), Media Gateway Control Protocol (MGCP) and Skinny Client Control 
Protocol (SCCP). 

When to Sell 

Sell This Product 

Cisco ATA Serias of 
Analog Telephone 
Adaptors 

Key Features 

When a Customer Needs These Features 
• Enableanalog devices such as phonesand fax machines to support Voice over IP services by 

converting the analog signal into an IP signal 
• Continue useof existing analog phones wth IP network 

• Auto-provisioning with Trivial File Transfer Protocol (TFTP) provisioning 
servers 

• Automatic assignment o f IP address, network route IP, and subnet mask via 
Dynamic Host Configuration Protocol (DHCP) 

• Optional web configuration through built-in Web server 
• Optional touch-tone telephone keypad configuration with voice prompt 
• Administration password to protect configuration and access 
• Advanced pre-processing to optimize full-duplex voice compression 
• High performance line-echo cancellation eliminates noise and echo 
• Voice activity detection (VAD) and comfort noise generation (CNG) save 

bandwidth by delivering voice, not silence 
• Dynamic network monitoring to reduce jitter artifacts such a packet loss 

1. Two softrware image combinations are available on Cisco.com: H.323/SIP and M~/St0BL2005- r.N 
MGCP/SCCP image includesthe letters, ms, in its name. CPMI - CORREIO 

Cisco ATA Series of Analog Te 
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Specifications 

Cisco ATA 186 Cisco ATA 188 /'':r:::z:-.... " Feature 
,.··'""' \ c........._, ""i=-,el:-e-ph:-o-n_e_e-nd-:--ne--=tw-o...,rk,---:2'""R,-,J--=-1.,...1 =FX7:S:-p-o.,.rts-----------=2""R""J---=1.,...1 FX=s:-p-ort-=-s----------

1 Ü .>~ \ \i~terfaces 1 RJ-45 interface for networkconnection 1 RJ-45 interface for networkconnection 
Çb ' ! 1 RJ-45 "switch port"forconnectionto PC or another 

\ p, · / ..&----:--..-:--=:---;~--:--::--;;,-;;-.....,-,:;;;7---;;:-;:-....,..,..-.-:-.,-;;--;,-------.-do,w_n"st"re...,a'"'m"'E.,.th_e,..rn"et_,JXI .... rt=--.-.-;;--::c=o-----
.,~" ~/<,. imensions (H x W x DI 1.5x 6.5 x 5.75 in. (3.Bx 16.5 x14.6 em) 1.5 x 6.5x 5.75 in. (3.Bx 16.5x14.6 em) 

\._, ;:;~'-··;- . ;>,.. "'w...,e,...,ig,_h_ts_-:;-..-;--=--o.15-::o;;;;z:-(4 .. 25,g;:.m.,.);;--;:-;:;-;.,..,.,=='"''""'"""c-;;-;=:--;;15"o;;;;z:-(4 .. 25•gC.m"").-.-,;;;;;-;r;""";;;:-;;...,.....,.,.,.....,.,.=-
...... ~--- ..... ·• Voice-over-IP (VoiP) H.323 v2; H.323 v4; SIP (RFC 2543); MGCP 1.0 (RFC H.323 v2; H.323 v4; S1P (RFC 2543); MGCP 1.0 (RFC 

protocols 2705); MGCP 1.0/network-tlased call signaling 2705); MGCP 1.0/network.!Jased cal signating (NCS) 
(NCS) 1.0 Profile; MGCP 0.1; SCCP 1.0 Profile; MGCP0.1; SCCP 

Selected Part Numbers and Ordering lnformation1 

Cisco ATA Serias of Anelog Telephone Adaptors 

ATA 186-11 Cisco ATA 186 2-port adaptar. 600 ohm impedance 

ATA186-12 Cisco ATA 186 2-port adaptot complex inpedance (Z/0 ohm in serieswith 750 ohm and 150 nFin 
parallel) 

ATA188-11 

ATA188-12 

Cisco ATA 188 2-port adaptar wth svvitch, 600 ohm impedance 

Cisco ATA 188 2-port adaptar wth svvitch, complex impedance (270 ohm in series with 750 ohm 
and 150 nF in parallel) 

Cisco ATA Serias of Analog Telephone Adaptors Power Supply Cabias 

ATACAS-NA ATA power supp~ cable for North American-style power systems 

ATACAS-EU ATA power supp~ catlle for Continental EU1opean-style power systems 

ATACAS-UK ATA power supplycable for United Kingdom 

ATACAS-AR ATA power supp~ cable for Argentina 

ATACAS-JP ATA power supp~ cable for Japan 

1. Some countries h ave telephone networks that list multiple impedance requirements. lt is important to closely 
approximate the impedance of the typical handsets used in the region when selecting the proper configuration. 
The incorrect choice may lead to poor echo cancellation performance. 

For More lnformation 

See the Cisco ATA Series Web site: http://www.cisco.com/go/ata186 

Cisco ATA Series of Analog Telephone Adaptors 
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VPN and Security Products 

VPN and Security Products at a Glance 
Product 
Cisco PIX Firewall 

Cisco lOS Firewall 

Firewall Blade for 
Catalyst 6500 

Cisco VPN 3000 Family 

Cisco IDS Network 
Senso r 

Cisco Security Agent 

Cisco 7100 Serias 

Features 
Market-leading,purpose-built applianceswhich provi de broad range of integrated secuity 
services 
• Robust stateful impection firewallng with applicationawareness 
• Highly scalable remete acces and site-to-s~e VPN 
• lntrusion protection with forreal-time responseto network attacks 
• Award-winning statefulfailover for enterprise-class resiliency 
• Tightly integrated with lOS VPN and advanced routingtechnologies 
• Stateful packet filteringvia context-ba!Ed access controi(CBAC) 
• lnline lntrusion detection for rea~time response tonetwork attacks 
• Dynamic, netv.ork-to networ~ per-use r authenticalion and authorization via TACACS+ and 

RADIUS 

Page 
5-2 

5-5 

Firewall Moduleis a high performanceintegrated stateful firewall solutionfor Catalyst6500 family 2-20 
of switches w~h performance exceedilg 5GB.It is based on proven PIX technology while 
providing the followng benefits to the customers 
• lnvestment protection 
• low cost of OWlership 
• Ease of use 
• Operational Consistency 
• Scalabilty 
Se e the Catai',St 6500 Series Switch in Chapter 2: LAN Switching, page 2-20, for more information 
Remete accessVirtual Private Networkplatform 5-6 
• Has modelsfor ali size companies, from small to large enterprise organizations 
• Reduces communications expendtures 
• Enables users to easily add capacty and throughput 
Network-based, real-time intrusion detection 9(Stem capable of JTDnitoring an Sltire enterprise 5-8 
networlc 
• Distributed intruson deteclion s',Stem capable of directing andforwarding alanns between 

local, regional, and headquarter~based montoring consoles 
• Scalable architecture to allow the depbyment of large numbersof sensors in orderto provi de 

comprehensive secur~ coverage in large networks with performance requirements from T1 to 
gigabitenvironments 

• Cisco lOS Module enablescustomers to perform both securitymonitoring and switching 
functionswithin the samechassis 

• CTR (Cisco Threat Response)delivers patented adaptive scan techniques to mininize false 
alarms 

The Cisco Security Agent prmides threat protection fordesktop andserver computing s',Stems 5-10 
by identifying and preventing malcious actil.ity. By acting on threats orattacks beforethey can 
occur. Cisco Security Agent removes known and unknown security risks to enterprise networks 
and applications: 
• The Cisco Security Agent aggregates andextends multi pie endpont securityfunctions by 

providing hostintrusion prevention, distributed fire'IIBII, malicious mobile c ode proteclion, 
operatingsystem integrity assurance,and aud~ log consolidation ali wthin a single agent 
package 

• Protects agains: know and unknown attacks on both serwrs and desktops 
large branch and centralsite VPN router 5-11 
• Comprehensite suite of VPN services, including encryption, tunneling, firewall, and bandwdth 

management 
• Embedded 1/0 for e a se of deployment 
• Service module sot for IPSec and PPTP encryptioncoprocessilg 
• Dedicated Site-to·Ste VPN router 

VPN and Security Products ata Glance 

· RQS no 0312005 -
CPMI - CORRE 

1 21 ~ 

3697 
- Doe: 



Chapter 5 VPN and Security Products 

• 
Product Features Page 
Cisco Secure Access Controls the authentication, authorization.and accounting (AAA) of mers and administrators to 5-14 

_.,...·~::.·-~~oi Server (ACS) for network devices and services 
/ · :~,..~·--·~··-,~~n~ws o Operates as a centralized Remote Acces Dia l-In User Servi c e (RADIUS) or Terminal Access 

/ ( \ \ \ Controller Access Control S',Stem (TACACS+) serve r 
í 1 0 \ \ \ i o Supports IDAP use r authentication 
i ( ~ . ! i o Data replication and backupservices 
' ' . /).., ' f \ '· \ 1 ' / 1 o Rexible user and group JX!Iicy controls 

\ , '"'· - -· .... ...;· .. ' •• / o Support for Cisco802.11x Catalyst Switch andWireless solutions 
"'-., r. .: ··. .. :>' o Extensible Authentication Protocol (EAP) enhancemen1S to support ProtectedEAP (PEAP)for 

·-.._ •••. ~,· ·' wireless LANs 

o Ali administrative acce$ is encryptedwith SSL 
Cisco Secure User ldentifiesuserswithinthe network and createsuser registrationpolicybindingsthathelp support 5-15 
Registration Tool (URT) mobility and traclông: 

CiscoWorks 
VPN/Security 
Management Solution 

Cisco 806, 1700, 2600, 
3600, 7200, 7400 and 
SOHO 70 Serias 

o Ensures that U!Ers are associated with their authorized SJbneWLAN 
o Addresses the challengesassociated with campus U!Er mobility 
o Supports '1/'kb-based authen~cation for Windows, Macintosh, and Unux client platforms 
o Secure U!Er accessto the VLAN wlh MAC address-based securíy option 
o Option to allow multi pie users connected to a hub to access a VLAN served by a single switch 

port 
Combines general devi c e managementtools for configuring, moni:oring, and troubeshooting 9-16 
enterprise networks with powerful !Ecurity solutions for manaQing virtual private netwolks 
(VPNs), firewalls, and networkand host-ba!Ed intrusion detec,on systems (lOS). This bundle 
includes Management and Mmitoring Centers, Cisco lOS Host Sensorand Console, Cisco 
Se cure Policy Manager, VPN Monitor. Resource Manager Es!Entials, and Cisco \4ew 
See Chapter 9-CiscoiOS Software and Network Management formare informationon 
Cisco'M>rks VPN/SecurityManagement Solution 
Wide variety of modular router platformswith optionsfor IOS-based and hardware-enabledVPN 1-1 
and security support. Se e individual productpages and Cisco lOS Firewall Feature Set (page 5-5). 

Cisco PIX Firewall Series 

t!flL. a·· The world-leading Cisco PIX® Firewall Series of 
purpose-built security appliances provides robust, 
enterprise-class, integrated network security services, 
including stateful inspection firewalling, virtual private 
networking (VPN), intrusion protection, and much 

,: ... '~ r ' ... 'a ·· "' !-

~ .... ~ 

~- . ·-
. . 
•• < ~ 

. . 

more-in cost-effective, easy-to-deploy solutions. Ranging from compact, 
"plug-and-play" desktop firewalls for small and home offices to carrier-class gigabit 
firewalls for the most demanding enterprise and service-provider environments, Cisco 
PIX Firewalls provide robust security, performance, and reliability for network 
environments of ali sizes. 

Whento Sell 

Sell This Product 
PIX 501 

PIX 506E 

When a Customer Needs These Features 
o Small Office I Home Office desl4:op integrated !Ecurity appliance 
• Up to 10 Mbps of fire~MJII throughput and 3Mbps of 3DES VPN throughpur 
• Hardware VPN client (Easy VPN Remate) 
o VPN concentrator services (EasyVPN Server)for up to 5 remate users 
• lntegrated four pot 101100 Mbps switch 
• Remate Office I Branch atice desktop integrated secuity appliance 
• Up to 20 Mbps of fireWIII throughput and 1l Mbps oi 3DES VPN throughput1 

• Hardware VPN client(Easy VPN Remate) 
• VPN concentrator services (EasyVPN Server)for up to 25 remate users 
• Maximum oftwo 10BASE-T Ethernet interfaces 
• OSPF dynamic routing support 

• Cisco PIX Firewall Series 
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Sell This Product 
PIX 515E 

When a Customer Needs These Features /::::§.~ 
• Small·to-Medium Business (SMB) integrated secuity apptiance / )f" ~ '\ 

PIX 525 

PIX535 

1. At 1400-byte packets 

Key Features 

• Up to 188 Mbps of fireWdll throughpur i /80 j O \ . , 
• Up to 140 Mbps of 3DES/AES-256 VPN throughput1 using hardware acceeration (integratedfins.lect \ ' \ 

models. optionalfor others) 1,_ -~ \ ?I . J f 
• VPN concentrator services (EasyVPN Serve r) for up to 2.000 remate users \ \ ' / / 
• Uptosix10!100FEinterfaoes \ .. '".:-···-· ••. -<·'_, ' 
• VLAN trunking (8lrl.1q tag-based) and DSFf dynamic routing suppM · •. · .:_: __ '_;: .•. ::../ 
• Active/standby stateful failmer support 
• Enterprise-class integrated securty appliance 
• Up to 330 Mbps of fireWdll throughpur 
• Up to 155 Mbps of 3DES/AES-256 VPN throughpur using hardware acceeration (integrated inselect 

models, optionalfor others) 
• VPN concentrator services (EasyVPN Serve r) for up to 2,000 remate users 
• Gigabit Ethernet support; Upto eight 1Q'100 FE o r three Gigabit Ethernet interfaces 
• VLAN trunking (802.1q tag-based) and DSFf dynamic routing support 
• Active/standby stateful failo~er support 
• Carrier class large enterprise and servi c e provider firewall appliance 
• Up to 1.7 Gbps of firewall throughpur 
• Up to 440 Mbps of 3DES/AES-256 VPN throughputusing hardware acceeration (integrated in select 

models, optional for others) 
• VPN concentrator services (EasyVPN Serve r) for up to 2.000 remate users 
• Gigabit Ethemetthroughput; Up to ten 1()'100 FE or nine Gigabit Ethernet interfaces 
• VLAN trunking (lllrl.1q tag-based) and DSFf dynamic routing support 
• Redundant, hot·sv.appable power rupplies 
• Active/standby stateful failo~er support 

• Security-Purpose-built firewall appliance with a proprietary, hardened operating 
system 

• Performance-Stateful inspection firewall capable ofup to 500,000 concurrent 
connections and 1.7 Gbps ofthroughput (at 1400-byte packets on Cisco PIX 535 
Firewalls) 

• High availability-Award-winning, active/standby stateful failover model 
provides enterprise-class, cost-effective resiliency 

• Virtual Private Networking (VPN)-Supports both standards-based IPsec and 
L2TP/PPTP-based VPN services 

• Optional PIX VPN Accelerator Card+-Scales 3D E S/ AES-256 VPN throughput 
up to 440 Mbps, using specialized co-processors designed for accelerating 
encryption operations 

• Free software Cisco VPN Client provides secure connectivity across a broad range 
o f platforms including Windows, Mac OS X, Linux and Solaris 

• Network Address Translation (NAT) and Port Address Translation 
(PAT)-Conceals internai IP addresses and expands network address space 

• Denial-of-Service (DoS) Attack Protection-Protects the firewall, internai servers 
and clients from disruptive hacking attempts 

• OSPF dynamic routing support for improved network reliability and performance 
• VLAN trunking (802.1q tag) support for simplified deployment in switched 

network environments 
• Web-Based PIX Device Manager (PDM)-For simplified configuration and usage 

reports 
• Auto Update, SSH, SNMP, TFTP, HTTPS, and telnet for remote management 
• Support from two 10/100 Ethernet interfaces up to nine Gigabit Ethernet 

interfaces 
~-

J I 
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• 
Competitive Products 

--~-. . '·' 1 . ~·Check Point Sotware: FireWall-1/ VPN-1 
.>·-(i'\ NétScreen: NetScreen SecurityAppliances 

/ oO-) . t.lokia: IP-Series SecurityAppliances 

• SonicWALL: SonicWALL Security Appliances 
• WatchGuard li!chnologies: Firebox-series and V-series Security 

Appliances 

~ f>- . S~ecifications '\,, ",.... ... ____________________________ _ 
· -·--.. _..,-(feature PIX 501 PIX 506E PIX 515E PIX525 PIX535 
'·-..,~_;:·"jl""";o-c-es_s_o_r --~133~M-:,-H-:--z-------==~=------;c""""'-:,-.,.----.......,::;;-;........,,------......-;=----:nlMHz 433 MHz 600MHz 1.0 GHz 

RAM 16MB 
Flash Memory 
PCI Slots 
Fixed Interfaces 
(Physical) 

Maximum 
Interfaces 
(Physical and 
Virtual) 

8MB 
None 
Four port 1G'100 switch 
(inside), One 10Base·T 
Ethernet (ouiSide) 
Four port 1G'100 switch 
(inside), One 10Base-T 
Ethernet (ouiSide) 

VPN Accelerator No 
Card+ (VAC+) 
Option 

32MB 
8MB 
None 
Two 10Base-T 
Ethernet 

Two 10Base-T 
Ethernet 

No 

32 or64 MB 128or256MB 512MB or1 GB 
16MB 16MB 16MB 
2 3 9 
Two 101100 Fast Two 10/100 Fast None 
Ethernet Ethernet 

Six 101100 Fast Eight 10/100 FE or Ten-10/100 FE or GE 
Ethemet (FE) o r 8 GEn or 10 VLANs or24 VLANs 
VLANs 

Yes, integrated in Yes, integrated in Yes, integrated in 
select models select models select models 

Failover Support No No Yes, UR!FO models 
only 

Yes, UR!FO models Yes, UR!FO models 
only only 

Size Oesktop Oesktop 1 RU 2 RU 3 RU 

Selected Part Numbers and Ordering lnformation 1 

Cisco PIX Bundles 
PIX-535-UR-BUN PIX 535 Unrestricted Bundle (Chas9s, unrestricted license, two 1G'100 ports, VPN Accelerator Card+) 
PIX-535-R-BUN PIX 535 Restricted Bundle (Chassis, restricted license, two 1G'100 ports) 
PIX-535-FO·BUN PIX 535 Failover Bundle (Chassis, failover license, two 1G'100 ports, VPN AcceleratorCard+) 
PIX-525-UR-BUN PIX 525 Unrestricted Bundle (Chas!is, unrestricted so1tware, two 101100 ports, VPN Accelerator Card+) 
PIX-525-R-BUN PIX 525 Restricted Bundle (Chassis, restricted software,two 1G'100 ports) 
PIX-525-FO-BUN PIX 525 Failover Bundle (Chassis, fai lover software, two 101100 ports, VPN AcceleratorCard+) 
PIX-515E-UR-BUN PIX 515E Unrestricted Bundle(Chassis, unrestricted so1tware, two 1011 00 ports, VPN Accelerator Card+) 
PIX-515E-R-BUN PIX 515E Restricted Bunde (Chassis, restricted software,two 1G'100 ports) 
PIX-515E-FO-BUN PIX 51 SE Failover Bundle (Chassis, failoversoftware, two 10/100 ports, VPN AcceleratorCard+) 
PIX-506E-506E·BUN-K9 PIX 506E 30ES/AES Bundle (Chassis, software, :DES/AES license, two 10-BaseT portsf 
PIX-501-BUN-K8 PIX 50110 User/OES Bundle (Chassis, SW, 10 user/DES licenses,4 port 10/100 switch) 
PIX-501-BUN·K9 PIX 50110 User/3DES/AES Bundle (Chassis, SW, 10 user/3DES/AES licenses, 4 port 10/100 switchjl 
PIX-501-50-BUN-K8 PIX 501 50 User/DES Bundle (Chassis, SW, 50 user/DES licenses, 4 port 10/100 switch) 
PIX-501-50-BUN-K9 PIX 501 50 User/3ES/AES Bundle (Chassis, SW, 50 user/3DES/AES license& 4 port 1G'100 switch jl 
Cisco PIX Interfaces and Cards 
PIX-1GE-66 Single ffi-MHz Gigabit Ethernetinterface for PIX 53x (multimode fiber, SC connector) 
PIX-1GE Single Gigabit Ethernet lnterfccefor PIX 52x 
PIX-4FE Four-port 1G'100 Fast Ethernet interface 
PIX-1FE Single-port 1G'100 Fast Ethernet interface 
PIX-VPN-ACCEL IPSec Hardware VPN Accelerator Card (VAC) 
PIX-VPN-ACCEL-PLUS PIX VPN Accelerator Card+ (VAC+) 
Cisco PIX VPN Feature Licenses 
PIX-VPN-3DES 3DES/AES IPSec VPN software license forPIX 525/5352 

PIX-515-VPN-3DES 3DES/AES IPsec VPN software licen9! for PIX 515/515E2 

PIX-506-SW-3DES 3DES/AES IPSec VPN software license forPIX 500/506E2 

PIX·501-VPN-3DES 3DES/AES IPSec VPN software lcense for PIX501 2 

PIX-VPN-DES 56-bit DES IPSec VPN software license 
PIX Accessories 
PIX·506E-PWR-AC 
PIX-515-PWR-DC 

RedundantAC power supp~ for PIX SOBE 
RedundantDC power supplyfor PIX515/515E 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (l imited country availa bility). 

2. AES encryption available with Cisco PIX Firewall Software version 6.3 and above. 

For More lnformation 
See the PIX Firewall Web site: http://www.cisco.com/go/pix 

~~_C_is_co __ P_IX_F_i_re_w_a_II_S_e_ri_e_s ____________________________________ -, 
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C1sco lOS F1rewall . . 1,. ;:···';:~!., ...... , 
The Cisco lOS Firewall enriches Cisco lOS Software security capabilities, integratir{g (800g 
robust firewall functionality and intrusion detection for every network perimeter. Wh\m \ A _ 
combined with Cisco lOS IPSec software and other Cisco lOS Software-based \ \,, 
technologies such as L2TP tunneling and quality o f service (QoS), it provides a \..~:-~ ~:.~.:: .. · 
complete, integrated virtual private network solution. Because it is available for a wide 
range o f Cisco routers, it gives customers the flexibility to choose a solution that meets 
their bandwidth, LAN/WAN density, and multiservice requirements, while benefiting 
from advanced security. 

When to Se li 
Sell This Product When a Customer Needs These Features 
Cisco lOS Firewall • An integrated fi~ewall solution v.ith powerful security and mukiprotocol routing ai on the same platform 

Key Features 

• Scalability optionsfrom the Cisco 800 up to the Cisco7500 and the Catal',516000 
• low cost solution wherehigh performance is nota requirement 
• For secure extranet and iltranetperimetersand Internet connecjvityfor branch andremote offices 
• Se cure remate access or data transi!r via a Cisco lOS Software·based VPN solution 
• Real·time (inline) integrated intrusi:Jn detec1ion s',5lem (lOS) to complement fire\111111 o r existing IDS (Cisco 

Se cure IDS) 
• Security and accessto the netwolk on a per-use r basis 

• Context-based access control (CBAC) provides secure, stateful, application-based 
filtering, supporting the latest protocols and advanced applications 

• lntrusion detection for real-time inline monitoring, interception, and response to 
network misuse 

• Dynamic, per-user authentication/authorization for LAN, WAN, and VPN clients 
• Graphical configuration and management via the ConfigMaker Security Wizard 

and Cisco Secure Policy Manager (CSPM) 
• Provides strong perimeter security for a complete Cisco lOS Software-based VPN 

solution, including IPSec, QoS, and tunnelling for a wide range of Cisco routers 

Competitive Products 
• lucent (Ascend):SecureAccess Firewall • Norte!: BaySecure Firewall·1 
• Nokia: IP400 Series 

Specifications 

Feature 
Supported Network Interfaces 
Supported Platforms 

Simultaneous Sessions 

Cisco lOS Firewall 

• Same competitorsas PIX so theyare also Checkpoint, linksys, 
Nokia, Netscreen, etc. 

Ali network interfaces on S.Jpported platforms 
Cisco 1720, 2600/2600XM, 3600, 7100, and 7200 series router platfonns (supports fullfeature set) 
Cisco800, UBR900, 1600, and 2500 series router platfonns include allfirewall featureswith 
exception ofintrusion detection and authenticatio proxy 
No maximum; dependenton platform, network connection,and traffic 

Part Numbers and Ordering lnformation 
For Cisco lOS lmages containingfirewall (FW) and intruson detection (lOS) capabilties, se e individual product pagesof supported 
platforms and the Cisco lOS Feature Navgator at http://www.cisco.com/go/fn (CCO login required) forpart numbers and more info. 

For More lnformation 
See the Cisco lOS Firewall Feature Set Web site: http://www.cisco.com/go/csis 

Cisco lOS Firewall 

:os no o 12005 _ ~. ·I 
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Cisco VPN 3000 Family ,, ' 

I Sir 

. ' -;:--:;:-.., The Cisco VPN 3000 Concentrator Series­
/i(~-:_,;;: .... .!.....~ •. ,"····-A. family o f purpose-built, remo te access Virtual 

! cfJ...&.. ··. Private Network (VPN) platforms that incorporates - - ~·'\i. 

\~ P., . high availability, high performance and scalability with the most advanced encryption 
.. : \ ,, - .·· and authentication techniques available today. Customers can greatly reduce costs by 
'. ... ~: ·:"· :··. _ leveraging their ISPs' infrastructure and elimina te costly leased lines. This series 

·~------· · supports small offices as well as large organizations with up to 10,000 simultaneous 
remate users per unit. With load balancing configured, multiple units can be clustered 
to enable unlimited remo te access users. It also supports the widest range ofVPN clients 
including Certicom Movian VPN client, Microsoft 2000 L2TP/1Psec Client, and 
Microsoft PPTP for Windows 95/98/ME/NT/2000/XP. 

The Cisco VPN 3002 Hardware Client-Combines the best capabilities of a software 
client with the reliability and stability of a dedicated hardware platform, and scales to 
tens o f thousands o f users. lt sets up connections to a variety o f Cisco VPN 
concentrators, including the VPN 3000 series and PIX firewalls. 

When to Se li 
Sell This 
Product When a Customer Needs These Features 
VPN 3005 and 3015 • A fixed configuration devce designed for small- to medium-sized organizations with bandiMdth requrements 
Concentrators up to ful-duplexT1/E1 (4 Mbps maximum performance)and up to 1m simultaneousremote accesssessions 

• Encryption processing is performed in software 
• VPN 3015 is field-upgradabe to the CiscoVPN 3030 and 3060 models and for redundancy 

VPN 3030 and 3060 • VPN 3030 isformedium-to large-sized organizationswith bandwidthrequirementsfromfuiiT1/E1 through T3/E3 
Concentrators 150 Mbps max. performance) and up to 1500 simultaneous sessions; field-upgradeable to the CiscoVPN 3000 

• VPN 3060 is for large organizations, with high-perf01mance, high-bandwidth requi'ements from fractional T3 
throughfull T3/E3 o r greater 1100 Mbps max. performance)and up to 5000 simultaneousremote access sessions 

• Both haw specialized SEP modules to perform hardware-based acceeration 
VPN 3080 • Optimized to support large enterprise organizationsthat demand the highesdevel of performance combined 
Concentrator with support for upto 10,000 simultaneous r e mote access sessions 

• Specialized SEPmodules perfam hardware-based acceleration 
VPN 3000 Client • Establishes se cure, end-to-end encrwted tunnels to the Cisco VPN 3000 Concentratorand other Cisco Easy 

VPN compliant devices. 
• Provided at no charge, installs on PCs and is available for Windows, MAC OS X and Linux/Solaris envi ronments 

VPN 3002 • Emulatesthe software client in hardware 
Hardware Client • Ideal formixed operating s',6tem environmentsand where corporation does not own/controlremote PC orfor 

very large applications requiringlarge number of devices dueto ease of deployment,upgradability& scalability 

Key Features 
• Cisco VPN 3000 Concentrators Series 

- Support for industry standard IPSec DES/3DES/ AES and Cisco IPSec/NAT for 
VPN Access through Port Address Translation firewalls 

- Unlimited-use license for Cisco VPN Client distribution included at no cost with 
multiple OS support including Windows, MAC OS X, Linux and Solaris; also 
integrates with Zone Alarms personal firewall 

- Supports standard authentication: RADIUS, SDI Tokens, and Digital Certificates 

- VPN load balancing allows for multiple units to cluster as a single shared pool 

• Cisco VPN 3002 Hardware Client supports up to 253 users/stations per VPN 3002 
- Works with most operating systems including Windows, Linux, Solaris, and MAC OS X 

- Auto-upgrade capability automates upgrades with no user intervention required 

- Client technology employs push policy and automatic address assignment from the 

central site concentrator, enabling virtually unlimited scalability 

• Cisco VPN 3000 Family 
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Competitive Products 
• Norte I: Contivity products • Nokia 
• Netscreen:LAN to LAN em.ironments 

Spec ifications 

Cisco VPN 3000 Series Concentrators 

Feature VPN 3005 VPN 3015 VPN 3030 VPN 3060 VPN 3080 
Simultaneous Users 100 100 1500 5000 10,000 
Encryption Throughput 4Mbps 4Mbps 50 Mbps 100Mbps 100 Mbps 
Encryption Method Software Software Hardware Hardware Hardware 
Encryption (SEP) Module o o 1 2 4 
RedundantSEP No No Optional Optional Yes 
Expansion Slots o 4 3 2 N/ A 
Upgradeable No Yes Yes N/ A N/ A 
Memory 32MB 128MB 128MB 256MB 256MB 
Hardware Configuration lU, Fixed 2U, Scalable 2U, Scalable 2U, Scalable 2U 
Power Supply Single Single, with a dual Single, wth a dual Single, with a dual Dual 

option option option 
Client License Unlimited Unlimited Unlimited Unlimited Unlimited 
LAN-to-LAN Connections 100 100 500 1000 1000 
(internai use r database) 
Dimensions (HxWXD) 1.75 X 17.5 X 11.5 in. 3.5 X 17.5 X 14.5 in. 3.5 X 17.5 X 14.5 in. 3.5x 17.5x 14.5 in. 3.5 X 17.5 X 14.5 in. 

Cisco VPN 3002 Hardware Client 

Feature VPN 3002 Hardware Client 
Hardware Processor Motorola PowerPC processar; Dual flash image architecture 
Network Interfaces CPVN3002-K9: One Pubüc 10/lOOMbps RJ-45 Ethemet Interface and One PriVJte Port 10/100Mbps 

RJ-45 Ethernet Interface 

Physical Dimensions 
Power Supply 

Tunneling Protocol Support 
Monitoring & Configuration 

CVPN3002-8E-K9: One Public 10/lOOMbps RJ-45 Ethernet Interface and Eight Pri1te Port 
10/100Mbps RJ-45 
Ethernet Interfaces lia AUTO-MDIX switch 
1.967 X 8.6 X 6.5 in. (5 X 8.6 X 16.51 em) 
Externai AC Operation: 1Q0-240V at 5G'60 Hz with universal power facto r correction; 4foot cord 
included and international ')ligtail" power cord selection 
IPsec with IKE keymanagement 
Event logging; SNMP MIB-11 support 
Embedded llllnagementinterface isaccessible via console port orlocal web bmwser; SSH/SSL 

Encryption Algorithms. Key 
Management & Authentication 
Algorithms 

56-bit DES (IPsec); 168-bit Triple DES (IPsec); AES 128 & 256-bit (IPsec) 

Authentication and Accounting Support for redundant externalauthentication servers including RADIUS 
Servers Microsoft NT Domain authentication.X.509v3 Digital Certs(PKC7-PKCS10) 
Configuration Modes ClientMode-actsas client, receivesrandom IP addressfrom ConcentratorPool; Uses NAPTto h ide 

stations3002; Networkbehind3002 is unroutable; few configurationparameters 
Network Extension Mode-acts assite-to-site devi c e; Uses NAPT to h ide stations only to Internet 
(stationsvisible to centralste); Network behind 3002 is routable; additional configuration 
parameters 

Selected Part Numbers and Ordering lnformation 1 

Cisco VPN 3000 Concentrator 
CVPN3005-E/FE-BUN CVPN3005-E/FE hw set, sw, client, & US power cord 
CVPN3015-NR-BUN CVPN301rt-NR non-redundanthw set, sw, client, & US powercord 
CVPN3030-NR-BUN CVPN303G-NR non-redundanthw set, sw, client, & US powercord 
CVPN3030-RED-BUN CVPN3030-RED redundanthw set, sw, client. & US power coro 
CVPN3060-NR-BUN CVPN306G-NR non-redundanthw set, sw, client, & US powercord 
CVPN3060-RED-BUN CVPN306G-RED redundant hwset, sw, client. & US power cord 
CVPN3000-RED-BUN CVPN308G-RED redundant hwset, sw. client. & US power cord 
Cisco VPN 3000 Series Upgrades 
CVPN1530-UPG-RED Cisco VPN 3015 To 3030 (Redundant) Upgrade Kit 
CVPN1560-UPG-NR Cisco VPN3015 To 3060 (Non-Redundant) UpgradeKit 
CVPN1560-UPG-RED Cisco VPN 3015 To 3060 (Redundant) Upgrade Kit 
CVPN1580-UPG-RED Cisco VPN 3015 To 3080 (Redundant) Upgrade Kit 
CVPN3030-UPG-RED Cisco VPN 3030 To 3080 (Redundant) Upgrade Kit 
CVPN3060-UPG-NR Cisco VPN 3030 To 3060 (Non-Redundant) UpgradeKit 

Cisco VPN 3000 Fam 
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CVPN3080-UPG-R/R Cisco VPN 3030 (Redundant) to 31BO (Redundant)Upgrade Kit 

~-"'~::--:-;--..~ CVPN3080-UPG-RED Cisco VPN ll30 To 3080 (Redundant) UpgradeKit 
. ::,.-~~-CvfN3060-UPG-RED Cisco VPN ll30 To 3060 (Redundant)Upgrade Kit 

/ " , \CVPN6060-UPG-RED Cisco VPN 3060 To 3060 (Redundant) UpgradeKit 
f o00 ~\ÍPN6080-UPG-RED Cisco VPN ll60 To 3080 (Redundant) UpgradeKit 
'..,.b {). yVPN3060-UPG-R/R Cisco VPN 3030 (Redundant) to 3(1)0 (Redundant)Upgrade Kit 
\ r' _,.CVPN6080-UPG-R/R Cisco VPN 3060 (Redundant) to 31BO (Redundant)Upgrade K1t 

·'-....-.~ ,.,,.~""; ~ '·Ç.isco VPN 3000 Series Accessories 
· . . :: ... ' · .• >'CVPN3000-PWR= Cisco VPN 3000 ConcentratorPower Supply 

- - Cisco VPN 3000 Series Basic Maintenance 

1'1 ' 11 

CON-SNT-PKG4 SMARTnet Maintenance for Cisco CVIN3005-E/FE-BUN 
CON-SNT-PKG8 SMARTnet Maintenance for Clsco CVPN3015-NR-BUN 
CON-SNT-PKG11 SMARTnet Maintenance for Osco CVPN30ll-NR-BUN 
CON-SNT-PKG13 SMARTnet Maintenance for Osco CVPN30ll-RED-BUN 
CON-SNT-PKG14 SMARTnet Maintenance for Osco CVPN3060-RED-BUN 
Cisco VPN Client 
CVPN-CLIENT-K9= CISCO VPN Client co (included wth Concentratorpurchase) 

For More lnformation 
See the Cisco VPN 3000 series Web site : http://www.cisco.com/go/vpnJOOO 

Cisco lntrusion Detection System 
Network Sensors 
Cisco integrated network security solutions 
enable organizations to protect productivity 
gains and reduce operating costs. The Cisco Intrusion Protection is designed to 
efficiently protect your data and information infrastructure. Cisco delivers four four 
criticai elements for efficient intrusion protection system which are: 

• Accurate threat detection-Cisco Intrusion Detection System Version 4.0 (Cisco 
IDS 4.0) delivers the first step in providing a secure environment by 
comprehensively detecting ali potential threats 

• Intelligent threat investigation-Cisco Threat Response technology virtually 
eliminates false alarms, and automatically determines which threats need 
immediate attention to avoid costly intrusions. 

• Ease of management-Browser-based tools simplify the user interaction, while 
providing powerful analytical tools that allow for a rapid and efficient response to 
threats. 

• Flexible deployment options-A range o f high-availability devices provide the 
flexible backbone for creating the secure and efficient intrusion protection system. 

The current Cisco IDS sensing portfolio includes the following sensor appliances: IDS 
4210, IDS 4235, IDS 4250, and IDS 4250-XL. Additionally, Cisco IDS delivers network 
protecting that is integrated into the Catalyst 6500 switch with the Intrusion Detection 
System Module (IDSM-2). 

• Cisco lntrusion Detection System Network Sensors 
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Whento Sell 
Sell This Product 
Cisco IDS Network 
Sensors 

h~ 
When a Customer Needs These Features 1 /~·---........ 
o Cisco network IDS appliances are network-based, real-time intrusion detection systems capable oV t:;

04 
'\ 

monitoring an entire enterpise network ! 18 Q 
o Performancerequirementsfrom45 Mbpsto 1 Gbps ~ ~ 
o The Cisco IDS Module enables customers to perform both security monitoring and switching functi . s \ ./-) • .' 

within the same chassis " ' -.. . . ".: 
o A robust, 24 hour x 7 day-a-week monitoring and response system with the latest attack detection ',-..' ·· ~·;-":- ·~ 

capabilities ..___. 

o A distributed inrusion detection sy;tem capable ofdirecting and forwardingalarms between local, 
regional, and headquarterl>based mon~oring consoles 

o A scalable architecture to allowthe deplo'y!Tlent of large numbeiS of sensors in arder to provi de 
comprehensive security coverage in large network environments. 

o An intrusion detectionsystem designedto integrate srnoothlywith existing networkmanagement tools 
and practices 

o Automated !aiS! alarm reduction capabilities 
o lntegration of fullfeatured lOS protection into the Cisco Catalyst 6500 chassis 

Key Features 
• High-Speed Performance including support for fullline rate gigabit environments 
• Easy lnstallation and Setup; Remote Configuration Capability 
• Fault-Tolerant Communications 
• Comprehensive Attack Database 
• Custom User-Defined Signatures; Automatic Signature Updates 
• Notification actions 
• Ability to Monitor 802.1 q (trunked) traffic 
• Secure web-based embedded device management and event monitoring 
• Comprehensive IDS Anti-Evasion Techniques 
• Cisco IOS-like CLI for full featured IDS management capabilities 

Competitive Products 
o Internet Security Systems IISS): ReaiSecure o Snort: IDS 
o Symantec: Recourse Manhunt & Maniap/NetProwler o Tipping Point 
o Enterasys: Dragon IDS o nCircle 
o lntrusion.com: SecureNet o Network Flight Recordet Inc.: NFR 

Specifications 

lOS Module 
Feature IDS-4210 IDS-4235 IDS-4250 IDS-4250-XL (IDSM-2) 
Performance 45Mbps 200 Mbps 500 Mbps 1000 Mbps 600 Mbps 
Processar 566 MHz 1.26 GHz Dual1.26 GHz Dual1.26 GHz. Custam Hardware 

RAM 
Network Interface Card 

Command & Contrai 
Interface 

256MB 1GB 
Autosensing 10/100 Autosensing 
Base-T Ethemet 10/100/1000 Base-T 

Ethernet 

lncludes customi!ed 
HW acceleration 

2GB 2GB 
Autosensing Duai1000BASE-SX PCI 
10!100/lOOOBASE-TX interface wth MTRJ 
with optional 
1000-Base SX (fiber) 

Autosensing 10/100 Autosensing Autosensing Autosensing PCI 
Base-TEthemet 10/10011000Base-TX 10/100/1000Base-TX 10/100/lOOOBase-TX 

Selected Part Numbers and Ordering lnformation 1 

Cisco IDS Network Appliance Senso r 
IDS-421 O-K9 4210 Sensor (Chassis, S/w, two 10/100 ports, up to 45Mbps) 
IDS-4235-K9 Cisco lOS 4235 Sensor (chassis, software,SSH, 10!100/lOOOBASE-Twith RJ-45 connector, up to 200 

Mbps) 
IDS-4250-K9 Cisco IDS 4250 Sensor(chassis, software, SSH, 10/100/1000BASE-T with RJ-45 connector, upto500 

Mbps) 
IDS-4250-XL-K9 Cisco IDS 4250-XL Senso r (chassis, software, SSH, hardware accelerator with duaiHDOBASE-SX 

and MTRJ connector~ 
Cisco IDS Switch Senso r Options 
WS-SVC-IDS2-BUN-K9 lntrusion Detection System Module for Catalyst 6K Switch (IDSM-21 

. RQS no 03/2 - r'J 
- CORRE IO~ 
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1. This is only a small subset of ali parts available via URL listed under MFor More lnformation". Some parts have 

restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

' / 
.. (T~e Export Considerations: The Cisco IDS 4210, Cisco IDS 4235, 
/ '- \ Cisco IDS 4250, Cisco IDS 4250-XL and Cisco IDSM-2 are r { I' oO ~ \\ ''\ subject to export controls. Please refer to the export compliance 

\ 1 \<6 0 · / : Web site at http://www.cisco.com/wwl/export/crypto for guidance. 

\,·~:I.~ -:: . ::.> For specific export questions, please contact export@cisco.com. 

For More lnformation 
See the Cisco IDS Web site: http://www.cisco.com/go/ids 

Cisco Security Agent 
The next-generation Cisco Security Agent network 
security software provides threat protection for 
server and desktop computing systems, also known 
as "endpoints." The Cisco Security Agent goes beyond conventional host and desktop 
security solutions by identifying and preventing malicious behavior before it can occur, 
thereby removing potential known and unknown ("Day Zero") security risks that 
threaten enterprise networks and applications. The Cisco Security Agent aggregates and 
extends multiple endpoint security functions by providing host intrusion prevention, 
distributed firewall, malicious mobile code protection, operating system integrity 
assurance, and audit log consolidation ali within a single agent package. 

The Cisco Security Agent analyzes behavior rather than relying on signature matching, 
its solution provides robust protection with reduced operational costs. Customers 
require robust endpoint security that prevents security attacks from affecting the 
network and criticai applications. 

As a key component ofthe SAFE blueprint for secure e-business, the Cisco Security 
Agent provides unprecedented endpoint protection that enables businesses to participate 
in e-commerce securely and take advantage of the Internet economy. 

When to Se li 
Sell This Product 
Cisco Security Agent 

Key Features 

When a Customer Needs These Features 
• Host intrusion protection, diS:ributed fireWlll, malicious mobile c ode protection,operating s)Stem 

hardening, file integrty and/or audit logconsolidation. The Cisco Security Agentprovides ali oi these 
features i1 one integrated package 

• Protection against bothknown and unknown attacks 
• Protection for SJrvers and/or de!'ktops/laptops 
• A solution that isscalable to protectthousands of servers and desktopsfor large enterprise 

deplo.,ments 

• Provides industry-leading protection for Unix and Windows servers 
• Open, extensible architecture offers the capability to define and enforce security 

according to corporate policy 

• .. ,, .• 
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Competitive Products 
• Internet Security Sy.;tems (ISS) • Entercept 
• Symantec: lntruder Alert • NFR (Centrax) 
• Enterasys: Squire 

Specifications 

Cisco Security Server 
Feature Agent 

Cisco Security Desktop 
Agent 

Cisco Security Agent 
Manager 

Platforms Windows 2000 Serve r and Advanced Windows NT v4.0 Workstation (Service Microsoft Windows 2000 Serve r and 
Serve r (up to ServicePack 3) Pack 5 or late r) Advanced Serve r (up to SP 2) 
Windows NT v4.0 Serve r and Enterprise Windows 2000 Professional (up to 
Server (Servi c e Pack 5or later) Service Pack 3) 
Solaris 8 SPARC architec1ure (64-bit WindowsXP Professional (upto Servi c e 
kemel) 1) 

Selected Part Numbers and Ordering lnformation1 

Cisco SecurityAgent Options 
CSA-MANAGER-K9 
CSA-SRVR-K9= 
CSA-B10-SRVR-K9 
CSA-B25-DTOP-K9 
CSA-B10D-DTOP-K9 

Cisco Security Agent Manager (CO Kit) 
Cisco Security Serve r Agent (Win & Sol), 1 Agent 
Cisco Security Server Agent (Win & Sol),10 Agent Bundle 
Cisco Security Desktop Agent, 25 Agent Bundle 
Cisco Securty Desktop Agent,100 Agent Bundle ,_. 

Note Export Considerations: The Cisco Security Agent is subject to 
export controls. Please refer to the export compliance Web site at 
http://www.cisco.com/wwl/export/crypto for guidance. For specific 
export questions, please contact export@cisco.com. 

For More lnformation 
See the Cisco Security Agent Web site: http://www.cisco.com/go/securityagent 

Cisco 7100 Series 
The Cisco 7100 series VPN router is a high-end, 
integrated VPN solution that melds high-speed, 
industry-leading routing with a comprehensive 
suite of advanced site-to-site VPN services. 
The Cisco 7100 series VPN router integrates 
key features of VPNs-tunneling, data 
encryption, security, firewall, advanced bandwidth management, and service-level 
validation-to detiver self-healing, self-defending, VPN platforms that cost-effectively 
accommodate remote-office and extranet connectivity using public data networks. The 
Cisco 7100 series VPN router offers specific hardware configurations optimized for 
VPN applications and network topologies. Optional WAN and embedded Fast Ethernet 
interfaces combined with high-performance routing and rich VPN services provide 
turnkey VPN routing solutions. 

When to Se li 
Sell This Product 
Cisco 7120 

Cisco 7140 

When a Customer Needs These Features 
• Entry-level Cisco 7100 Series Router designedfor large branch or centralsite VPN with VPN services 

throughput oi up to !ll Mbps 
• Designed primarily for site-to-site VPN deployments with incidental remo te access requirements ~ 
• High-end site-to-site VPN platform for central site VPN applications with VPN servicesthroughputup to \ · 

140 Mbps 
• Provides superior routing and VPN services performancefor central site environmen~·~~&u. . ._ _ _ _ 

power supplies for increased solution reliability <OS n° 03/2005 • (''IJ 

. CPMI · CORREIO 
Cisco 7100 Seriesj • . . . 
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Key Features 
• Comprehensive suite o f VPN services-tunneling, data encryption, security, 

firewall, quality o f service, and service levei validation-integrated with industry 
leading routing 

• High performance RISC processar delivering high-speed, scalable VPN services 
and routing throughput and extensive memory for reliable, high-speed VPN 
services delivery 

· • Dual autosensing 10/1 OOBASE-T Fast Ethernet ports for connectivity to the 
corporate LAN; the Cisco 7120 Series also has an integrated 4-port Tl/El serial 
WAN interface 

• Integrated Services Module (ISM) is included for support up to 2000 simultaneous 
tunneling sessions with 90 Mbps encryption performance and Windows 
95/98/NT4.0 and Windows 2000 compatibility for remate access; an optional 
Integrated Services Adapter (ISA) may be installed in the Cisco 7140 to provide 
dual encryption acceleration performance up to 3000 tunnels and 140 Mbps 3DES 
encryption throughput 

Competitive Products 
• Check Point: VI'N-1 Appliance • Nokia: IP440 
• Nortel: Contivity 4500 

Specifications 

F e ature Cisco 7120 Cisco 7140 
Embedded Duai10/100BASE-T Autosensing, RJ-45 Autosensing, RJ-45 
Fast Ethernet Interfaces 
WAN Physicallnterfaces EIA!TIA-Zl2, EIA/TIA-449, X.21, V.35, EIA-530 None 
WAN!LAN Interface Expansion 1 slot 1 slot 
Slot 
Supported Network and 
Services Port Adapters 

Service Module Slot 
lncluded Service Modules 
Console and Auxiliary Ports 
SDRAM 

Flash Memory 
PCMCIA Slots for Flash 
Memory 
Power Supply 
Dimensions (HxWxD) 

Gigabit Ethernet 1000BASE-SX and 
1000BASE-LX/LH 
Fast Ethemet 100BASE-TX and 100BASE-FX 
Fast Ethemet/ISL TX and ISL I'X 
Ethernet lOBAS E-T and 10BASE-FL 
Dedicated lilken Ring 
Multichannel T1 and E1 
ATM 
Synchronous Serill 
HSSI 
ISDN BRI 
Packet over SONET OS3/STM1 
lntegrated Services Adapter(ISA) 
1 slot 
lntegrated Services Module (ISM) 
1 of each, RJ-45 interface 
64MB packet 
128MB system (expandableto 256MB) 
48MB 
2 

Single AC 
3.5 in. x 17.5 in. x 18.25 in. 

• Cisco 7100 Series 

WjfW 

Same .as Cisco 7120 

1 slot 
lntegrated Services Module (ISM) 
1 of each, RJ-45interface 
64MB packet 
128MB system (expandableto 256MB) 
48MB 

DuaiAC 
3.5 in. x 17.5 in. x 18.25 in. 
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Cisco lOS Software and Memory Requirements 1 

To run the Cisco lOS Software Feature Packs, you need, ata minimum, the amoun 
memory shown in the following table. Some configurations will require more than 
recommended minimum. ____________________________________ __:~-· _ __:_.:,;;./' 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required Required 
CD71-CL-12.1.6E= IP IPSEC 56 12.1(6)E 16MB 64MB 

CD71-CK2-12.1.6E= IP IPSEC3DES 12.1(6)E 16MB 64MB 
CD71-CHK2-12.1.6E= IP/FW/IDS IPSEC3DES 12.1(6)E 16MB 64MB 

CD71-AL-12.1.6E= Enterprise IPSEC 56 12.1(6)E 16MB 64MB 

CD71-AK2-12.1.6E= Enterprise IPSEC 3DES 12.1(6)E 16MB 64MB 
CD71-AHK2-12.1.6E= Enterprise/FW/IDS IPSEC 3DES 12.1(6)E 16MB 64MB 

1. Forthe complete list of lOS Feature Sets, referto the parts list, via the URL listed under UFor More lnformation". For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7100 Serias Bundles-7120 
CISCD7120-4T1NPN 712D-4T1 VPN Bundle,ISM, 2xFE, AC PS, IPSEC DES 
C7120-4T1NPN/K9 7120-4T1 VPN Bundle, ISM, 2xFE, AC PS, IPSEC 3DES 
Cisco 7100 Serias Bundles-7140 
CISCD7140-2FENPN 7140-2FE VPN Bundle, ISM, 2xFE, 2xAC PS, IPSEC DES 
C7140-2FEJ2VPN/K8 714D-2FE VPN Bundle, ISM & ISA, 2xFE, 2xAC PS, IPSEC DES 
C7140-2FEJ2VPN/K9 714D-2FE VPN Bundle, ISM & ISA, 2xFE, 2xAC PS, IPSEC 3DES 
C7140-2FENPN/K9 7140-2FE VPN Bundle, ISM, 21<FE, 2xAC PS, IPSEC 3DES 
Cisco 7100 Port Adapters 
PA-FE-TX 
PA-FE-FX 
PA-2FE-TX 
PA-2FE-FX 
PA-2FEISL-TX 
PA-2FEISL-FX 
PA-4E 
PA-8E 
PA-5EFL 
PA-4T+ 
PA-8T-V35 
PA-ST-232 
PA-8T-X21 
PA-4R-DTR 
PA-GE 
PA-H 
PA-2H 
PA-A3-T3 
PA-A3-E3 
PA-A3-0C3MM 
PA-A3-0C3SMI 
PA-A3-0C3SML 
PA-4E1Gn5 
PA-4E1 G/120 
PA-E3 
PA-2E3 
PA-T3 
PA-2T3 
PA-MC-2T1 
PA-MC-2E1/120 
PA-MC-4T1 
PA-MC-8T1 
PA-MC-8E1/120 
PA-POS-DC3MM 
PA-POS-OC3SMI 
PA-POS-OC3SML 
SM-ISM 
SA-lSA 

1-port Fast Ethemet 100BaseTx PortAdapter 
1-port Fast Ethemet 100BaseFx Port Adapte r 
2-port Fast Ethernet100BaseTx Port Adapter 
2-port Fast Ethemet 1008asefx Port Adapte r 
2-port Token Ring ISL 100BaseTx Port Adapte r 
2-port Token Ring ISL 100BaseFx Port Adapter 
4-port Ethernet HBaseT Port Adapte r 
8-port Ethernet 11BaseT Port Adapte r 
5-port Ethemet 10BaseFL Port Adapter 
4-port Serial Port Adaptet Enhanced 
8-port Serial, V.35 Port Adapte r 
8-port Serial, 232 Port Adapte r 
8-port Serial, X.21 Port Adapte r 
4-port Dedicated bken Ring, 4'16Mbps, HDX/FDX Port Adapte r 
Gigabit Ethernet Port Adapter 
1-port HSSI Port Adapte r 
2-port HSSI Port Adapte r 
1-port ATM Enhanced DS3 Port Adapte r 
1-portATM Enhanced El Port Adapte r 
1-portATM Enhanced OC3c/STM1 Multimode Port Adapte r 
1-port ATM Enhanced OC3c/Sl"M1 Single mode (IR)Port Adapter 
1-port ATM Enhanced OC3o'STM1 Single mode (LRI Port Adapte r 
4-port E1 G.703 Serial Port Adapter (7!ilhm/Unbalanced) 
4-port E1 G.703 Serial Port Adapte r (120ohm/Balanced) 
1-port E3 Serial Port Adapte r wifl E3 DSU 
2-port E3 Serial Port Adapte r with E3DSUs 
1-port T3 Serial Port Adapter wifl T3 DSUs 
2-port T3 Serial Port Adapte r with T3DSUs 
2-port multichannel T1 port adapterwith integrated CSJ/DSUs 
2-port multichanneiE1 port adapterwith G.703120ohm interf 
4-port multichannel T1 port adapterwith integrated CSJ/DSUs 
8-port multichannel T1 port adapterwith integrated CSJ/DSUs 
8-port multichanneiE1 port adapterwith G.703120ohm interf 
1-port Packet/SDNET DC3c/STM1 Multimode Port Adapte r 
1-port Packet/SONET DC3c/STM1 Single mode (lfl Port Adapte r 
1·port Packet/SONET OC3c/STM1 Single mo de (LR) fbrt Adapte r 
lntegrated Services Module for IPSec & MPPE encryption 
lntegrated Services Adapterfor IPSec or MPPE encryption 

Cisco 7100 Se 

·WS n° 03/2005- r \1 
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PA-48-U 4-port 8RI Port Adapte' U Interface 
PA-88-S{T 8-port 8RI Port Adapta-, SfT Interface 

. --:::-.. 1. This ~s only a small subset of ali parts available ~ia ~RL. Iisted under "For More lnformation". Some parts have 
~~-~~. " restncted access o r are not ava1lable through d1stnbut1on channels. 

( ~/ ~ ~ "f~' More lnformation 
1 , ~ • . ~e1 the Cisco 7100 series Web site: http://www.cisco.com/go/7100 
'' A I ! \ ' ' J<-, .. -!-.-'---------------------------------

~ . .:>éisco Secure Access Control Serve r for Windows 
Cisco Secure ACS is a highly scalable, high-performance access control server that 
operates as a centralized Remote Access Dial-In User Service (RADIUS) or Terminal 
Access Controller Access Control System (TACACS+) server system. Cisco Secure 
ACS controls the authentication, authorization, and accounting (AAA) ofusers and 
administrators accessing corporate resources through the network. Cisco Secure ACS 
greatly reduces the administrative and management burden involved in scaling user and 
network administrative access to your network. Cisco Secure ACS centralizes the 
administration of user access controls globally to ensure enforcement o f assigned 
policies. 

ACS 3.1 provides support for the latest security architecture for Wireless 
authentication. lt also includes SSL server authentication and encryption for 
administrative login. 

Whento Sell 
Sell This Product 
Cisco Secura Access 
Control Serve r (ACSI 
for Windows 

Key Features 

When a Customer Needs These Features 
• Centrally manage who can log in to the network fmm wired o r wireless connections 
• Privilegeseach userhas inthe network 
• Accountinginformation rec01ded in tenns of security audits or account biling 
• What accessand CD'T1mand controls are enabled for each configuratioradministrator 
• Virtual VSA for Aimnet rekey 
• Se cure serve r authentication andencryption 
• Simpl~ied firewall access and controlthrough Dynamic Port Assignment 
• Same Use r AAA services 

• PEAP support-Provides a new, secure client-server authentication method for 
wireless networks; Provides new support for one-time token authentication, 
password change/aging and powerful extensibility of end-user databases such as 
LDAP, NDS, and ODBC. 

• SSL support for administrative access-Administrative access via the Web GUI 
can be secured with SSL, both certificate-based and encrypted tunnel support 

• CHPASS improvements-Allows privileged users control over whether network 
administrators can change passwords during TACACS+ AAA client-hosted Telnet 
sessrons 

• Improved IP pool addressing mechanism-lncludes a new, efficient algorithm for 
allocating IP addresses 

• Device search mechanism-Allows users to search for a configured AAA device 
based on the device name, IP address, type (RADIUS or TACACS+ ), or device 
group 

• Improved PKI support-Provides a more secure PKI authentication scheme by 
verifying the user's certificate authority stored in the remote LDAP directory 
against the one provided by the client 

• Cisco Secure Access Control Serve r for Windows 

.MtJtM 
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• EAP proxy enhancements-Extends EAP (LEAP, PEAP, or EAP-transport layer 

security [TLS]) proxy to other RADIUS or externai databases using standard 
RADIUS proxy 

• Integration with Cisco's security management software applications-Provide~s a .. ~ 
cons~lidated administrative TACAC~+ contrai framework ~or many Cisco · 7~-.:-!.,"' · , ' \ . 
secunty management tools such as ClscoWorks VPN/Secunty Management (-::f 

0 98 
-.\ \ 

Solution (VMS) : , . 

C .. p d \ \ A-ompetatave ro ucts \ ' ·,_ ., ~ •- .... _ ' 

• Funk: Steel Belted RADIUS • Norte I: Preside RADIUS Serve r (OEM of Funk product) ··, •• .:._ · .. . .. ·'-" 
• Lucent/Avaya: Security Management Server(LSMS) 

Specifications 

Feature Cisco Secure Access Control Server (ACS) for Windows 
Platform Windows 2000 Serve r must meet the foiiONing minimum hardware requirements:Pentium p10cessor. 550 

MHz or faster; Minimum resolution of 2!D colors at 800 x 600 I ines 
RAM 256MB required; more if you are running ~ur data base onthe same machile 
Disk ~Dr~iv-e----~2~~~M~B~o~f~di~sk-s~pa-c-e;-m~or-e~if-~-u-a-re-ru~n~ni-ng_y_o_ru~da~t~ab-a-se_o_n~th-e-sa_m_e_m_ac~h~in_e _____ __ 

Sohwere Requirements 1 Cisco Se cure ACS Serve r uses an English·language version of Windows 2000 Serve r .. For specific types of 
servi c e packs supported, reter to online documentatiln.The Wndows serverthat runs Cisco Se c une ACS 
must h ave a compatible browser installed. Cisco Se cure ACSwas testedwith English·language veiSions 
ot the tollowng browsers on Microsoft Windowsoperating systems: Microsoft Internet Explore r 5.5 and 
6.0. Netscape Communicator6.2 

Platform Requirements Cisco lOS Software 11.2 or higher on Cisco Routing Solutions 

1. Beginning with Cisco Secure ACS Version 3.1, Cisco Secure ACS on a Windows NT 4.0 serve ris no longer 
supported. For information about upgrading the operating system of a server running Cisco Se cure ACS, seethe 
lnstallation Guide for Cisco Secure ACSfor Windows Server, Version 3.1 

Selected Part Numbers and Ordering lnformation1 

Cisco Secure Access Control Serve r (ACS) for Windows 
CSACS·3. 1·WIN·K9 Cisco Se cure ACS 3.1 for Windows 
CSACS·3.1 ·WINUP·K9 Upgrade to CSACS 3.1 for Windowstrom ACS versions l.x, 2.x, 3.0 and Cisco Se cure ACStor Unix 

version 2.x 

1. This is only a small subset of ali parts available via URL listed under MFor More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
See the Cisco Secure ACS for Windows Web site: http://www.cisco.com/go/acs 

Cisco Secure User Registration Tool 
Cisco Secure URT is a virtual LAN (VLAN) assignment service that provides LAN 
security by actively identifying and authenticating users and then associating them only 
to the specific network services and resources they need through dynamic VLAN 
assignments to Cisco Catalyst® Switch networks. URT v2 .5 introduces many 
innovative features, including a Web-based logon from Windows, Macintosh, and Linux 
clients, RADIUS and Lightweight Directory Access Protocol (LDAP) authentication, 
anda secure link between the client and the VLAN Policy Server (VPS). lt also includes 
a security feature based on the Media Access Control (MAC) address that prevents users 
from accessing the network i f they are not using authorized machines. Web based LAN 
authentication allows for user mobility within the LAN environment. 

.r<.QS n° 03/2005 - rv.-J -f 
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Whento Sell 

Sell This Product 
Cisco Secura Usar 

...... ·~~~egistration Tool (URT) 
/r, c '-'_,:;.~--~~ 

( ,00,~ \\: 
\:~· \ A. ieJ Features 

Chapter 5 VPN and Security Products 

When a Customer Needs These Features 
• Web·based LAN authentication for Window$ Macintosh, and Unux client platforms-ideal for mobi e 

users within the LAN environment 
• Extendedsecurityto protectuser accesstothe logonVLAN from unregistered PCsthrough MAC-based 

security option 
• RADIUS authentication and accounting support 
• Multi pie user access per port 

\ ~.,._ .. <'; •. ' / 

""'- ;::---:;;-~~ ';:--éWeb Client Logon Interface-Supports customizable Web-based authentication 
···- ··· for Windows, Macintosh, and Linux client platforms 

• MAC-Based Security Option-Provides extended security to protect user access 
to the logon VLAN from unregistered PCs 

• RADIUS Authentication and Accounting Support-RADIUS authentication is 
offered for Web logon 

• Secure Link Between Cisco Secure URT Client and VPS Server-Security 
authentication and data encryption have been added to URT v2.5 to enable a more 
secure connection from the user 

• LDAP Support (Active Directory and NDS directories)-Cisco Secure URT v2.5 
supports Windows' Active Directory and Novell's NDS LDAP servers 

• Multiple Users Per Port-Previous versions of Cisco Secure URT support only a 
single user logon on a single port 

• Display o f Windows NT Groups-The URT Administrator interface is enhanced 
to display the users belonging to a Windows NT group 

• MAC Address Events History-With URT v2.5 MAC-address-based logon/logoff 
events are added as an option and reported to the history events tool 

Specifications 

Feature Cisco Secure User Registration Tool (URT) 
Serve r Requirements Windows2000 (SP2) server. professional, and Windows XP Professionai-Min H/W(Pentium 111, 512MB 

ORAM, 65MB of disk space) 
Browser for Web Login Netscape wrsion 4.79 and 6.2; IE version 5.5 (SP2) or 6.0 
Client Software RequirementsWindows98 (2nd E), WindowsNT4 Workstation/Server (SP6A), Windows 2000 (SP2) 

Professional/server, Windows XP Professional, Windows XP H orne (Web Client Onf{), Ma c OS 10.1 
(Web client only),Unux Redhat/SuSE/ Mandrake/ VA (Web Cli ent only)-Min H/Wfor W!b client 
(Pentium 11, 256MB ORAM, 65MB of disk space), Min H/Wfor traditional client (Pentium 11, 64./IB 
ORAM, 1MB of disk space) 

Supported Cisco Products 1900 series (1912, 1924), v9.00.05; C2800 series (2822, 2828), v9.00.05; C2900XL series (2908XL. 2916XL. 
(latest tested version) 2912Xl. 2912LRE-XL. 2924XL. 2924LRE-XL), v12.0(5)WC3b; C2948GL3 series (2948GL3, 4232) 

v12.0(18)W5(22b); C2950 series, v12.1.6.EA2c; C3500XL series (3508XL. 3512XL, 3524XL. 3548XL, 3550XL}, 
v12.0(5)WC3b; C3550 series, v12.1.8.EA 1 c; C4000 series (4003, 4006, 4912g). v7.1 (2); C5000 series (2900, 
2926,2948,5000, 5002,5500,5505, 5509), v6.3(5); C6000 series (6000, 6009,6500,6509, 651 3}, v7.1(3) 

Selected Part Numbers and Ordering lnformation 1 

Cisco Secure Use r Registration Tool (URT} 
URT-2.5-K9 Starter Kit: incl!des one (1)User Registration Tool2.5 Software icense, andone (1) Cisco 1101 

VLAN Policy Server(VPS) appliance 
URT-2.5-UP Software only. upgradescustomersfrom URT 2X to 2.5; includes upgrade for both URT Admil 

Serve r and Cisco 1100 VPS appliance 
URT-1101-HW-K9 Hardware Only, Cisco 1101 VPS appliance; addi:ional applianceneededfor backup, use in 

distributed deployments or deployments requiring Web logon capabilities 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 
See the Cisco Secure User Registration Tool Web site: http://www.cisco.com/go/urt 

• Cisco Secure User Registration Tool .,.,,. 
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Content Networking Products 

Content Networking Products ata Glance 

Product 
Cisco Content Engine 500 
Serias 

Cisco Content Engine 73110 
Serias 

Content Engine Network 
Modules 

Cisco 11500 Serias Content 
Services Switches 

Cisco LocaiDirector 

Cisco Content Distribution 
Manager 4600 Series 

Cisco Content Router 4430 

Content Switching Module 
(CSM) for the Catalyst 6500 
Serias Switches 

Cisco SSL Module for 
Cata lyst 6500 

Features Page 
Content services edge deliwry platform for Enterprise networks 6-2 
• Functions as edge node delice in an 1\pplication and Content Networkilg (ACNI s'fS!em 
• Responsiblefor delivery oi cachedor distributed contentto the end-user 
• Enables customersto rapidly deliver strategic appli:ations to branch pers:mnel includilg 

web application andcontent acceleration,content filterilg and businessvideo 
• La~ the foundation foradvanced seiVices sue h as e-learning and point oi sal e vide o 

delivery. 
Content services platform forEnterprise data centerand Service Provider networks 6-2 
• Offers premium hosting seiVices 
• Caching capabilitiesoptimize Web site performance and WAN bandwidth utilization 
• Oflerstransparentand lnternetproxy caching,Contentfiltering and ECDN capabilitiesin a 

single platform 
• Accelerates both HTTP and streaming media file formats 
Content services edge delivery network module for 2600, 3600, 3700 branch routers 6-2 
• Functions as edge node delice in an 1\pplication and Content Networkilg (ACNI s'fS!em 
• Enables delivery oi new applicationsand services via a Cisco branch routerwith no 

performance degadation oi core routing ll!rvices 
• Allows rapid delivery oi strategic appications to branch personnelincluding web 

application and content acceleration,contentfiltering andbusinessvideo 
Next-generation intellgent platform for Web site and e-commerce optimization 6-4 
• Providas an intelligent,distributed architecture to se ale for todays e-business 

infrastructure 
• OflersAdaptive Session Redundancy (ASR)-a new industry standard in stateful faibver 
• Delivers the greatest flexiblity of any content sv.itch in its class for customizing 

combinationsof ports, performance, andservices 
lntegrated hardware and SJftware solution forload balancingacross servers 6-6 
• Allows many servers to appear as one serve r for high availabiity and easy scalabiity 
• Secure real-time embedded operating ~em 
Content networ~ng policyand management device 6-7 
• Central contrai owr acquistion and di&ribution of content, incl.iding live and video on 

demand vide o, over IP networks 
• Intuitiva web-ball!d GUI providas integrated, easy-to-use managementover caching and 

contentdelivery functions SJCh as multicast replication,intelligent cache b\l)ass and 
bandwidth management 

• Roles based access contrai securely enablesmultiple administrators and content 
publishers across the organization 

lntegrated globalloadbalancing solutionfor content deli~.ery networks 6-9 
• Solves distributed ll!rver site selection problems 
• Uses HTTP (CR-44301 to redire(t a client to the best ste on the Internet based on network 

delay 
• Transparently redirection redirects end user requests to the end use r and workswith any 

IP application 
• Extremely fast site-selection algorithm is optimized for high performance 1.\éb-style 

transactions 
Line card for Catal15t 6500 6-11 
• Balances client traffic across multi pie servers within serve r tarms 
• URL and Cookie-based load balancilg 
• High-performance-200.000 new Layer 4 TCP connecnon setups per se com 
• Oflloads SSL encryption and decryption 6-11 
• Scalable performance 
• Stickyness 

Content Networking Products ata Glance 
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Chapter 6 Content Networking Products 

• 
Product Features Page 
Cisco 11000 Serias Appliance-ba!l!d SSLsolution 6-12 
Secura Content Accelerator • Offloads SSL encl)1ltion/decryption from Web servers 
ISCA 11000) • Supports 200 new SSL connedons and 900 sustained SSL sessions per second 

./'":.~~-•. ..,._, • lnteroperates withthe CSS 11000 for intelligent load balancingof SSL traffic 
/ ··: .. ;/;;...-...__..,~,~. &.(sco CTE-1400 Series Transforms Web and XML-based applicationsfor display and interaction on IPTelephones, 6-13 . I n.. r \_ com.ent Transformation PDAs, WAP Phones and other nonPC devices 
l n.. v/7 l_

1
Én.me • Supports a broad range of end devi:es 

~~ ~) • Translorms existing applications 
-\ f>\- .i ' • Design Studio GUI Application < · ~- .. ·<;:Cisco DistributedDirector Global Internet !l!rvice scaling solution 6-14 
~:;...:-,..--- • Solves distributed serve r site selection problems. Enablesa set of distributed servers to be 

. •' 

seen as a single virtual serve r 
• Uses DNS to redirect a clentto the best site on the Internet basedon a variety ofoptions 
• Configurable as authoritative Doma in Name Services (DNS) caching na me server and/or 

HTIP Session Redirectoron a per-domain basis 
Cisco GSS 4480 Global Site Global site selectionfordistributed datacenters 6-15 
Selector • Dehvers globalload balanchg for multipledata centers 

• Otfloads Doma in Named S\S!em (DNS) servers by doing DNS resolution 
• Scales to support hundreds ofdata centers orserver load balancers (SLBs) 

Content Networking Overview 
Cisco Content Networking solutions are designed to optimize the delivery of content 
to end users. To accomplish this, Cisco offers solutions for both data center and edge 
delivery with industry-leading products in both categories. 

In the data center, Cisco Content Switching, or L4-7 Switching, solutions optimize any 
size network to dynamically enable faster responses to Web requests and decrease 
network bandwidth congestion. Content switching, or intelligent load balancing, 
insures high leveis of content availability and security, and leverages investment in 
Cisco IP infrastructure. 

Cisco's Application and Content Networking (ACN) System allows enterprises to 
accelerate mission criticai web applications such as Siebel and SAP, block viroses and 
inappropriate web sites and deliver business video, while laying the foundation for 
advanced services such as e-leaming and point of sale video delivery. For Service 
Providers, the Cisco ACN System represents a highly profitable, new revenue 
opportunity by enhancing the customer/user Web experience and significantly 
accelerating the delivery o f rich Web applications, content and streaming media. 

Cisco Content Engines 
Within Cisco 's content-networking 
solutions portfolio, the Cisco Application 

' • g. ~ -- .I 
• • • • • t -:- "'"'-;I 

and Content Networking System (ACNS) Software enables a variety of services that 
optimize delivery of Web applications and content from the network edge to ensure 
enhanced speed, availability, and performance for users. ACNS Software combines the 
technologies of transparent caching and enterprise content-delivery network (ECDN) 
for accelerated delivery of Web objects, files , and streaming media from a single 
intelligent edge appliance , the Cisco Content Engine (CE). 

The Cisco ECDN solution provides a platform that delivers immediate benefits from 
entry-level applications such as content and business application acceleration and URL 
filtering , while laying the foundation for advanced services such as business vídeo and 
e-learning. 

• Content Networking Overview 
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Chapter 6 Content Networking Products 

When to Se li U
".~(~ ,_. -........ r; q Cjl 

\' \ A-When a Customer Needs These Features Sell This Product 
Content Engine 7325 

Content Engine 7305 

Content Engine 565 

• Ultra high-end contentdelivery capabilitiesforadvanced applicationssuch asstreaming media, ~ ·· ' 
e-learning, and corporate communications "-":··· ·· ·: •. 

• High-end contentdelivery capabilitiesfor advanced applications such as streaming media, e-learning, :..:._;>-" 
and corporate communications 

• Mid-range branch office and datacerter c ache ideal fatransparent caching, URL fitering, and edge 
content deliwry 

Content Engine 510 
Content Engine Network 
Modules 

• Entry-level transparentcaching and URL fltering capabilities along with lirrited contentdelivery 
• Router-integrated cachingand content delitery netVIKlrk modules for 2600, 3600, 3700 branch acceS> 

routers 

Key Features 

• Caching-Provides accelerated content delivery, WAN bandwidth cost savings, 
and protection vs. uncontrollable bottlenecks 

• Content Filtering-Enables administrators to block, monitor, and report on end 
users' access to non-business and objectionable content (uses N2H2 Internet 
Filtering Protocol, Secure Computing SmartFilter, or Websense Enterprise 
Software) 

• Content Delivery-Use in conjunction with Cisco Content Distribution Manager 
to enable rich media e-leaming and corporate communications; deliver new 
premium hosting services such as on-demand content delivery and streaming 
media; and, to scale Web sites 

Competitive Products 
• Blue Coat Blue Coat ServerAccelerator ;li() and 7000 Senes and Blue • NetworkAppliance:NetCache Cí20012100/6100 Senes 

Coat Systems Director Appliancesand Content Director 
• Volera: Excelerator. Media Excelerato~ Se cure Excelerator 

Specifications 

Cisco Cisco Cisco Cisco Cisco CE 
Content Content Content Content Network Cisco SA-7 

Feature Engine 7325 Engine 7305 Engine 565 Engine 510 Module and SA-14 
Supported Two Two Two Two One mternal 
Interfaces 10/100/lOOOBASE- 10/100/1000BASE- 10!100/1000BASE- 10/100/lOOOBASE- 10/100-Mbps 

TX TX TX TX Ethernet to router 
backplane;one 
externai 
10/100-Mbps 
Ethernet 

SDRAM 4GB 2GB 1GB 512MB Up to 512MB 
Max Storage 936GB 936GB 396GB 80GB 396GB 252 or 540GB 

Ultra2 SCSI Ultra2 SCSI Ultra2 SCSI IDE Ultra2 SCSI Dltra2 SCSI 
Maximum Internai 432GB 432GB 72GB 80GB 20GB or40 GB 252 o r 540GB 
Storage 

Ultra2 SCSI Ultra2 SCSI Ultra2 SCSCO IDE IDE Ultra2 SCSI 

Flash Memory 128MB 128MB 128MB 128MB 16MB internai; 
optional Canpact 
Flash Memory 

Storage Array Yes Yes Yes No Yes 
Support 
Rack Units 2 RU 2RU 1 RU 1 RU N/ A 3 RU 

Dimensions 3.36 X 17.46 X 3.36 X 17.46 X 1.72 x 17.3 x 16.75 1.72 x 17.3 x 16.75 One slot m 5.0 X 17.5 X 20.4 in 
(HxWXD) 27.48 in 27.48 in. in. in. 2600/3600/3700 

chassis 
Weight 621b. 621b. 281b. 281b. l.Sib. 761b. 

Power Hot-swappable Hot-swappable 200WAC 200WAC From AC (DC available 
redundant AC redundant AC 2600/3600/3700 mid-2003) 
(DC availabled (DC availabled chassis 
mid-2003) mid-2003) ~ 

·<OS no 03/2005 - r \J 
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Chapter 6 Content Networking Products 

• 
Selected Part Numbers and Ordering lnformation1 

,.-·<~--
/:,; . ..,:~.- -L ...• cisll.ll Content Engine 7300 Serias Hardware 

( 

/' 12.. tE,7~-K9 ContentEngine 7325 AC Power, ACNSsoftware 

'

O, ~ / CE-~Il5•K9 Content Engine7305 AC Power, ACNS software.Aiso runs as COM or CR 
Ciséo Content Engine 500 Serias Hardware 1\\ ()..." . \ r · C. ;•565cK9 Cisco Content Engine 5ffi, AC Power, ACNS software. Also runs as COM or CR 

' ·· ... CE-5.10-K9 Cisco Content Engine 510 AC Power, ACNSsoftware 
,:·:::c~;~~ j:isí:o Content Engine Network Module Hardware 
~-·"'' 

NM-CE-BP-200-K9= Content EngineNetwork Module, basic pertormance,20-GB IDE hard disk 
NM-CE-BP-400-K9= Content EngineNetwork Module, basic pertormance,40-GB IDE hard disk 
NM-CE-BP-SCSI-K9(= Content Engile Network Module, basic pertormance, SCSI controller(requires externai SCSI disk array 

such as the CiscoSA-6) 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation.· 

For More lnformation 

See.:itie~Cisco Content Engine Web sites: http://www.cisco.com/go/ce500 and 
http://www.cisco.com/go/ce7300 

Cisco CSS 11500 Se ri es Content 
Services Switches 
The Cisco CSS 11500 Series Content Services 
Switch is suitable for both enterprises and 
service providers seeking to reduce data center 
costs, boost e-business application 
performance, offer enhanced services, ensure 
online transaction integrity, and provide the 
best possible online experience for customers, 
business partners, and internai workers. 

The Cisco CSS 11500 is available in three models-the standalone Cisco CSS 11501 , 
the three-slot Cisco CSS 11503 and the six-slot Cisco CSS 11 506. Both the CSS 11503 
and CSS 11506 systems take advantage o f the same high-performance, modular 
architecture and use the same set ofl/0, Secure Sockets Layer (SSL), and session 
accelerator modules. Also, ali three systems operate with the same WebNS software, 
enabling the Cisco CSS 11501, 11503 and 11506 to offer industry-leading content 
switching functionality within three compact, hardware platforms. 

When to Se li 

Sell This Product 

css 11501 

css 11503 

css 11506 

Whtm a Customer Needs These Features 

• Standalone, fixed-configurationswitching platformwith up to 8 Fast Ethernet ports and 1 optional 
Gigabit Ethernet port 

• Cost-effective serve r, c ache, and firewall load balancing 
• Complex Web appications requring high-level URL and cookie switching 

• Compact. high-pertormance, modular content swtching platform wth up to ll Fast Ethemet ports or 
up to six Gigabit Ethernet pots 

• Cost-effective serve r, c a c h e, and firewall load balancing 
• lntegrated SSL capabiities forsecure transactions 
• Complex Web appications requring high-level URL and cookie switching 

• Compact. high-pertormance, modular content swtching platform wth up to ll Fast Eth emet ports o r 
up to six Gigabit Ethernet pots 

• Cost-effective serve r, c a c h e, and firewall load balancing 
• lntegrated SSL capabiities forsecure transactions 
• Complex Web appications requi'ing high-level URL and cooki e switching 

. • Cisco CSS 11500 Series Content Services Switches -
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Chapter 6 Content Networking Products 

• 
Key Features 
• Introduces an intelligent, distributed architecture to meet the real-world scaling ~~~ 

requirements of today's e-business infrastructure / . """ ~ \ 
• Improves site availability and transaction integrity by introducing Adaptive {"=f q 9JJ \, \ 

Session Redundancy (ASR)-a new industry standard in stateful failover \ ~ !\ A f I 
• Deliv~rs ~he greatest flexibility o f any conten! switch in its class for customizirtg · .... ~ . . . .,.· <, / 

combmatwns o f ports, performance, and serviCes '-<::' ·:·~ .: >'"' 
• Scales secured transaction performance through support o f an integrated, ·~---··' 

high-capacity Secure Sockets Layer (SSL) module (WebNS 5.20) 
• Protects investment by enabling upgrades o f performance, ports, and services 

through modularity 

Competitive Products 
• Alteon/Nortel : /iCEd1rectorand 700 Senes 
• F5 Networks: Big/IP and LAN s.vitch Partners 
• Foundry Networks: Serverlron 

Specifications 

Feature 
Modular Slots 
Base Configuration 

Max GB Ethernet Ports 
Max 10/100 Ethernet ports 
2-port GB Ethernet 1/0 Module 
16-port GB Ethernet 1/0 
Module 
8-port GB Ethernet 1/0 Module 
SSLModule 
Session Accelerator modules 
Redundancy features 

Cisco CSS 11501 
N/ A 
Switch Control with 810/100 
Ethernet; I GBIC port 

1 

8 

Active-a ctive Layer 5 
Adaptive session redundancy 
VirtuaiiP Address (VIP) 
redundancy 

• Radware: Web Serve r D1rector (WSDJ 
• Resonate: Central Dspatch and GlobaiDispatch 

Cisco CSS 11503 Cisco CSS 11506 
3 6 
Switch Control Module Switch Control Module 
2 Gigabit Ethernet (GBIC) ports 2 Gigabit Ethernet (GBK:) ports 
6 12 

32 80 
Max:2 Max: 5 
Max:2 Max: 5 

Max: 2 Max: 5 
Max: 2 Max:5 
Max:2 Max:5 
Active-a ctive Layer 5 Active-active Layer 5 
Adaptive Session Redundancy Adaptive Session Redundancy 
VIP redundancy VIP redundancy 

Active-standby SCM 
Redundantswitch !abri c module 
Redundantpower suppies 

Height lfi5 in. (I rack unit) 3.5" (2 rack units) 8.75" (5 rack units) 
Bandwidth Aggregate 6Gbps Aggregate 20Gbps Aggregate 40Gbps 
Storage 512MB hard disk or 256MB Flash 512-MBhard disk or256-MB Flash 512-MB hard disk or256-MB Flash 

disk memory disk memory disk 
Power lntegrated AC supply lntegrated AC or DC Up to 3 AC or3 DC 

Selected Part Numbers and Ordering lnformation 1 

Cisco CSS 11500 Serias Content Services Switches 
CSSI1506·2AC Cisco 11506 Content Services Switch includingSCM with 2 Gigabit Ethernet ports,hard disk, 2 

switch modules, 2 AC power supplies, anda fan (requires SFP GBICs) 
CSSII506-2DC Cisco 11506 Content Services Switch including SCM with 2 Gigabit Ethernet ports,hard disk, 2 

switch modules, 2 DC power supplies, anda fan (requires SFP GBICs) 
CSSII503-AC Cisco 11503 ContentServices Switch including SCM with 2 Gigabit Ethernetports, hard disk. and 

integrated AC powersupply, integrated fan,and integrated switch module (requi'es SFP GBICs) 
CSS11503-DC Cisco 11503 ContentServices Switch including SCM with 2 Gigabit Ethernetports, hard disk. and 

integrated DC powersupply, integrated fan,and integrated switch module (requi'es SFP GBICs) 
CSS5·SCM·2GE Cisco CSS 11500 S~tem Control Module with 2 Gigabit Ethemet ports and hard disk (requires SFP 

GBICs) 
CSS5-IOM-8FE 
CSS5·10M-16FE 
CSS5-IOM-2GE 
CSS5-SAM 
CSS5·SSL 
CSSII501 

Cisco CSS 11500 Fast Ethernet 1/0 Module:8-port TX 
Cisco CSS 11500 Fast Ethernet 1/0 Module: 16-port TX 
Cisco CSS 11500 Gigabit Ethernet 1/0 Module: 2-port (requires SFP GBICs) 
Cisco CSS 11500 Session Accelerator Module 
Cisco CSS 11500 SSL Module 
Cisco CSS 11501 Content Services Switch-8 Fast Ethemet, hard disk, AC 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts havt!--·-----~. 
restricted access o r are not available through distribution channels. Resellers: For latest part number ari'd iJ)~ i ÇJB~OOS -
info, se e the Distribution Product Reference Guide at: httpJ/www.cisco.com/dprg (limited country avp:i \'mility). C ORR 

Cisco CSS 11500 Series Content Services Switches 1 
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• 
For More lnformation 

.~-· -~ See the CSS 11500 series Web site: http://www.cisco.com/go/11500 

l//s, .:~--~'-~'+----------------------------------
1 _f O:>\ \ -, 
' ~ 0 JC\sco LocaiDirector 

-<\'--, ____ ~...--;:/Jhe Cisco Local Director Series offers_a high-~vaila.bility, 
"·, . .::...:__:__·_../ integrated hardware and software solutwn that mtelhgently 

balances the load o f user traffic across multiple TCP /IP 
application servers. Cisco Local Director tracks network sessions and server load 
conditions in real time, directing each session to the most appropriate server. All physical 
servers appear as one virtual server, requiring only a single IP address and a single URL 
for an entire server farm. 

A key component of a content delivery network, Cisco Local Director accelerates 
content delivery by routing client requests to the best Web server at the Web site of 
origin. Cisco Local Director supports criticai content routing protocols such as Dynamic 
Feedback Protocol (DFP) and the Boomerang Control Protocol (BCP), which ensure 
seamless content delivery network integration and reduced deployment costs. Layer 4-7 
content load balancing guarantees that the correct client is routed to an optimized 
content location. The accelerated server load balancing (ASLB) feature works with the 
Cisco Catalyst 6000 and 6500 Series switches to accelerate scaling ofTCP sessions and 
help to protect against Flash crowds-sudden traffic surges that can overwhelm a web 
si te. 

Whento Sell 

Sell This Product 
Cisco LocaiDirector 

Key Features 

When a Customer Needs These Features 
o Load balancing acro$ multiple TCP/IP application servers 
o High availablity Internet lErvices such as e-commerce, Web content, ande-mail 
o High availability Intranet servicesfor employees. customers. and suppliers 

• HTTP redirect sticky enables client-to-server persistence, regardless of SSL and 
shopping-cart configurations, to improve site availability 

• Hot-standby and stateful failover mechanisms ensures high availability by 
eliminating ali points of failure for the data center 

• Transparent support for ali common TCP/IP Internet services, including User 
Datagram Protocol (UDP), accommodates a wide range of applications and 
communications needs (Web, File Transfer Protocol [FTP], Telnet, Domain Name 
System [DNS], and Simple Mail Transfer Protocol [SMTP]) without special 
software configuration 

• SSL and cookie sticky ensures completion o f complex transactions in proxy server 
environments 

• Client-assigned load balancing provides QoS mechanism by allowing traffic to be 
directed to servers based on source IP address 

• High-performance hardware supports six Fast Ethemet (Cisco Local Director 417) 
or two Fast Ethemet plus two Gigabit Ethemet (Cisco Local Director 417G) 
interfaces 

• Network Address Translation (NAT) allows unregistered IP addresses on servers 
without router assistance 

• Cisco LocaiDirector 
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• 
• Simple setup in 1 O commands offers simple setup for typical configurations, with 

little disruption to existing network configuration and no changes to network ,-. 

• ~::::,:~ security capability effectively protects server fanns from unautho~9), , 
1 

access by filtenng based on chent IP address and serv1ce r~-\ -=f ej i ; J 
' ' A . / / 

C .. Pd , . / 1 

ompet1t1ve ro ucts \ .. _ ..::·-.. . ... : .. .,/ 
:-. "'F5"La-;;;bi:::s71: B>r.1g;-;I0P --------------:-.-;;R;;::adr.w:::a-::re::-~: wne::;:b:«S;;::erv::-:e~r,.,D;.:Ire:-::c-:::to7r -------·-=·"':....·-· -=: .. :.. :>"" 
• Foundry Networks: Serverlron Switch • Resonate,lnc.:Central Oispatch 
• Norte! Networks/Aiteon: Ace Oirector 

Specifications 

Feature 
Supported Interfaces 

Other Interfaces 

RAM 
Flash 
Performance 

Dimensions (HxWXDI 

LocaiDirector 417 
Six 10/100 BASE-TX 

RJ-45 console interface; IE-15 redundant 
failover interface 
512MB 
16MB 
8000 virtual and reaiiP addresses 
700,000 simultaneous TCP connections 
80-Mbps throughput 
1.72 X 17.5 X 14.13 in 

Selected Part Numbers and Ordering lnformation1 

Cisco LocaiDirector 
LDIR-417 
LDIR-417G 

Cisco local Director 417 
Cisco Local Director 417G 

LocaiDirector 417G 
Two 10/100BASE-TX plustwo 1000BASE-SX 
interfaces 
RJ-45 console interface; DB-15 redundant 
failoverinterface 
512MB 
16MB 
64,000 virtual and reaiiP addreses 
1,000,000 simultaneous TCP connections 
400-Mbps throughput400 
1.72x 17.5x 14.13in 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the LocalDirector Web site: http://www.cisco.com/go/ld 

Cisco Content Distribution Manager 4600 Series 
The Cisco Content Distribution Manager (CDM) configures 
network and device policy settings for edge node Content 
Engines (CE). Used to accelerate web content and save 
network bandwidth in a content networking architecture, the 
CDM can be easily integrated into existing network 
infrastructures. Deployed in an Enterprise or Service 
Provider Internet or extranet environment, the Cisco CDM 
and CEs provide transparent on-demand rich media 
streaming and static file delivery to standard PCs. 

Cisco Enterprise Content Delivery Networks (ECDNs) allow service providers and 
enterprises to distribute rich media content closer to their target customers overcoming 
issues such as network bandwidth availability, distance or latency obstacles, origin 
server scalability, and congestion issues during peak usage periods. The ECDN 
solution enables content delivery services for web hosting, streaming, e-commerce, 
e-leaming, corporate communications, and mission criticai e-business applications. 

~õs~2~ 
CPM, 11 • CdRREIO~ 

Cisco Content Distribution Manager 4600 ' ' ·1 2 :· 
/ 
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Chapter 6 Content Networking Products 

• 
Whento Sell 

/~y-..'~?~11 This Product 
1 ~·.... OOM 4630 

/ / ~ s C) \. çÍ),M4650 
, \~-J ~. )cor 4670 

When a Customer Needs These Features 
• Low·cost early deplo.,ment, or small enterprise networktrials, proof of concept and pilot programs 
• Medium and large enterprise networl<s, supports up to 1000 Cisco Content Engines 
• Service provider deployment, supportsthousandsof Cisco Content Engines 

·" '.,.~, · .. < ·~·, Key Features 
~:_:_: .. >". Complete CDN solution with Cisco Content Router and Cisco Content Engines 

• Central control over delivery o f high-bandwidth content, live and 
video-on-demand over any IP network 

• Easy-to-use management capabilities through a Web-based GUI; services include 
previewing and scheduling replication o f media to edge devices, bandwidth and 
content management 

• Automatically generates thumbnail reference images and sample Web pages for 
integration with corporate extranet, intranet, and Internet sites 

• One URL per media file provides seamless integration into any Web site 
• Integrates with standards for Web multimedia presentation, including 

HTML/DHTML, eXtensible Markup Language (XML) and SMIL 
• Secure and fault-tolerant file transferusing Secure Socket Layer (SSL) encryption 

for secure media transfers 
• Channel configuration for media distribution to any number of discrete audiences 

using "distribution lists" 
• Host content for a variety of customers within a single CDN 
• Ability to create multiple virtual CDNs addressing targeted media distribution 
• Content registration in cache logs for billing capabilities 

Competitive Products 
• Cacheflow: Chent and Serer Accelerators • NetworkApphance: ContentD1rector 
• lnktomr. Traffic Server 

Specifications 

Feature 
Content Distribution 
Manager 4630 

Sampling of Ri c h MPEG 
Media File Formats ReaiVideo 

Windows Media 
Quicklime 
HTML, GIF, JPEG 
Adobe Acrobat 
Macromedia Shockwaw 
CAD/CAM 
MRI 

Supported Interfaces Autosen9ng 101100BASE-T 
Recommended Less than 100 CEs 
Network Size 
Processo r Speed 600-MHz Plll 
RAM 512MB 

Content Distribution 
Manager 4650 
Same as COM 4630 

Autosensing 10/lOOBASE-T 
Lessthan 1000 CEs 

2x866 Xeon 
1GB 

Internai Storage One 3J GB, 10K RPM, Ultra2 SCSI 140GB RAIO 5 
disk drive 

Rack Units 1 7 
Dimensions (HxWXD) 1.72 x 17.5 x 14.1 in. 12.25 x 17.5 x 28 in. 

1. Minimum storage required for DM servi c e provider configurations 

• Cisco Content Distribution Manager 4600 Series 

·IIJDI 

Content Distribution 
Manager 4670 
N/A-fileformatshandled bythe CEs -

Autosensing 101100BASE-T 
Lessthan 10,000 CEs 

2x866 Xeon 
1GB 
36 GB 1 

7 
12.25 X 17.5 X 28 in. 
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I Chapter 6 Content Networking Products 

• 
Selected Part Number and Ordering lnformaticm1 

-~·-:~ 
/ _._ .... ~ ...... '\ 

Cisco Content Distribution Manager 4600 Serias Hardware / · / "- \ 
CDM-4630 Cisco ContentDistributionManager 4130 i / '::( lj g 8 \ , 
CDM-4650 Cisco ContentDistribution Manager 4150 \ , ' } 1 

CDM-4670 Cisco ContentDistribution Manager 4170 \ A · / } 
1. This is only a small subset of ali parts available via URL listed under UFor More lnformation". Some parts h ave. .. __ __ :~-- ··-~-~--~-.·~5// 

restricted access orare not available through distribution channels. ~ ___ ---

For More lnformation 

See the Content Distribution and Management Web site: 
http://www.cisco.com/go/cdm 

Cisco Content Router 4430 
The Cisco Content Router 4430 (CR 4430) is a 
compact, high-performance solution for 
enabling premi um Web services over public or 
private networks. Featuring either Cisco Enterprise Content-Delivery Network 
(ECDN) or Content Router 1.1 Software, customers can transparently route user Web 
browsers to the optimal content engine for file delivery. 

With its patented routing technology, the Cisco CR 4430 provides redundancy, 
scalability, and performance enhancements for network Web sites in either an 
enterprise or public service provider network. Using Hypertext Transfer Protocol 
(HTTP)-based re-direction, the Cisco CR 4430 can redirect users over the public 
network or behind the security of a corporate firewall , making it a vital component of 
the Cisco end-to-end Content Networking Solution. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco Content Router 4430 • When a customer needsto supporta Cisco Enterprise Content Delivery Networi< with HTIP redirection 

• Supports resiliency for ECDNs when used with a Cisco CSS 11500 contentservices switch 
• Up to tive Cisco CR 4430s can be deployed in an ECDN networi< to provi de greater network availability 

and performance 

Key Features 

• Uses HTTP to redirect a client to the best site on the Internet based on network 
delay 

• Transparent redirection to the end user and works with any IP application 
• Easy configuration through a Cisco IOS-style command-line interface 
• Redundant configurations, multiple CRs can be deployed at the origin site to 

provide fail-over and load scaling 

Specifications 

Feature Cisco Content Router CR4430 
Network Interface Card 10/1 OOBASE-TX 
Processar 600- MHz Plll 

RAM 1GB 

Internai Storage 18GB 

Rack Units 
Dimensions (HxWXD) 1.72 X 17.50 X 14.13 in. 

ht 12.51bs. 

Cisco Content Router 

3697 I j I I 
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Chapter 6 Content Networking Products 

• 
Selected Part Number and Ordering lnformation 
Cisco Content Routers 
CR-4430 Contentrouter that utili:ies HTTP redirection for usewith the ECDN product 

,....·::~:--~ .. " 
;<:~-';;-.. --.,__, __ ~r More lnformation 

c~ 0/b ~· ... ~e~ the Cisco Content Router Web site: http://www.cisco.com/go/cr 

~~,:: : ~êisco Content Switching Module 
The Cisco Content Switching Module (CSM) is a Catalyst 6500 line card that balances 
client traffic to farms of servers, firewalls , SSL devices, or VPN termination devices . 
The CSM provides a high-performance, cost-effective load balancing solution for 
enterprise and Internet Service Provider (ISP) networks. The CSM meets the demands 
ofhigh-speed Content Delivery Networks, tracking network sessions and server load 
conditions in real time and directing each session to the most appropriate server. Fault 
tolerant CSM configurations maintain full state information and provide true hitless 
failover required for mission-critical functions. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco Content Switching • An integrated bad balancing solltion featuring Cisco's Catai\St 6500 
Module • Load balancing for the highes traffic sights 

• Support for up to 1,000,000 concurrent TCP connections 

Key Features 

• Market-leading performance-Establishes up to 200,000 Layer 4 connections per 
second and provides high-speed content switching, while maintaining 1 million 
concurrent connections 

• Outstanding price/performance value for large data centers and ISPs-Features a 
low connection cost and occupies a small footprint. The CSM slides into a slot in 
a new or existing Catalyst 6500 and enables all ports in the Catalyst 6500 for layer 
4 through layer 7 content switching. Multiple CSMs can be installed in the same 
Catalyst 6500 

• Uses the same Cisco lOS Command Line Interface (CLI) that is used to configure 
the Catalyst 6500 Switch 

Competitive Products 
• Alteon/Nortel : fiCEd1rectorand 700 Senes • Foundry Networks: Serverlron 
• Radware: Web Serve r Director (WSD) • Resonate: Central Diipatch and GlobaiDispatch 
• F5 Networks: Big/IP and LAN siMtch Partners 

Specifications 

Feature 
Configuration Limits 

Connections 

Throughput 
Catalyst Switch Platform 
Requirements 

Cisco Content Switching Module (CSM) 
256totaiVLANs (client and server);4000virtual servers; 4000 serverfarms; 16,000 real servers; 
4000 probes; 16,000 access cortrollist (ACLO items 
1,000,000 concurrent TCP connections 
200,000 connection setJps per second-Layer 4 
4 Gigabits-per-second total combined (clent-to-server and server-to-client) throughput 
Cisco lOS Sotware only-Catai',St Operating System is not suppOited 
Functions as a bus enabled In e card-not fabic enabled 
Multilayer switch !e ature card-MSFC o r MSFC2 

. • Cisco Content Switching Module 
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I Chapter 6 Content Networking Products 

• 
Selected Part Numbers and Ordering lnformation1 

Cisco Content Switching Module 
WS-X6066-SLB-APC Catal')5t 6500 Content Switching Module 

For More lnformation 

See the Catalyst 6500 Series Web site at: http://www.cisco.com/go/cat6500 

Cisco SSL Module for Catalyst 6500 
The SSL Services Moduleis an integrated service module for the Cisco Catalyst® 6500 
Series that offloads the processor-intensive tasks related to securing traffic with Secure 
Sockets Layer (SSL) and increases the number of secure connections supported by a 
Web site. 

When to Se li 

Sell This Product When a Customer Needs These Features 

SSL Module for Catalyst • An integrated SS. encryption/dew,ption solutionfeaturing Cisco's Catai~ 6500 
6500 • Scalable SSL processing: 2.500 connectionsetupS/second permodule-10,000 per Chassis 

fully-populated with SS. modules 

Key Features 

• Server SSL offload-performs all SSL-related tasks, allowing servers to handle 
high-speed clear text traffic 

• Scalable performance-provides a simple means o f addressing increased 
performance requirements by installing additional SSL modules in a Catalyst 6500 
switch 

• Stickyness-maintains persistence even when clients request new session IDs, in 
Integrated Mode with Content Switching Module (CSM) 

• Certificate optimization-provides cost savings by requiring only a single 
certificate copy vs. a copy for each server subject to customer and certificate 
authority agreement 

Competitiva Products 
• F5 NetworkS eCommerce 540 

Specifications 

Feature 
System Capacity and Performance 

Scalability 
lntegration with Serve r Load 
Balancing 

• Nortei/Aiteon tSD 410 SS[ Accelerator 

Cisco SSL Module for Catalyst 6500 
2500 connection setups/3lC permodule-lOK per chassis; 60K concurrent client 
connections-240K per chassis; 300 Mbps bulk rate encryption-1.2 Gbps per chassis; 256 key 
pairs; 256 key certificates; Up to 2K key sizes,256 proxy servers 
Up to four SSL modules in the same Cataly.;t 6500 
Tightly integrated in ne Cisco Catai~ 6500 Switch v.1th the CSM 

Selected Part Numbers and Ordering lnformation 1 

Cisco SSL Module for Catalyst 6500 
WS-SVC-SSL-1-K9= Cisco SSL Module for Catal~&t 6500 

For More lnformation 

See the Catalyst 6500 Series Web site at: http://www.cisco.com/go/cat6500 

f~OS n° 03/2005 - r"l 
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• 
Cisco 11000 Series Secure Content 
Accelerator (SCA 11000) 

Chapter 6 Content Networking Products 

Jr-,.·r~~·--~~ 
/'<'--:..:-~----. .. ~. ,_ '-{he Cisco 11 000 Series Secure Content 

/ ( Q,tS "·~A~ce1erator (S~A 11 000) is an applianc~-based so1ut~on that increases ~he nu_mber o f 
•. ~~ O) ~, /sepure connectwns supported by a Web stte by offloadmg the processor-mtenstve tasks 
'\_\"~--r' .· /~ylated to securing traffic with SSL. Availab1e in two versions, the SCA 11000 
~; ~::~.>/simplifies security management and allows Web servers to process more requests for 

- content and handle more e-transactions. 

Key Features 

• Offioads ali encryption, decryption, and secure process for a Web site, freeing 
Web servers to perform essential Web tasks and eliminating the need for SSL 
server software 

• Boosts e-commerce site performance up to 50 times through dedicated SSL 
processing hardware-supports 200 or 800 new SSL connections per second 

• Centralizes and manages the widest range o f digital certificates to ensure complete 
independence from the Web server 

• Provides linear scalability and fault tolerance-interoperates with the Cisco 11500 
series Content Services Switches (CSS 11500) for intelligent load ba1ancing of 
SSL traffic 

• Works with any Web server platform to provide SSL support for any Web site 
• lnstalls quickly and easily with very low maintenance-no special software 

required on Web servers or Cisco 11500 series switches 

Specifications 

Cisco SCA 11000 SCA2 SCA 
Number of Ports Two 10/100Base1X Ports Two 10/100Base TX Ports 
Port Description Network Ports: Two 10/lOOBase TX; Console Port: DB9 Network Ports: Two 10/100Base lX; Console Port DB9 

Serial Port; Failover Port: DB9 Serial Port Serial Port; Failover Port DB9 Serial Port 

Data Transfer R ates Etherns:: 10 Mbps (halt duplex), aJ Mbps (full Ethernet: 10Mbps (halt duplex), 20 Mbps (full duplex) 
duplex)Fast Ethernet: 100 Mbps (half duplex),200 Mbps Fast Ethemet: 100 Mbps (half dupex), 200 Mbps (tu li 
(tull dupl8<) duplex) 

Configuration Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6. 1, 6.2 Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6. 1, 6.2 
Software OS Support 
Memory 64MB RAM; 16MB Rash ROM 64MB RAM; 16MB Flash ROM 
Dimensions 8.875 x 1.75 x 19 in. 8.875 x 1.75 x 19 in. 
Connection Rates 800 200 
Concurrent Sessions 5,000 30,000 

Selected Part Numbers and Ordering lnformation 

Cisco SCA 11000 
CSS-SCA·2FE-K9 
CSS-SCA2-2FE-K9 

For More lnformation 

CSS Secure ContentAccelerator 
CSS Se cure Content Accelerator version 2 

See the Cisco SCA 11000 Web si te: http://www.cisco.com/go/sca11000 

• Cisco 11000 Series Secure Content Accelerator (SCA 11000) 
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• 
Cisco CTE-1400 Series ContentTransformation --· ~~ 
Engine · ·· /Ç.Q 
The Cisco CTE 1400 Series Content Transformation ( / _ 
Engine provides customers with a high-performance, · · {1 q f5c 
appliance-based solution that delivers real business applications and Internet content 1 \ /) . 
to a variety of devices including Wireless Application Protocol (WAP) phones, \. '·.> .. , -···. 
personal digital assistants (PDAs), Blackberry pagers, Cisco IP Phones and other non ·-:.... ... _.:_ _ _: __ _ 
PC devices. Examples of applications that can be transformed include e-mail, 
CRM/SFA applications, intranets, maps, directions, and corporate directories as well 
as many vertical applications in healthcare, retail, finance, hospitality and education. 
The Content Transformation Engine (CTE) is a 1 Rack Unit appliance optimized to 
perform the task of converting HTML and XML applications to a format appropriate 
for devices with unique display requirements. In addition, the solution recognizes 
specific Web-enabled devices such as IP Phones, PDAs and mobile phones, and 
customizes the delivery of information to give users the right form o f data, to suit their 
devices characteristics, capability as well as the usage model. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco CTE-1400 Serias • Quickly and easily transtonn applicationsto extendthem to a variety oi new deloices. 
Content Transformation • Low total cost oi oWlership (TCOI 
Engine • lmmediate results for a rapid return on iwestment 

• Self-contained applianc110ptimized for translormation 

Key Features 

• Self-contained appliance for content transformation; includes DesignStudio for 
defining transformation roles 

• Seamlessly transforms contentas it moves from server to the target device, leaving 
the server and underlying data unchanged; Reformats data into all major Markup 
Languages 

• Supports Cisco's AVVID architecture, including transformation for Cisco IP 
telephony 

• Low total cost of ownership 

Specifications 

Feature Cisco CTE-1400 Series Content Transformation Engine 
Rack Units 
Dimensions {HxWxDI 1.70 x 16.7 x 22in. 
Weight 231bs 

Selected Part Numbers and Ordering lnformation 1 

Cisco CTE 1400 Series Content Transformation Engine 
CTE-1450-KS ContentTranslormationEngine Hard.Nare 
CTE-WAP= WAP module for CTE 1400 Series 
CTE-PALM= 
CTE-RIM= 
CTE-HTML= 

Paim module for CTE 1400 Series 
RIM Blackberry module for CTE 1400 Series 
HTML module forCTE 1400 Series 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

--~-. )S no 03/2005 - r. 

For More lnformation 

See the CTE-1400 Series Web site at http://www.cisco.com/go/cte 

Cisco CTE-1400 Series Content Transformation Engine 
~PMI - CORRE 
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Chapter 6 Content Networking Products 

• 
Cisco DistributedDirector1 

/-:-""ê.~""'i:-......-. DistributedDirector provides dynamic, transparent, and scalable Internet traffic load 
/ ·.;::.,--··~~istribution between multiple geographically-dispersed servers. DistributedDirector is 
r 4l) %) \ \a\global Internet service-scaling solution that utilizes Cisco lOS software and leverages 

t D . } r,huting table information, delay characteristics, and other information to make 
, \._ ( ' _,.,- ·;·. /'network intelligent" load distribution and site selection decisions. 
·,, ·;~··7·;--~ .-';,. ./ 

-~·"· DistributedDirector transparently redirects end-user service requests to the closest 
responsive server, which increases access performance and reduces transmission costs. 
Users need only a single subdomain name or URL-embedded hostname for accessing 
a distributed set o f servers, thus providing the appearance of a single virtual server. 

Whento Sell 

Sell This Product 
Cisco D istributed 
Director 

Key Features 

When a Customer Needs These Features 
• Load distribution across geographicall'ltopologicaly dispersed TCP/IP servers 
• High availabilityfordispersed mission·critical applicltions 
• Data center redundancy and failm.er 

• Transparent distribution o f all IP Services (TCP and UDP), including HTTP, FTP, 
Telnet, and Gopher; provides global scalability for all IP-based network services 

• lmproves access performance by redirecting to the topologically closest server 
• Calculates client-to-server round-trip times in real time; redirects clients to server 

with lowest client-to-server link latency, maximizing end-to-end performance 
• Redirects clients only to responsive servers, resulting in maximized availability 
• Cisco lOS Software & standard command line interface for device configuration 
• Transparently add and remove distributed servers, simplifying maintenance 
• Supports multiple domains; cost-effective IP service scalability solution 

Competitiva Products 
• Alteon Networks: ACEd1rector and Wêb Sw1tchesw1th WebOS GLSB• Resonate,lnc.:Giobal DISpatch 
• F5 Labs: 3DNS • RND Networks, Inc.: Web Server Director- Network Proximity 
• Foundry Networks: Serverlron Switch with htemet lronWare (WSD-NP) 

For More lnformation 

See the DistributedDirector Web site at http://www.cisco.com/go/dd 

1. DistributedDirector is available in Cisco lOS software for 2600/2600XM, 3600, and 7200 series 
routers, starting on release 12.2(4)T Enterprise Plus feature sets; Dedicated routers may be 
recommended for DistributedDirector to meet performance targets of both routing and load 
balancing; lf no dedicated hardware platform is available for running DistributedDirector, it is 
recommended customers use the Configurable DO Cache feature (available in 12.2(8)T) to limit the 
memory DistributedDirector may consume for DNS caching; To take advantage of enhanced caching 
c~pabilities, routers should be configured with additional ORAM (128MB or more) 

• Cisco DistributedDirector 
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• 
Cisco GSS 4480 Global Site Selector /)~ 

~
f-::( '-:1 .g ..:2 \ 

The Cisco GSS 4480 is a networking product that globally load balances distribu , - j 
data centers. The Cisco GSS 4480 acts as the comerstone o f multisite disaster reco , r\, A · ,,/ 
plans in deployments of Cisco's market-leading content switches. Customers \._ ,;;"'.-;·,-:~·;~-)./ 
deploying new Cisco content switches such as the Cisco CSS 11500 Content Services , __ .,.._.. 
Switch and the Content Switching Module (CSM) for the Cisco Catalyst ® 6500 Series 
switches or have already deployed legacy switches such as the Cisco CSS 11000 and 
Cisco Local Directors can benefit from the new leveis o f traffic management and 
centralized command and control provided by the Cisco GSS 4480. 

Key Features 

• Provides resilient architecture criticai for disaster recovery and multisite Web 
applications deployments 

• Offers flexible heterogeneous support for all Cisco SLBs and DNS-capable 
networking products 

• Provides centra1ized command and control o f DNS reso1ution process for direct 
and precise control of globa11oad-balancing process 

• Offers site persistence for e-commerce applications 
• Offers a unique DNS race feature-The Cisco GSS 4480 can in real time direct 

content consumers to the closest data center 
• Supports a Web-based graphical user interface (GUI) and DNS wizard fo simplify 

the DNS command and control · 

Competitivo Products 

• F5 NetworkS eCommerce 540 

Specifications 

Feature 
Number of Ports 
Port Description 
DNS requests per second 

• NorteVAiteon 1SD 410 SSLAccelerator 

Cisco GSS 4480 
Two 10/100Base TX Ports 
Network Ports: Two 111/lOOBase TX; Console Port 
4000, dependingon configuration(- 345 million DNS requestsper day per Cisco GSS 4480; an 
entire system is capable of2J billion DNSrequests perday) 

Configuration Software OS Support Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1, 6.2 
Network management Console port-CLI Accessto system via Telnet Se cure copy(SCP) or FTP; GUI-Secure HTIP 

(HTIPS) for Internet Expio e r and Netscape Navigator 
Storage One 36-GB hard drive 

Physical Dne-rack unit !ize chas!is; Network management !I! ri ai port1 GB of RAM600-MHz Plll CPU 

Dimensions 1.72 X 17.5 X 14.13 in. (43.7 X 444.5 X 358.9 em) 

Selected Part Numbers and Ordering lnformation 1 

Cisco GSS 4480 
Cisco GSS 4480-K9 
S F-G SS-Vl.O-K9 

For More lnformation 

Global site selector 
SF-GSS-Vl.Q-K9Giobal site selectorsoftware 

See the Cisco GSS 4480 Web site: http://www.cisco.com/go/gss 

ROS n° 03/2005 - r~ / 
: CPMI - CORREtO{; 
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Broadband and Dia I Access Products 

Broadband and Dia I Access Products at a Glance 

Remate Dia I Access-Data and Voice (VoiP) 

Product1 Features 

7 

Page 
Cisco AS5350 Serias 
Universal Gateways 

• High performance, 1 RU, universal gateway 7-3 

Cisco AS5400 Serias 
Universal Gateways 

Cisco AS5850 
Universal Gateway 

Remota Dia I Access 
Network Management 
SS7 Signaling & 
Sottswitch Products 

• Universal Port technology formultiple data, voice, and faxservices on anyport at any time 
• 2,4, & 8 CTln CE1/PII configurationsfor 48 to 240 channels 
• Supports broad range of allt'nc/ISDNNoiP/Wireless protocols 
• Two 10/1110 Ethernet ports,two 8 Mbps serial backhaul ports 
• Two 8 Mbps serial backhaul ports 
• Cisco SS7 signaling gatewayinteroperabilíy 
• Rexible, redundant backhaulmethods 
• High performance,2RU, universal gateway 7-6 
• Universal Port technology formultiple data, voice, and faxservices on any port at any time 
• Two models: CiscoAS5400HPX and Cisco AS5410 
• 8 to 16 CT1/CE1/PII or 1 T3 configuration for 112 to 648 channels 
• Low power and high íPJailability design 
• Supports a broad range of allt'nc/ISDNNoiP/faX/wireless protocols 
• Cisco SS7 signaling gatewayinteroperabilty 
• Rexible, redundant backhaulmethods 
The highest densityuniversal gatewayin the marketplace 7-9 
• Supportingupto5x CT3s. 96Tlsor86 E1sof multi pie data,voice, and faxservices on any port 

at anytime 
• Constant densíy regardless of codectype, ECAN or VAD settings 
• Extensiva high availability features 
• TOM grooming capability 
Suite of networkmanagementproducts forconfiguration, troubleshooting,and maintenance 7-11 
of Cisco dial accessand VoiP solutions 

• Cisco PGW2200 Softswitch-Call Agent providing signalingand call controlfunctionalty 7-12 
for PSTN Gateway and tran9t applicationsin international markets 

• Cisco BTS 10200 Softswitch-MGCP-basedsoftswitch for large-scale Voice over IP and ATM 
applications 

1. For Cisco 2509 and 2511 Access Servers, see page 1-14. 

Broadband Cable 

Product Features 
Headend and Distribution Hub Equipment 
Cisco uBR7100 Series Entry-level, fixed-configuration CMTS and integrated outer for lower-density residential and 
Universal Broadband MxU customers serviced by lier 2/lier 3 cable operators or ISPs. 

• Choice of four DDCSE>- and EuroDDCSIS-qualified, fixed-configuration modelsthat include: 
Router 

Cisco uBR7246VXR 
Universal Broadband 

Cisco uBR7111, Cisco uBR7111E, Cisco uBR7114, and Cisco uBR7114E 
• lntegrated upconverter/modulatmon the cable interface 
• Embeddeddual10/100 BaseT Elhernet network interface 
• Additional network interface with a variety of LAN andWAN options 
• Supportsup to 1,0001 data customB's 
• Modular, standards-based communications-grade CMTS and integrated router for 

high-growth broadband cable deploymentsSupports up to 8,000 subscribers and offersa 

Page 

7-13 

7-15 

~ f'I\ JYJ 
I 

Router large varietyof LAN and WAN interface options and processors 
~~-------------------------r .. ,.·c""s..-::-rn ~/2005 - r .-
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Chapter 7 Broadband and Dia I Access Products 

Product Features Page 
. ...-;-:-~~ Cisco uBR10012 Universal Highest-capacity communicatims-grade CMTS an~ integrated rou_teron the markettodaythat 7-16 

/,r__~ '··~~:.~ ~dband Router dehvers the seNces, performance, scale, and carner-class rehabllrty large cable operators 
1 ;....... '- - and ISPs demand 

I / q "\. \ • High-performance aggregatio~latform that uses Parallel Express Forwarding technology 

1 n.. 1: ·,. ·., \ • Eight cable line cardsthat include SJpport for Cisco Universal Broadband Router (uBR) line ) t1' ~J \ cards and the Cisco 5X2D Broadband Processng Engine(BPE) 
~ \ \ 0 · / f • Four network interfacesthat include supportfor 1 Gbps over Gigabit Ethernet,622 Mbps over '\ --~ . _, <.",.i o_C-12 Packet over SONET. and OC-48-0ynami~ PacketTransport (OPT) Interface Module Set 

· "- ;;:;-'?;-·. ·'/-' • Crsco uBR10012 supports up to IIJ,0001 subscnbers 
-......__ ... Cisco RF Switch • Exceeds PacketCable Availability Requirements 7-17 

• Enablesa fully redundant CMTS withno single point of failure;works with the Cisco 
uBR7246VXR and uBR10012 

• Maximizes densitywith more than 250 MCX-type connector 
Customer Premise Equipment (CPE) 
Cisco uBR900 Serias lntegrated DOCSS-based cable modem and outerwith hardware accelerated IPSec VPN 7-19 
Cable Access Router tunneling support that includes: 

• Cisco uBR925 with 4 Ethernet,1 CATv. 1 USB and 2 FXS portsthat supporttelecommuterand 
small office DOCSIS-based data, VoiP. and VPN services 

• Cisco uBR905 with 4 Ethernet and I CATV port that supportsDOCSIS-based data and VFN 
services 

1. Numbers are for reference only. Actual numbers for specific systems will vary depending on network/service 
loading, traffic, and other parameters. 

DSL (Digital Subscriber Line) Access 

Product 
DSL Access CPE1 

Broadband Services 
Aggregation 

Features 
Wide varietyof Cisco router-based DSL CPE solutionsfor business-class to small office 
applications 
• Cisco 6400 Series Router-ATM switching core, with up to 41,000 subscriber sessions per 

chassis 
• Cisco 7200 Series Router-Up to 16000 broadband ses9ons on a 3 RU platform, including 

aggregation of PFP. PPPoE, and PPPoA 
• Cisco 7301 Series Router-1 RU Broa·dbandAggregation Router that is capable of delivering 

up to 16000 sessions per chassis 
• Cisco 7400 Series Router-1 RU broadband optimized applance that delilers up to B,IDD 

sessions per chassis 
• Cisco 10000 Series Router-Acarrier-class routerthat supportsup to32,000 broadband 

sessions with !!1.999 percent S)5tem uptime 

Page 
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1. For ADSL.ISDN, and IDSL small office/home office (SOHO) customer premise equipment(CPE). see Chapter 1: 
Routers 

ATM Multiservice WAN Switching 

Product 
Cisco BPX 8600 Serias 
Switches 

Cisco MGX 8850 Series 
Advanced ATM 
Multiservice Switches 

Cisco MGX 8830 Series 
Multiservice Switches 

Cisco IGX 8400 Series 
Multiservice WAN 
Switches 
Cisco MGX 8200 Series 
Multiservice Gateways 

• Large-scale AdvancedATM switch for servi c e provider and large enterprise applications 7-23 
• Narrowband and broadbmd services in a single, highly reliable platform u9ng a multishelf 

architecture with intelligent c ali processing for Frame Relay and ATM switched l.irtual 
circuits (SVCs) 

• 20 Gbps of high-throughputswitching for multi pie traffic types data, voice, and \ide o 
• Multiservice switch, se ales from DSD to OC-4Bc/STM-16 speeds 7-24 
• Serves as a stand-alonedevicefor narrowbandservices,an integratededge concentratoror 

a broadband edge switch lllhen equipped with 4i Gbps switch card and broadband JV'M 
modules 

• Multiservice switch scalesfrom from DSDto OC-3c/STM-1 speeds 
• A standaloneswitch with narrowband interfacesand broadbandtrunkingto r e mote siteswith 

low density and high servi c e mix requirements with 1.2 Gbps switch fabric 

7-25 

• ATM-based WAN switching, connects to publicservices for reduced leased~ine costs 7-25 
• Available with 8, 16, o r 32 slots 

• Edge concentratorsfamily provi de a cost-effective narrowbandmultiservice solution for low 7-25 
to mid-band ATM and Frame Relay aggregation with QoS management features 

• Broadband and Dia I Access Products ata Glance 
~~~~~----------------------------------~ 
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Long Reach Ethernet 

Product Features Page 
Cisco Cetelyst 2950 LRE XL Fixed configurationEthernetswitchesfor delivering converged voice, video, and data services 7-26 
Switches over existing category 1/2/3 wiring forthe MxU and enterprise markets. 

• 12- or 24-port 1RU switches\5temswith four 10/100 ports. deliver Ethernet traffic lup to15 
Mbpsl over standard copper cablng lup to 5aiO feetl; ideal for MxU broadband Internet 
access 

• Co-exists with POTS and ISON traffic on the same line and compatible with ADSL 
• Advanced qualityof service for supporting comerged voice, video, and data services 

Cisco LRE CPE Devices • Cisco 575 LRE CPE-Compact. includes one RJ-45 Ethemet connection and two RJ-11 7-27 
connectorslfortelephonel 

• Cisco 585 LRE CPE-Compact. includesfour RJ-45 switched Ethernet connectioJS and two 
RJ-11 connectors lfor telephonei.Supports802.1p QoS 

Cisco LRE POTS Splitter • Cisco LRE 48 POTS Splitter--48 ports in 1RU. Ensuresthat POTS service is separata, and 7-27 
never comprorrised by LRE switch reconfiguration or downtime 

Cisco Broadband Building • Server ~em enables automated onlne activélion, integratedbilling, tiered service leveis 7-28 
Service Manager • Ideal for any form of broadband accesstechnoiOQ'r: including Ethernet, IRE, Cable access, 

DSL. Wireless. or Fiber 

Memory lnformation for Access Routers 
Router MemoryType Slots Oefault Memory MaxMemory Default Config. (Notes) 
c· ASS350 System Flash N/ A 32MB 64MB 

ISCO SDRAM 128MB 512MB 
Universal Shared 64MB 128MB 

Boot Rash 8MB 16MB 
Gateway 

Cisco MainSDRAM 2 256MB 512MB Cisco AS5400HPX and Cisco AS5410 
AS5400HPX Shared 1 64MB 128MB 

Universal Boot Rash I3VI 1 8MB 16MB 

Gatewey 
System Aash I3VI 2 32MB 64MB 

Cisco AS5400 Main SDRAM 2 256MB 512MB 
Universal Shared 1 64MB 128MB 

Gateway Boot Rash ISVI 1 8MB 16MB 
System Aash ISVI 2 32MB 64MB 

Cisco AS5850 RSC SDRAM 512MB 512MB 
Universal Feature C a rds 128MB 128MB 

Gateway SDRAMS 

Cisco CVA120 Config NVAAM 128kB 
Serias ORAM 16MB 

Aash 8MB 

Cisco AS5350 Universal Gateway 
The Cisco AS5350 Universal Gateway is the only 
one-rack-unit gateway supporting two-, four-, or 

use different Boot and System Aasll 
- NDT interchangeable 

Cisco AS5400HPX and Cisco AS5410 
use different Boot and System Flash 
- NOT interchangeable 

Ships with ali required memory 

eight-port T 1/seven-port E 1 configurations that provides universal port data, voice, and 
fax services on any port at any time. The Cisco AS5350 Universal Gateway offers high 
performance and high reliability in a compact, modular design. This cost-effective 
platform is ideally suited for Internet service providers (ISPs) and enterprise 
companies that require innovative universal services. 
The Cisco AS5350 Universal Gateway eliminates the need for switches and routers to 
create a point-of-presence (POP) or "POP-in-a-box" solution. The Cisco AS5350 
Universal Gateway has three primary universal gateway configurations: two 
Channelized Tl(CTl)/Channelized El(CEl)s, four CTl/CEls, and eight CTl/seven 
CE 1 s . It also includes integrated signaling link termination (SLT) functionality for 
direct connection to a SS7 /C7 signaling gateway. 
The Cisco AS5350 Universal Gateway comes two high-speed serial ports are provided 
to support Frame Relay, Point-to-Point Protocol (PPP), and High-Level Data Link r·A\/ 
Control (HDLC) backhaul. Ali backhaul interfaces support Hot Standby Router ~ 

Protocol (HSRP), and all cards and the fan tray are hot-swappable for carrier-class 
resiliency. The Cisco AS5350 Universal Gateway is the only access server ·itt~ 
factor that offers universal port capability with these high-availability feat\i~Sl.

0 
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Whento Sell 

Sell This Product 
Cisco AS5350 

Key Features 

Chapter 7 Broadband and Dia I Access Products 

When a Customer Needs These Features 
• 2 to 8 channelized CT1n CE1/PR compact and modular universal 
• High-performance modem ISDN, and voice cal termination 
• Universal port services (data, voice, fax) 

• 1 RU modular high-performance 2 to 8 channelized CT1/7 CE1/PRI system 
• Universal Gateway-which supports multiple data, voice, and fax services on any 

port at any time 
• Ideal for Tier 2/3 ISPs and enterprises requiring innovative universal services 
• Feature cards: 2, 4, or 8 CT1/7 E1/PRI feature cards (ISDN calls terminated on the 

card); 60 or 108 channel Universal Port feature card 
• Two 10/lOOBaseT autosensing Ethemet LAN ports 
• Two 8 MB serial WAN ports for Frame Relay, HDLC, or PPP WAN backhaul 
• Carrier Class Resiliency: All feature cards and fan tray are hot swappable, modem 

and voice DSP are pooled and can be configured as spares, AC interna} power 
supply with dual fans, Redundant LAN/WAN backhaul ports, Thermal 
management and environmental monitoring, ETSI/NEBS Level 3 compliant 

• Cisco SS7 signaling gateway interoperability 

Competitive Products 
• Lucent/Ascend: Max TNT • Nuera: BTX Senes 
• 3Com/CommVIbrks: Total Contro11 000 • Siemans: HiPath Series 
• Alcatel: 7505 Series 

Specifications 

Feature 
Processo r 
Memory 

Feature Card Slots 
Egress Pons 

LAN Protocols 
WAN Protocols 

Routing Protocols 

QoS Protocols 

Access Protocols 

Bandwidth Optimization 

Voice Compression 
OSP Voice Features 

Cisco AS5350 
250 MHz RISC processar 
SDRAM: 128MB (default), 512MB (maximum) 
Shared lnpuVoutput (I,Q): 64MB (defaultL 128MB (maximum) 
Boot Aash: 8 MB (defaultL 16MB {maximum) 
S~em Aash: 32MB {default), M MB (maximum) 
Layer 3 Cache: 2MB 
Three slots 
Two 10!100-MB Ethemetports 
Two 8-Mbps serial ports 
T1/E1 DS1 trunk te ature cards 
IP,IPX, AppleTalk, DECNet, ARA, NetBEUI, bridging, HSRP, 802.1 Q 

Frame Relay, PPP. HDLC (leased line) 
RIP, RIPv2, OSPF,IGRP, EIGRP, BGPv4, IS-IS, AT-EIGRP, IPX-EIGRP, Next Hop Resolution Protocol 
(NHRP), AppleTalk Update-Based Routing Protocoi(AURP) 
I P Precedence, Resource Reservation Protocol (RSJP), Weighted F a ir Queuing (WFQ), Weighted 
Random EarlyDetection (W~D). Multichassis Multilink PPP (MMP) fragmentation and interlea\ng, 
802.1P 
PPP, Seriall.ine Internet Protocol (SLIPi TCP Clear, IPXCP, ATCP, ARA, NBFCP, NetBIOS over TCP/IP, 
NetBEUI over PPP, protocol translation (PPP. SLIP, ARA, X.25, TCP,Iocal-area tramport [LATI. Telnet), 
and Xremote 
Multilink PPP (MP), MLP, TCP/IP header compression, Bandwidth AllocationControl Protocol (BACP), 
bandwidth ondemand, nonfacility-associated 9gnaling (NFAS), traffic !haping 
G.711, G.723.1, (5.3K and 6.3K), G.726, G.729ab, G.Ciear, GSM-FR 
Echo cancelation, programmable upto 128 ms 
Transparent transcodilg between A-lawand mu-lawencoding 
Voice acti~ty detection, slence suppression, comfort noise geneation 
Fixed and adaptil.e jitter buffering 
Call progresstone detection and generation- Dia I tone, busy, ring -back, congestion,and re-ordertones 
with local country variants 
DTMF. Multifrequency (MF) 
Continuity Testing (COT) 

~~_Ci_sc_o_A_S_5_3_50_U_n_i_ve_rs_a_I_G_at_e_w_a~y -------------------------------, 
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Feature Cisco AS5350 
Voice and Fax Signaling 
Protocols 

H.323v2, H.323/v3, H.323v4, SIP. MGCP 1.0, TGCP 1.0, Vaie e Exten9ble Marl<up Language (\biceX 
Real-lime Streaming Protocol (RTSPI, Extended Simple Mail Transfer Protocol (ESMT~ 

SS7 
Network Security 

Virtual Private Networking 

T.38 real-time fax relay 
T.37 fax store and forwaid 
Fax detection 
Fax and modem passthrough 
Open Set11ements Protocol (OSPI 
Media Recording Contrai Protocol (MRCPI 
Text to Speech (TT9 Servers 
Automatic SpeechRecognition (ASR Servers 
lntegratedSLT functionality 
RADIUS or TACACSt 
PAP or CHAP authentication 
Local user/password data base 
DNIS, CLID, call-type preauthenication 
lnbound/wtbound traffic filtering(including IP. IPX, Applelalk, bridged trafficl 
Network Address Translation (NA TI 
Dynamic accesslists 
SNMPv2, SNMPv3 
IP Security (IPSecl 
Policy enforcement (RIOIUS or TACACStl 
L2TP. Layer 2 Forwarding (L2FI, and generic routing encapSJiation (GREI tunnels 
Firewall security and intrusim detection 
QoS features (oommitted access rate (CAR), Random Earl{ Detection (~D], IP Precedence, 
policy-based routingl 

Channelized T1 
Channelized El 
ISDN Protocols Supported 

Modem Protocols 
Supported 

Robbed-bit sgnaling; LoopStart, lmmediate Start, and Wink Start Protocols 
CAS, PRI, El RI, El R2, leased in e, Frame Relay, G.703, G.704 
Sync mode PPP. V.120, V.110 at rates upto 38400 bps 
Network- and User-side ISDN 
NFAS with backup D-channel 
QSIG, Feature Group B, Feature Group D 
DoVBS 
V.90 ar V.92 standard supporting rates oi 58100 to 28000 in 1333 bps increments 
V.92 Modem on Hokl 
V.44 Compression 
Fax out (transllissionl Group 3, standards ElA 2388 Class 2 and ElA !B2 Class 2.0, at modulationsV.33, 
V.17, V.29, V.27ter, and V.21 

Wireless Protocols 
Supported 

K56Aex at 56000 to 32000 in 2000 -bps increments 
ITU-TV.34 Annex 12 at J3j(J() and 31200 bps 
and manyothers 
V.110, V.120 

Full Cisco lOS Support IP Plus and Enterprill! Plus feature sets 
Console and Auxiliary Ports Asynchronousserial (RJ-451 
Chassis Dimensions (H x W x DI: 1.75 x 17.5 x 20.5 in. 

Weight (fullyloadedl: 221bs. (10 kgl 

Selected Part Numbers and Ordering lnformation 1 

Cisco AS5350 Universal (Data) System Bundles 
AS535-2T1-48-AC AC AS5350; 2T1, 60 ports, IPt lOS. 48 Data Li c 
AS535-4T1-96-AC AC AS5350; 4T1, 108 ports, IPt lOS, 96 Data Uc 
AS535-8T1-192-AC AC AS5350; 8T1, 216 ports, IPt lOS, 192 Data Li c 
AS535-2E1-60-AC AC AS5350; 2E1, 60 ports, IPt lOS. 60 Data Li c 
AS535-4E1-120-AC AC AS5350; 4E1, 120 ports, IPt lOS, 120 Data Li c 
AS535-8E1-210-AC AC AS5350; 8E1,216 ports,240 ISDN ports, IPt IOS,210 Data Uc 
Cisco AS5350 Universal (Voice) System Bundles 
AS535-2T1-48-AC-V AC AS5350 Voice; 2T1, 60 ports, IPt lOS, 48 Vaie e Lic 
AS535-4T1-96-AC-V AC AS5350 Voice; 4T1, 108 ports, IPt lOS, 96 Vaie e Li c 
AS535-8T1-192-AC-V AC AS5350 Vaie e; 8T1, 216 ports, IPt lOS, 192 Vaie e Li c 
AS535-2E1-60-AC-V AC AS5350 Voice; 2E1, 60 ports, IPt lOS, 60 Voice Lic 
AS535-4E1-120-AC-V AC AS5350 Voice; 4E1, 120 ports,IPt lOS, 120 Voice Uc 
AS535-8E1-210-AC-V AC AS5350 Vaie e; BEl, 216 ports, IPt lOS, 210 Voice Uc 
Cisco AS5350 Spare Chassis 
AS5350-AC= 
AS5350-DC= 

AC 5350 Chassis with Motherboard,IP Plus lOS, default mem01y 
DC 5350 Chassis with Motherboard,IP Plus lOS, default memory 

.2S. no 03/2005- r• .' 
PMJ · ·cORREIO 
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• 
Cisco AS5350 Software 
S535AKB-12202XA 
S53SAP-12202XA 
S535CK8-12202XA 
S535CP-12202XA 

Chapter 7 Broadband and Dia I Access Products 

Cisco AS5350 Series lOS ENTERPRISE PLUS IPSEC 56 . 
Cisco AS5350 Series lOS ENTERPRISE PLUS 
Cisco AS53!D Series lOS IP PLUS IPSEC 56 
Cisco AS5350 Series lOS IP PLUS 

Cisco AS5350 Memory Options & Spares 
MEM-UP1-AS535 16M Bootflash.64M System Flash,256M Main, 128M Shared 1!0 Memory 
MEM-16BF-AS535 AS5350 16MB Boot Flash upgrade 
MEM-64F-AS535 AS5350 64MB Sy.;tem Flash upgrade 
MEM-256M-AS535 AS5350 256MB Main SDRAM upgrade 
MEM-128S-AS535 AS5350 128MB Shared 1/0 upgrade 
Cisco AS5350 Spare DFC Boards 
AS535-DFC-2CT1= 
AS535-DFC-2CE1= 
AS535-DFC-4CT1 = 
AS535-DFC-4CE1= 
AS535-DFC-8CT1 = 
AS535-DFC-8CE1 = 

AS5350 Dual Tl/PRI DFC card 
AS5350 Dual CEl/PRI DFC card 
AS5350 Quad Tl/PRI DFC card 
AS5350 Quad El/PRI DFC card 
AS5350 Octal Tl/PRI DFC card 
AS5350 Octal El/PRI DFC card 

AS535-DFC-60NP= AS5350 60 Nextport DFC card 
AS535-DFC-108NP= AS5350 108 Universal Port Card 
Cisco AS5350 Spare Accessories 
AS5350RM-19/24= AS5350 19n4 Rack Mount Kit, Spare 
AS535-FTA= AS5350 Fan Tray Assembly, Spare 
AS535-AC-PWR= AS5350 AC Power Supply, Spare 
AS535-DC-PWR= AS5350 DC PowerSupply, Spare 
AS535-DFC-CC= AS5350 DFC Carrier Card 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco AS5350 Universal Gateway Web site: http://www.cisco.com/go/as5350 

Cisco AS5400 Series 
Universal Gateways 
Cisco AS5400 Series Universal Gateways 
offer unparalleled capacity in only two rack 
units (2RUs) and provides universal port data, 
voice and fax services on any port at any time. High-density (up to 1 CT3), low power 
consumption (7.2A at 48 VDC per CT3), and universal port digital signal processors 
(DSPs) make Cisco AS5400 Series Universal Gateways ideal for many network 
deployment architectures, especially colocation environments and mega points of 
presence (POPs). 

The Cisco AS5400 Series consists o f two models, the Cisco AS5400 and the Cisco 
AS5400HPX. The gateways share the same architecture; the primary difference is the 
processing capability of the two platforms. The Cisco AS5400 offers unparalled dial 
capacity and scalability for MLPPP, L2TP, and V.120 sessions, whereas the Cisco 
AS5400HPX provides enhanced performance for processar intensive voice and fax 
applications . 
Cisco AS5400 Series support a wide range o f IP-based value-added services such as 
high-volume Internet access, regionallbranch-office connectivity, corporate virtual 
private networks (VPNs), mobile wireless solutions, long distance for Internet service 
providers (ISPs), intemational wholesale long distance, distributed prepaid calling, 
Signaling System 7 (SS7) interconnect, and enhanced voice services. 

• Cisco AS5400 Series Universal Gateways 
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Whento Sell 

Sell This Product 
Cisco AS5400HPX 

Cisco AS5400 

Key Features 

When a Customer Needs These Features 
• High densityin a small footprint (16 CT1/CE1 or 1 CT3) 
• Universal port services (data, voice, fax) 
• Enhanced pe~ormance for proces;or intensive voice and faxapplications 
• Compact form factor-ea!V to add capacity as the network grows 
• low power per port 
• High performance al!{nc/ISDNNoiP/wireless 
• 138 real-time fax relay, 137 fax store and forvvard, fax detection,unified commurications 
• Rexible redundant backhaulmethods 
• Async/ISDN/Wireless data to 1 CT3 
• Universal port services (data, voice, fax) o r voice only services to 16 CT1/CE1 

• The Industry's only 2RU, CT3-capable universal gateway on the market with 
hot-swappable cards, internai redundant power supply 

• Universal Gateway which provides universal port data, voice, and fax services on 
any port at any time 

• Feature cards: 8 or 16 CT1/CE1 feature cards; 60 or 108 channel Universal Port 
feature card; Ali feature cards and fan trays are hot-swappable 

• Redundant 10/100 Ethernet ports and redundant 8 Mbps serial backhaul ports for 
Frame Relay, HDLC or PPP WAN Backhaul 

• One fast console port for local administra tive access; one auxiliary port for remo te 
administrative access 

• Redundant LAN/WAN backhaul ports 
• ETSI/NEBS Levei 3 compliant 
• AC or DC power supply with dual fans 
• Cisco SS7 signaling gateway interoperability 

Competitive Products 
• 3Com/CommWírks: Total Control ClÕOO • lucent: Max TNT 
• AI catei: 7505 Series 

Specifications 

Processar Type 

Calls Supported 

SDRAM 

Boot Flash 
S','Stem Flash 
Layer 3 Cache 

• Siemens: HiPath Series 

Cisco AS5400HPX: 3!KI-MHz RIS C processar 
Cisco AS5400:25D-MHz RISC processar 
Cisco AS5410HPX: Voice or universal port services - to 648 concurrent calls(to 20T1s/16E1s) or 
Remate acce!i& services- to 648 calls (to 1 CT3/16E1s) 
Cisco AS5410: Voice o r universal port services - to 480 concurrent calls (to 20T1s/16E1 s) o r 
Remate acce!i& services- to 648 calls (to 1 CT3/16E1s) 
256MB (default), 512MB (maximum) 

8MB (default) 16MB (maximum) 
32MB (default) 64MB (maximum) 
Cisco AS5400HPX: 8 MB 
Cisco AS5400:2 MB 

Shared input/output (1/0)64 MB (default) 1:111 MB (maximum) 
Feature Slots 7 
Trunk Feature Cards 8 T1/E1/PRI1 CT3 
OSP Feature Card 
LAN Protocols 
WAN Protocols 
Routing Protocols 

QoS Protocols 

Access Protocols 

60/180 Universal ports 
IP, IPX, AppleTalk, DECnet, ARA. NetBEUI, bridgilg, HSRP, 802.1 Q 
Frame Relay, PPP, HDLC (leased line) 
RIP, RIPv2, OSPF, IGRP, EIGRP, BGPv4, IS-IS, AT-EIGRP, IPX-EIGRP, Next Hop Resolution Protocol (NHRP), 
AppleTalk Update-Based Routing Protocol (AURIJ 
IP Precedence, Resouce Reservation Protocol (RSVP). Weighted FairQueuing (WFG), W!ighted Random 
Early Detection (WRED), Multi chassis Multilink PPP (MMP) fragmentation and inteleaving, 802.1 P 
PPP, Serialline Internet Protocoi(SLIP). TCP Clear,IPXCP, ATCP, ARA, NBFCP, NetBIOS overTCP/IP. NetBEUI 
over PPP, protocoltranslation (PPP, SLIP, ARA, X.25, TCP,LAT, Telnet), & XRemote 

Bandwidth Optimization Multilink PPP (MLPPP), TCP/IP header compession, Bandwidth Allocation Contrai Protocol (BR.CW~ 
031
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Voice Compression 
DSP Voice Features 
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G.711, G.723.1 (5.3K and 6.3Kl. G.726, G.729ab, G.Ciear, GSM-FR ./ 

G.168 echo cancellation, p10grammable upto 128 ms 
Transparenttranscoding between Ajaw and mu~aw encoding 
Voice activitydetection, slence suppression, comfort noise, fixed and adaplve jitter buffering • 
Call progress tone detection and generation-Diatone, busy, ring-back, congestion,and re-ordertone$. :, 
with local countryvariants \ 
ContinuityTesting (COT) \... 
DTMF,MF ., 

Voice and Fax Signaling H.323v2, H.323v3, H.323v4, SIP. MGCP 1.0, TGCP 1.0, Voice Extensible Markup Language (VoiceXMI.), 
Protocols Real-Time Streaming Protocol (RTSPl. Extended SimpleMail Transfer Protocol (E~TPl 

T.37 fax store and forward 

SS7 
Network Security 

Virtual Private 
Networking 

Channelized T1 
Channelized E1 
ISDN Protocols 
Supported 

Modem Protocols 
Supported 

Wireless Protocol 
Full Cisco lOS Support 
Console and Auxiliary 
Ports 
Chassis Dimensions 
(H x Wx Dl 
Chassis Weight 
(fully loadedl 

T.38 real-time fax relay 
Fax detection 
Fax and modem pal!Bthrough 
Open Settlements Protocol (O SI') 
Media Recording Control Protocol (MRCPl 
Text to Speech (TIS) Servers 
Automat1c Speech Rec~nition (ASRl Servers 
lntegrated SIJ function~ity 
RADIUS orTACACSt, PAP or CHAP authentication,local user/password databa!l! 
DNIS, CLID, call-type pre-authenlication 
lnbound/outbound traffic filtering (includig IP,IPX, AppleTalk, bridged trafficl 
Network Address Translation (NJIT) and Dynamic access lists 
SNMPv2. SNMPv3 
IP Security (IPSec) and Policy enforcement (friDIUS or TACACS+l 
L1TP. Layer 2 Forwarding (L2Fl. and generic routing encapsulation (GREI tunnels 
Fírewall security andintrusion detection 
Robbed-bit signaing; loop s:art, immediate start, and wink start protocols 
CAS, E1 RI, E1 R2.1eased line, Frame Relay, G.703, G. 704 
Sync mode PPP. V.120, V.110 at ratesup to 38400 bps 
Network- and User-side ISDN 
DoVBS 
QSIG 
NFAS with backupD-channel 
V.90 o r V.92 standard 9.lpporting rates of 56000 to 28000 in 1333 bps increments 
V.92 Modem on Hold, ll!ick Connect 
V.44 Compression 
Fax out (transmissionl Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulati:ms V.33, V.17, 
V.29, V.27ter, and V.21 
K56Aex at 56000 to 32000 in 2000 bps increments 
ITU-T V.34 Annex 12 at 33600 and 31200 bps 
and manyothers 
V.110, V.120 
IP Plus and Enterpri!l! Plus feature sets 
Asynchronous serial (RJ-45) 

3.5 X 17.5 X 18.25 in. 

351b maximum (15.8 kgl 

For More lnfo rmation 

See the Cisco AS5400 Universal Gateways Web site: http://www.cisco.com/go/as5400 

• • Cisco AS5400 Series Universal Gateways 
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Cisco AS5850 Universal Gateway 
The Cisco AS5850 Universal Gateway is a 
high-density, carrier-class gateway, offering 
unparalleled capacity and high availability. The Cisco 
AS5850 is specifically designed to meet the demands of 
large, innovative service providers, supporting up to 
five channelized T3s (CT3s), 96 Tis or 86 El s of data, 
voice, and fax services on any port at any time. It offers 
high availability features such as hot-swap on all cards, 
load-sharing and redundant hot-swappable power 
supplies, redundant route processing cards and call 
admission control to ensure 99.999-percent availability. ,. 
The Cisco AS5850 supports a wide range ofiP-based ~;li;;,~; ·. , .. , _. 

value-added services such as high-volume Internet 
access, corporate virtual private networks (VPNs), long distance for Internet service 
providers (ISPs), international wholesale long distance, distributed prepaid calling, 
Signaling System 7 (SS7) interconnect, and managed voice services such as hosted IP 
telephony, managed IP-PBX, multiservice VPNs, and IP contact centers. 
Using the rich set of Cisco lOS Software features and Signaling System 7 (SS7) 
interconnection, servi c e providers can quickly provision their network for new services 
to meet the rapidly changing demands o f the communications provi der marketplace. 
As a highly flexible voice gateway, the Cisco AS5850 supports any coder-decoder 
(CODEC) at 100-percent capacity simplifying network engineering. An open 
programmable architecture streamlines rapid voice service creation with H.323, 
Session Initiation Protocol (SIP) or Media Gateway Control Protocol (MGCP). 

Whento Sell 

When a Customer Needs These Features Sell This Product 
Cisco AS5850 • Supportingupto5x CT3s,96T1sor86 Els of multiple data, voice, andfaxserviceson anyportatanytime 

• Service provider or IP·focused ins:allations 
• Highly available single system with mukiple redundancy 
• Wholesale dial/voice, retail dial/voice, TOM grooming o r wireless applications 

Key Features 

• High scalability-up to 3360 ports in a 14 RU chassis and provides for 6 times 
growth in same chassis 

• Hot-swap redundant power supplies and power feeds 
• Redundant DSPs and RSC 
• Thermal/Power management and redundant fans 
• DSP Resource Recovery Feature 
• Supports H.323v2, H.323v3, H.323v4, SIP and MGCP 1.0 
• Application-specific support including AOL and Prodigy traffic 
• WAN optimization including routing filters, snapshot routine, dial-on-demand 

routing ASAP 
• ETSI/NEBS Levei 3 compliant 
• Cisco SS7 signaling gateway interoperability 

. ... ~--------
, <OS n° 03/2005 - ri.1t 
CPMI, . -1 CORR9 
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Competitive Products 
• 3Com: TC 21100 
• Lucent: APX 80ID 

Specifications 

Feature 
Slots 

Processo r Type 
RSC Switch Fabric 
Memory 

Trunk Cards 

Universal Port Card 
Egress Ports 

LAN Protocols 
Service Support 
Routing Protocols 
Access Protocols 
Bandwidth Optimization 

Network Security 

Virtual Private 
Networking 

Channelized T1 
Channelized E1 
ISDN Protocols 
Voice Protocols 

Modem Protocols 

ISDN Protocols 
Wireless Protocol 
Console and Auxiliary 
Ports 
Chassis Dimensions 
{HxWxD) 
Chassis Weight 

Cisco AS5850 
12 feature boardslots 
2 RSC slots 

• Siemens: HiPath Series 
• Alcatel: 7505 Series 

266 MHz RIS C processar plus 2MB of L.3 c ache SDRAM 
5 6Bps, Layer 3/4 switching 
512MB SDRAM with ECC per RSC 
128MB SDRAM (with parity) perfeature card 
Single CT3 plus216 DSP Channelfeature card 
24 CE1/CT1 feature card 
6.703, 6.704 
324 Channel DSP-feature card 
Dual 6igabit load-balanced ll!dundant Ethernetports with GBIC interfaces for user traffic 
One 10/100-Mbps Ethernet port with RJ45 connector for rmnagementtraffic 
IP 
Port Policy Management andSS7/C7 
RIP. RIPv2, OSPF,IGRP. EIGRP. B6Pv4, IS-IS, Next Hop Resolution Protoco~NHRP) 
PPP. Serial Line lternetProtocol (SLIP), TCP Clear 
Multilink PPP (MLPPP), TCP/IP headercompression, Bandwidth Allocation Control Protocol (BACP), 
Bandwidth ondemand, Nonfacility-associated signaling (NFAS),traffic shaping 
RADIUS or TACACSt, PAP or CHAP authenkation,local user/password database,DNIS, CLID, cal~type 
pre-authentication, lnboundbutbound traffic fltering (incuding IP), SNMPv2, SNMPv3 
IP Security (IPSec) and Policy enforcement(RADIUS orTACACSt), L2TP. Layer 2 Forwarding (L2F}, and 
generic routing encapsulation(GRE) tunnels, Firewall security and intrusion detection,IP Precedence, 
policy-based routing 
PRI, robbed-bit sgnaling; loop start, immediate start, and wink start protocols 
CAS, E1 R2, PAI 
Sync mode PPP. V. 120, V. 110 at rates up to 38400 
6.711, 6.723.1,, 6.726, 6.729ab, 6.Ciear, 6SM-FR 
H.323v2, H.323v3, H.323v4, SIP. M6CP 1.0 
ECAN up to 12Bms 
T.38 real-time fax relay 
Fax detection 
Fax and modem passthrough 
V.90 o r V.92 standard supporting rates of 56000 to 28000 in 1333-bps increments 
V.44 supporting increased throughput bymore than 100 percentfor Internet brolll6ing 
Fax out (transrrission) 6roup 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulationsV.33, V.17, 
V.29, V.27ter, and V.21 
K56Aex at 56000 to 32000 in 2000-bps increments 
ITU-TV.34 Annex 12 at 33600 and 31200 bps 
and more 
Sync mode PPP. V.120, V.110 at rates up to l!400 bps 
V.110 
Asynchronousserial (RJ-45) 

24.5 X 17.5 X 24 in. 

220 lb (100 kg) 

For More lnformation 

See the Cisco AS5850 Web site: http://www.cisco.com/go/AS5850 

• Cisco AS5850 Universal Gateway ..... 

) 
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Remote Dial Access Network Management Products 

Universal Gateway Manager (UGM) 

Network management applications and tools are criticai for the successful deployment 
and operations o f voice or data services. The Cisco Universal Gateway Manager 
(UGM) is an element management system for Cisco AS5000 Universal Gateways. The 
Cisco UGM enables network operators and administrators to efficiently deploy, 
manage and maintain Cisco AS5000 Universal Gateways supporting Voice over IP, 
managed voice, PSTN gateway, and dial access services. 

Key Features 

• Enables the efficient deployment and configuration o f Cisco AS5000 Universal 
Gateways 

• Monitors the operational status of Cisco AS5000 Universal Gateways and their 
subcomponents so that corrective action can be taken quickly 

• Supports the rapid reconfiguration of Cisco AS5000 Universal Gateways for 
network or service changes 

• Collects and presents a wide range o f performance-related statistics for 
monitoring gateway and network efficiency 

• Co-resides with Cisco MGC Node Manager (MNM) for Cisco PGW 2200 PSTN 
Gateway node management 

• Provides interfaces to support its integration with existing network management 
applications 

For More lnformation 

See the Cisco Universal Gateway Manager Web site: http://www.cisco.com/go/ugm 

Cisco Universal Gateway Call Analyzer 

The Cisco Universal Gateway Call Analyzer (UGCA) tool monitors and troubleshoots 
Cisco AS5000 universal gateways that support dialup services. The Cisco Universal 
Gateway Call Analyzer complements other network management system (NMS) 
applications, adding call-level analysis capabilities that are not available with standard 
NMS applications. 
Maintaining high call-success rates and quality connections are key challenges for any 
dial service provider. These metrics directly affect customer satisfaction and are 
fundamental indicators o f network performance and efficiency. Numerous issues may 
cause service degradation, which may be rapid or may occur slowly. While public 
switched telephone network (PSTN) issues are frequently the source ofproblems, they 
are especially difficult to identify. 
Cisco AS5000 universal gateways collect the detailed call-characteristic data needed 
to detect and diagnose issues that affect service. The Cisco Universal Gateway Call 
Analyzer is the window into this data, providing analysis and reporting features 
through an intuitive Web interface. 

For More lnformation 

See the Cisco Universal Gateway Call Analyzer Web site: 
http://www.cisco.com/go/ugca 

Remate Dia I Access Network Management 
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Cisco Resource Policy Management System /l.- \ 
Wholesalers face a challenge when delivering service levei agreements (SLAs) o{ ~(f 9 Gg ' 
common network, especially when providing a range o f services for different ~ \ , /} 
customers. The Cisco Resource Policy Management System (RPMS) is a software to~;,- · 
that provides policy management of platform resources. With Cisco RPMS, .__ 
wholesalers are able to offer a variety of services to a variety o f customers on a single 
set o f gateways. Cisco RPMS offers not only effective resource management but the 
capability to build and deliver flexible service models that fit customers' uni que 
requirements. Cisco RPMS can grow to support a wholesaler's changing needs, scaling 
as the network expands and delivering the services that customers demand, including 
wholesale dial, access to virtual private network (VPN) services. 

Selected Part Numbers and Ordering lnformation 1 

Resource Policy Management System 
FR5X-PM-UC Port management licensefor 1 port (includesResource Pool ManagerCall Tracker) 
CRPMS-2.0 Cisco Resource Pool Mmager Serve r v2.0 (1 server) 
CRPMS-2s-2.0 Cisco Resource Pool Manager Serwr v2.0 (2 servers) 
CRPMS-SS-2.0 Cisco Resource Pool Manager Serve r v2.0 (6 serversl 
CRPMS-UPGRADE-2.0 Single Serwr Upgrade Ucense from RPMS 1.x to version 2.0 

1. This is only a small subset of ali parts available via URL listed under UFor More lnforrnation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco Universal Gateway Manager: http://www.cisco.com/go/ugm 
See the Resource Pool Manager Web site: http://www.cisco.com/go/rpms 

SS7 Signaling & Softswitch Products 
Cisco AS5x00 series products interoperate with various SS7 and Softswitch products, 
including the Cisco SC2200 Signaling Controller, the Cisco PGW 2200 Softswitch and 
the Cisco BTS 10200 Softswitch. 

Cisco SC2200 Signaling Controller 

Please see PGW 2200 Softswitch. 

Cisco PGW 2200 Softswitch 

) 

The Cisco PGW 2200 provides the signaling and call control functionality that enables 
service providers (SPs) to bridge the boundary between the legacy PSTN and today's 
new world packet networks . Combined with Cisco's award winning media gateways, 
the PGW 2200 is the catalyst for PSTN Gateway solutions enabling dial offload, 
transit, business voice, H.323 and SIP based applications. The PGW 2200 leverages its 
protocollibrary of90+ SS7 /C7 variants to enable interconnect worldwide. In signaling 
mode the PGW adds SS7/C7 to the AS5XOO gateways, giving service providers around 
the world a proven cost-saving and reliable solution for connecting VoiP and Internet 
Dial Access solutions to the PSTN. SS7 signaling allows service providers to enter into 
new markets, optimize their networks for both voice and data traffic, and save 
drastically on monthly interconnect fees. 

(~ 
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Cisco BTS 10200 Soltswitch ~ 
The Cisco BTS 10200 Softswitch provides call-contro1 intelligence for establis ip~, '=! C]6 g);, 
maintaining, routing, and terminating voice calls. The Cisco BTS 10200 Softsw c h., ~ - ,-' ; 
also serves as an interface to enh~nced service and ap~licat~on platfo~s. ~eve~ag · t": · ::~::;.>"" , 
the power ofpacket networks whlle seamlessly operatmg wtth legacy ctrcmt swttched · 
infrastructures, the Cisco BTS 10200 Softswitch empowers service providers and 
carriers to gracefully transition to packet-based technology. Implementing the Cisco 
BTS 10200 Softswitch ensures rapid service dep1oyment, carrier-grade reliability, 
service flexibility, scalability to millions of subscribers, and cost savings through 
investment optimization and operational efficiencies. 

For More lnformation 

See SS7 Signaling & Softswitch Products Web site: 
http://www.cisco.com/en/US/products/hw/vcallcon/index.html 

Additional Remote Dial Access Products 
• In addition to the AS5350/AS5400/AS5850 series access gateways, the Cisco 

2600/3600 series routers (see pages 1-16 and 1-22) also support dial-up, data, and 
voice access via network and modem modules, and voice interface cards 

• For sites that require access via multiple externai analog modems, the 
AS2509/AS2511-RJ access servers (see page 1-14) and 2600 series routers (see 
page 1-16) are ideal for low-density, dial applications 

• For small office ISDN connectivity, see Cisco 800 series routers (see page 1-9) 

Cisco uBR7100 Series Universal 
Broadband Router 
The Cisco uBR 7100 Series is a complete, 
compact, easy-to-use product that enables 
cost-effective, high-speed Internet access in 
the hospitality multidwellíng (MDU) and 
multitenant (MTU) market space using the coaxial cable already in a building. The 
product requires exceptionally low capital investment and minímal setup time to 
provide onlíne Internet access and support residential voice services. For Tier 2 or Tier 
3 cable operators, it is the industry's most cost-effective, feature-rich CMTS and 
integrated router. The Cisco uBR 7111 and Cisco uBR 7114 models are CableLabs 
qualified to DOCSIS 1.0 specifications. The Cisco uBR7111E and Cisco uBR7114E 
models are tComLabs qualified to EuroDOCSIS 1.0 specifications. The Cisco 
uBR 7111 and Cisco uBR 7111 E contain one downstream port and one upstream port. 
The Cisco uBR7114 and Cisco uBR7114E contain one downstream port and four 
upstream ports. All models support bidirectional or telco-return traffic . 

Additional Remate Dial Access Produ 
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When to Sell 

Sell This Product 
Cisco uBR7100 Series 

Key Features 

Chapter 7 Broadband and Dia I Access Products 

When a Customer Needs These Features lfq~~ 'I \\ 
• For MxU customers: the Cisco uBR7100 Series enables high-value Internet and resdentialvol~ \ ,t:l . j 

services over a DOCSIS or EumDOCSIS cable infrastructure \. '- · 
• For cable operators: the Multi-tenant/dwelling Urit (MxU) market representsan untapped opp~~itV; · _,... 

to expand broadbandcable service. Given the small subscriber base ofa typical MKU setting, the ··-~-..... _ ... ·"" 
challenge h as been todeliver robust services quickly and cost-effectively for an accelerated 
break-even poilt anda quickerreturn on investment-enaljed by the Cisco uBR7100 Series 

• Complete package that includes a combined router and CMTS with an integrated 
upconverter, and embedded Network Interface 

• Standards-based: DOCSIS 1.0 and DOCSIS 1.1-based; EuroDOCSIS models 
available 

• Reliable operation to ensure the system remains online 
• Uses Cisco lOS Software 

Specifications 

Feature 
Memory 
Line Card with 
lntegrated Upconvener 
(Cable Plant Interface) 

lntegrated 
Upconvener 

Pon Adapter (WAN or 
backbone Interface) 

Cisco uBR7111 and uBR7114 
Aash: 48MB; System: 128MB 
uBR7111: I downstream and I upstream 
uBR7114: 2 downstream and 4 upstreams 

DOCSIS Annex B, 6 MHz 
High levei output =+61dBmV, 55 to 858 MHz 
Optimized for 64 and 256 OAM 

Embedded duaii0/100 BaseT Ethernet (TXFE) provided 
Supports one addtional PA; options ilclude the 
following using Cisco lOS Release12.1(8)EC minimum: 
Ethernet: 
• PA-4E-4-port Ethemet IOBASE-T 
• Fast Ethernet: 
• PA-FE-TX-1-port IOOBASE-TX Fast Ethernet 
• PA-FE-FX-1-port IOOBASE-FX Fast Ethernet 
• PA-2FE-TX 2-port IOOBASE-TX Fast Ethemet 
• PA-2FE-FX 2-port IOOBASE-FX Fast Ethernet 
Serial: 
• PA-MC-4T1 4-port multichanneiTI Port Adapte r wth 

integrated CSJ/DSUs 
• PA-MC-2T1 2-port multichanneiTI Port Adapte r wth 

integrated CSJ/DSUs 
• PA-E3-1-port E3 serial Port Adapte r with E3 DSU 
• PA-T3-1 -port T3 serial Port Adapte r with T3 DSU 
• PA·2E3-2-port E3 serial Port Adapter with E3 DSUs 
• PA-2T3-2-port T3 serial Port Adapte r with T3 DSUs 
• PA-4T +-4-port serial Port Adapte r. enhanced 
• PA-4E1G-75-4-port E1-G.703 serial Port Adapter 
(7~ohm/unbalanced) 

• PA-4E1 G-120-4-port E1-G.703 serial Port Adapte r 
(120-ohm/balanced) 

HSSI: 
• PA-2H-2-port HSSI 
• ATM: 
• PA-A3-8T11MA, 8-port ATM inverse TI muttiplexer 

Port Adapte r 
• PA-A3-0C3SML-1-port OC-3c ATM, PCI-based 

single-mode long reach port adapter 
• PA·A3-0C3MM, 1-port ATM enhanced OC3c/STM1 

multimode Port Adapte r 
• PA-A3-0C3SMI-1-portOC-3c ATM, PCI-based 

single-mode intermediatereach port adapter 
POS: 
• PA-POS-OC3SMI, 1-port Packet/SONET OC3c/STM1 

single-mode Port Adapte r 

Cisco uBR7111E and uBR7114E 
Aash: 48 MB; System: 128MB 
uBR711 1E: I downstream and 
I upstream 
uBR711 4E: 2 downstream and 
4 upstreams 
DOCSIS AnnexA, 8 MHz, 
High levei output: 
= +61 dBmV, 55to858 MHz 
Optimized for 64and 256 QAM 
Same as Cisco uBR7111 and CiscouBR7114 

• Cisco uBR7100 Series Universal Broadband Router 

( 
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Feature Cisco uBR7111 and uBR7114 . Cisco uBR7111E and uBR7114E _ c 7" 
Power Options Single; 100 to 240 VAC input vokage Single; 100 to 240 VAC '~ 

input wltage ~ \ 
Minimum Cisco lOS 12.1(5)ECI minimum 12.1(7)ECminimum ::, q 66 
Sohwere Releese 
----------------------------------------------~\~1\ A. 
For More lnformation · , .1 " ~, ____ __,. ..... ~:_; 

See the Cisco uBR 71 00 series Web si te: http://www.cisco.com/go/ubr71 00 ' < .. ' ! .. ~·y 
....______;,_.--' 

Cisco uBR7246VXR Universal Broadband 
Router 
The Cisco uBR 7246VXR-a member of the Cisco 
uBR 7200 Series-combines the functionality o f a CMTS 
with an advanced router. The Cisco uBR 7246VXR 
provides a single, multiservice, scalable platform that 
gives cable companies and ISPs the ability to deliver IP 
data and VoiP services to DOCSIS or EuroDOCSIS-compliant cable modems and 
set-top boxes. The Cisco uBR 7246VXR is CableLabs qualified to DOCSIS 1.1, as well 
as PacketCable 1.0 specifications. The product is also tComLabs qualified to 
EuroDOCSIS 1.1 specifications. 

Whento Sell 

Se li This Product 
Cisco uBR7246VXR 

Key Features 

When a Customer Needs These Features 
• Positioned for high-growth cable deployments 
• Flexible port expansion for multiservice deployment options 
• Supports up to 8,000 subscribers per chassis with 3.2 Gbps back plane 
• 41ine card slots, 2 port adapter slots, 1 1/0 controller slot, 1 NPE slot, and 1 clock card 

slotfor VoiP 

• Standards-based-Supports DOCSIS/EuroDOCSIS 1.0 and DOCSIS 1.1 
• Modularity allows for customized configuration per plant characteristics for 

optimization of topology and network bandwidth 
• Cisco lOS Software-Delivers proven stability and offers advanced features such 

as multiprotocol routing, tunneling, bandwidth management, QoS, guaranteed 
service leveis, service-level monitoring and many CPE management options 

• Ease o f management and upgrades-Supports online insertion and remova! o f 
components to allow seamless upgrades o f port adapters, line cards, and power 
supplies without service interruption. Provides single, centralized point of 
administration for remate devices 

Specifications 

Feature 
Cable Line Cards and Number of Slots 
Supported cable line cards (Cable Plant Interfaces) 
Port Adapter Slots (LAN/WAN interfaces) 
Supported PA categories 

Power Supply Shots 
Power Supply Option 

Cisco uBR7246VXR 
4 

uBR-MC14C; uBR-MC16C; uBR-MC16E; uBR-MC16S; uBR-MC28C 

2 

Ethernet: fast Ethemet Gigabit Ethernet 
Serial (V.35, E1-G.703/G.704, T3/E3) 
Serial Multi-channeiTl 
HSSI 
ATM T3/E3 ((PC~based) 
ATM OC-3c (PCI-based) 
POS OC-3c 
DPT OC-12c/STM4c 

AC;DuaiAC;DC;DuaiDC 

Cisco uBR7246VXR Universal Broadband Router 

~ I 
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Feature Cisco uBR7246VXR 
lnput/Output (1/01 controller uBR7200-I/D 

uBR7200-I/O-FE 
uBR7200-I/0-2FE/E 

1/0 flash options for PCMCIA slots Aash disk (48 MB) 
Aash disk (128MB) 

Network processing anginas (NPEI uBR7200-NPE-G1,NPE-400, and NPE-225 

Add-on processar memory options SDRAM (128MB, 256MB) forNPE-225 only 
SDRAM (128MB, 256MB= 512MB) for NPE-400 only 
1 GB, 512MB, 128MB for uBR721Xl-NPE-G1 

Router Bandwidth 3.2 Gbps 

For More lnformation 
See the uBR 7200 Web si te: http://www.cisco.com/go/ubr7200 

Cisco uBR10012 Universal Broadband Router 
The Cisco uBR10012 Universal Broadband Router is a new class of 
CMTS, that handles the volume, capacity, and complexity o f large 
cable headends or distribution hubs. lt combines the 
revenue-generating features and stability of the market-leading 
Cisco uBR 7200 Series with an architecture that is optimized for 
aggregation and virtually limitless future growth. The Cisco 
uBR10012 goes beyond the traditional "carrier class" definition, to 
deliver the highest levei of service availability and capacity of any 
production CMTS available today. lt employs a mix of distributed, 
centralized, and parallel processing to enable consistently high, real-world 
performance. The Cisco uBR10012 is CableLabs qualified to DOCSIS 1.0 and 
DOCSIS 1.1 specifications. The product is also tComLabs qualified to EuroDOCSIS 
1.0 specifications. 

Whento Sell 

Sell This Product 
Cisco uBR10012 

Key Features 

When a Customer Needs These Features 
o High-end throughput, capacity, and service handling for a mix of IP data, voice, and 

video services over cable-supporting a wide variety of applications, media, session 
types, subscriber profiles, and access devices 

o Support for advanced feature sets, varying nos requirements, service-level 
differentiations, and transport strategies (MPEG, IP. multicast, unicast, broadcastl that 
include implementing flow contrai to various cable CPE devices 

• Highest-capacity CMTS that leverages the proven stability o f the 
industry-standard Cisco uBR 7200 Series, the highly scalable architecture o f the 
Cisco 10000 Internet Router, and feature-rich Cisco lOS Software 

• Multiservice support, optimized to provide high throughput and accelerated 
processing using PXF technology; exceptional throughput on each connection in 
the chassis is achieved 

• Standards-based design, support includes DOCSIS 1.0 and DOCSIS 1.1 
• Reliability-Designed to eliminate single points o f failure and allow technicians 

to swap out cards online; architected to provide redundancy throughout the system 
that includes redundant processing engines, bus interconnects, and power supplies 

• Cisco uBR10012 Universal Broadband Router 
WIIW 
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• Secure, scalable choices protect your investment and ensure current and future .--;~ ~ 
/ ·'· " ' I 

business growth can be accommodated; the architecture supports planned syst~, ;:.-~·~ · 
and network expansion, including scaling IP services forwarding capacity, f-196 4 \ 
increasing connection speeds and densities, and extensive route scaling techniq r\ ."1 . } i 

S .,. . \ \ / 
pec1 1cat10ns , >":· -·~··"':.:r::',;/ · ..... -~ 

Feature Cisco uBR10012 
Modular Slots 8 slots for cable ine cards 

4 slots for lAN/WAN interfaces 
2 slots for Performance Routing Engine!(PREs) 
2 slots for liming Communication and Control Plus (TCCf.) modules 

Supported Cards Cable I in e cardsthat include: CiscouBR line cards with a Cisco üne Card Prooessor (LCP2) and 
Cisco 5X20 BPE 

Processar Type 
Flash Memory 
ORAM Memory 
Software Supported 

Power Supply 
Hot-Swappable 
Backplane Capacity 
Physical Dimensions 
(HxWx DI 

Weight 

Timing, Communications, and Control Plus(TCC+) card 
Gigabit Ethernet (GE) netwolt uplink card 
OC-12 Packet Over SONET (POS) network uplink card 
OC-48 DPT Interface 
Parallel Express Forwarding (PXF) 
48MB (defaul); 128MB (maximum) 

512 ORAM (default) 
Minimum software requirement: Cisco lOS Software Release 12.2(11)BC1 minimumforthe Cisco 
5X20 BPE, Cisco lOS Software Release Tl.2(13)BC minimum forthe CiscoOC-48 DPT Interface 
DC,AC 
Yes 

51.2 Gbps 

Height: 31.25 in. (79.4 cm)-18 rack units(RU) 
Width: 17.2 in. (43.7 em) 
Depth: 22.75 in. (57.8) 
Mounting: 19 in. rack mountable (front or rear), 2 units per7 ft. rack 
Note: Mounting in 23in. racks is possible with optional third-party hardware 
Weight: 2li lb (106.6 kg) fully conigured chassis 

For More lnformation 

See the Cisco uBR10012 Web site: http://www.cisco.com/go/ubr10012 

Cisco RF Switch 
The Cisco RF Switch works with the Cisco uBR10002 and 
uBR 7246VXR Universal Broadband Router to pro vide a fully " ~ -
redundant DOCSIS system that enables cable service providers to 
achieve PacketCable system availability, minimize service disruptions, and simplify 
operations. The Cisco RF Switch is part ofCisco's newest high-availability N+l solution 
set. In combination with the Cisco uBR10012 and uBR7246VXR, the Cisco RF Switch 
enables a fully redundant CMTS with no single point o f failure. The product maximizes 
density with more than 250 MCX-type connectors that interface the Cisco uBR10012 and 
the cable plant. The Cisco RF Switch contains RF combiners/splitters, RF switch logic, and 
RF switch drivers. The product offers ten upstream switch modules, three downstream 
switch modules, an Ethemet controller module, an AC or DC power supply, and calor 
coding, preterminated cabling. 
When to Se li 
Sell This Product 
Cisco RF Switch 

When a Customer Needs These Features 
As cable servi c e providers ente r the \biP market, high availabiüty (24x7 service) for broadband cable IP 
services is becoming a requirement. TheCisco RF Switch enablescable service providersto achiew 
PacketCable s'yStem availabüity, minimize servi c e disruptions, and simplify operations. 

Cisco RF Switch 

Doe: 
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Key Features 
• Front-panel serviceability with module Hot Swap capabillty that eliminates 

downtime for RF paths 
• Modular upstream and downstream capacity with ten upstream, three downstream, _ .. --~ 

and one blank slot that optimizes the serviceability o f the CMTS; each o f the 14 , 
modules represent a port on a cable 1ine card. Each switch module contains seven / . 
working or "active" inputs, plus one protect or "standby" input and seven f i '=! 9 6~ 
protected outputs. Inputs are connections from the Cisco uBR10012 and \ '; ·.. . 
uBR 7246VXR to the Cisco RF Switch. Outputs are connections from the Cisco RF \.. · _lti 
Switch to the HFC plant ·-.... ,' 

• Fully passive working path; hardware components do not affect data and VoiP 
services 

• Active components only in protect path; servicing of protect cards offer no 
disruption to data and VoiP services 

• Position-sensing latching relays; robust design maintains operation during power 
disruptions 

• Flexible, externai design with more than 250 connectors-unmatched port density 
• N+ 1 redundancy 

! 

I 

Specifications ) 
Feature Cisco RF Switch 
lnput Power Requirements • Ae: 100 to 240 VAe, 50 o r 60Hz, operating range: 90 to 254 VAC 

• OC: -48 to -60 VOe, operating range: -40.5 to -72 VOC, 200 mVpp ripple/noise 
Environmental • Operational temperature range: O to +40°e 

• Operating temperature range: -5 to +55°e 
Unit Control • 10BaseT Ethernet-SNMP 

Connectors 

Reliability 
Physical 

lnput Power Requirements 

• Switching time trom active (working) to standby (protect): 150 mS maximum 
after SNMP command 

• Cisco uBR10012 and uBR7246VXR 
• RF connectors: MCX 
• AC power: 1Ee320type 
• o e power: Three terminal block 
• Ethernet: RJ-45 
• RS-232 Bus: 9-pin male O 
• 41,000 MTBF@ +50°C as calculated by Bellcore 5, 80 percent contidence facto r 
• Oimensions (H x W x 0): 19 x 15.5 x 5.25 in. (842 x 384 x 132 mm) 
• Weight: 361bs 
• Ae: 100 to 240 VAC, 50 o r 60Hz, operating range: 90 to 254 VAe 
• O e: -48 to -60 VOe, operating range: -40.5 to -72 VOe, 200 mVpp ripple/noise 

• Cisco RF Switch 

Wfi:M 
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Feature Cisco RF Switch 
Environmental 

RF requirements 

• Operational temperature range: O to +40°C 
• Operating temperatura range: -5 to +55°C 
• lnput/output impedance: 75 ohms 
• Maximum RF input power: +15 dBm (63.75 dBmV) 
• Switch type: Electro-mechanical, absorptive for working path, non-absorptive 

on the protect path 
• Switch setting time per switch module: 20 ms maximum 
• Downstream frequency range: 54 to 860 MHz 
• Typical downstream insertion loss: +/-1 .1 dB from CMTS 1D cable plant 

+/- 2.1 dB from protectto cable plant 5.5 dB from working to output 8.0 dB 
from protect to output 

• Downstream insertion loss flatness: +/- 1.1 dB from CMTS to cable plant; 
+/- 2.1 dB from protect to cable plant 

• Downstream output return loss: > 15.0dB at <450 MHz, > 12.0 dB at >= 450 MHz 
• Downstream input return loss: > 15.0 dB 
• Downstream isolation: > 60 dB from channel to channel in working mode; 

>52 dB from CMTS to protect when in protect mode 
• Upstream frequency range: 5 to 70 MHz 
• Typical upstream insertion loss: 4.1 dB from cable plantto CMTS; 

5.2 dB from cable plant to protect 
• Upstream insertion loss flatness: +/- 0.4 dB from cable plant to CMTS, 

+/- 0.6 dB from cable plant to protect 
• Upstream input return loss:> 16 dB 
• Upstream isolation: > 60 dB from channel to channel in working mode; 

> 60 dB from CMTS to protect when in protect mo de 
• Protect mode: CMTS return loss > 10 dB, cable plant return loss: > 10dB 

For More lnformation 
See the Cisco RF Switch Web site: http://www.cisco.com/go/rfswitch 

Broadband Cabi&-Customer Premise Equipment (CPE)1 

Cisco uBR900 Series Cable Access Routers 

The Cisco uBR900 Series Cable Access 
Routers provide commercial services for 
cable operators, allowing them to expand their 
broadband service offerings. Both the Cisco 
uBR905 and Cisco uBR925 support IP data 
transmission over a cable plant and offer hardware-accelerated IPSec VPN support. 

Whento Sell 
Se li This Product 
Cisco uBR905 Cable 
Access Router 

Cisco uBR925 Cable 
Access Router 

When a Customer Needs These Features 
• Data-only broadband services (ar vaie e separately via Ethernet) 
• High-speed, secure remate tunneling via hardware accelerated IPSec VPN 
• Two vaie e (VoiP) connections via RJ-11 ports 
• Data broadband services, router functionality, and VPN support 
• Easy-to-manage solution for telecommuters and small offices 

i l ' 
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Key Features 

• Integrated high-speed cable modem and router that operates with any DOCSIS 1.1 ,..r"ê~- '· 
or DOCSIS 1.0-compliant CMTS; both Cisco uBR900 Series models are DOCSI~ > ........ - ·\,, 
1.1-ready (.·· / ::f-. 9 E<:] ·, 

,. ! ' 

• Integrated Cisco lOS Software router, cable modem, and four-port Ethemet hu~ \\ /"9 . , 
that offers advanced networking capabilities and investment protection \<'·-...., . . ·- . · ... /.· 

Specifications 
Feature 
Ports 

Routing Features 
Security Features 

Voice Support 

Cisco uBR905 
4-port 10Base·T Ethernethub 
1-port consokl 
1-port CATV (Female F Connectorl 

NAT/PAT. OHCP Serve r 

56-bit IPSec 
3DES IPSec optional 
IPSec hardware acceleration 
Firewall optional 
No 

For More lnfonnation 

Cisco uBR925 
4-port 10Base·TEthemet hub 
1-port USB 
2 ports RJ-11 
1-port console 
1-portCATV 
Same as Cisco uBR905 

Same as uBR905 

Yes 

See the uBR900 series Web site: http://www.cisco.com/go/ubr900 

Remote Cable Access-Network Management Products 

Cisco Cable Manager 

'--:..-~ ,:-· 

Cisco Cable Manager is a client/server application that helps cable service providers 
deploy, maintain, monitor and troubleshoot cable equipment on an HFC network. The 
product manages DOCSIS and EuroDOCSIS-compliant CMTS and CPE, providing 
both operations center visibility, as well as technician access. 

Cisco Cable Diagnostic Manager 

Cisco Cable Diagnostic Manager is a web-based tool to help Customer Service 
Representatives at cable companies better handle subscriber calls and determine where 
problems reside in the network. Cisco Cable Diagnostic Manager provides status 
summary for the network neighborhood and fiber node, status on the DOCSIS or 
EuroDOCSIS-certified cable modem, as well as status on the Cisco CMTS products: 
Cisco uBR10012, uBR7200 Series, and uBR7100 Series. 

Cisco Broadband Troubleshooter 

Cisco Broadband Troubleshooter provides an efficient tool to help network operations 
center (NOC) personnel and field technicians detect, diagnose, and isolate problems 
between the cable plant and connected DOCSIS CPE devices. The product allows a 
technician to characterize upstream and downstream trouble pattems and quickly 
identify "flapping" CPE devices that are experiencing persistent connectivity 
problems. Operators can quickly discem CPE connectivity impairments by identifying 
noise, attenuation, provisioning, and packet-corruption issues. 

. . . • Remote Cable Access-Network Management Products 

Wf1•M 
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Cisco Broadband Configurator 
/§~ 

Cisco Broadband Configurator is a GUI-based too1 designed to collect information ( '~ 
needed to generate and down1oad configuration files for DOCSIS or EuroDOCSIS 1 (I g '5 S 
cable modems and set-top boxes. There are two versions o f the tool: a free, web-base\fl \ /-1. 
version accessible via Cisco.com, a~d a stand~alone Java-ba~ed desktop version. Cisc~'';"':'-----..;·; 
Broadband Configurator enables pomt and chck configuratwn o f CPE values for RF, ~..,<:.:.._.:: .• > 
class of service, vendar information, SNMP parameters, BPI, TFTP, telco-retum 
attributes, and CPE data. 

For More lnformation 

See the Cable Manager Web site: http://www.cisco.com/go/cablemgr 
See the Cisco Cable Troubleshooter Web site: 
http://www.cisco.com/go/troubleshooter 

DSL Remote Access-Customer Premi se Equipment (CPE) 
Cisco offers the industry's broadest array ofbusiness-class DSL (G.SHDSL and ADSL) 
CPE solutions, from Enterprise to branch office, to Small Office/Home Office (SOHO) 
applications. Cisco's CPE solutions offer the choice ofkey features including Firewall, 
VPN, and Voice-over DSL support. And, Cisco's industry leading IOS-based 
capabilities enable QoS, policy management, and standardized set-up and 
configuration. Cisco CPE Products include: 
• Cisco SOHO Series Ethemet, ADSL over ISDN, ADSL and G.SHDSL 

RoutersRouters (page 1-8) 
• Cisco 800 Series Routers (page 1-9) 
• G.SHDSL WAN Interface Cards (WICs) for 1700, 2600/2600XM, 3600 Series 

(see 
Chapter 1 : Routers) 

• Cisco IAD 2400 Series (w/G.SHDSL) (page 4-21) 

Broadband Services Aggregation 
The Cisco broadband aggregation portfolio includes the Cisco 6400 Broadband 
Aggregator, Cisco 7200 Series Router, the Cisco 7400 Series Internet Router, and the 
Cisco 10000 Series Internet Router. This portfolio covers all possible broadband 
aggregation markets. The Cisco 6400 and Cisco 10000 Series routers are carrier class 
broadband aggregation routers designed to provide high-density, high-performance 
services while maintaining the high-availability standards of large-sca1e carrier 
dep1oyments. The Cisco 7200,Cisco 7301and Cisco 7400 Series routers cover the ISP 
and retail space by providing a dense, feature-rich p1atform but on1y taking a small 
footprint in the network. 
• Cisco 7400: Highest density PPP aggregation per rack-unit 
• Cisco 7301: Highest Density PPP aggregation per rack-unit 
• Cisco 7200: Most versatile platform 
• Cisco 6400: Only platform offering ATM switching and broadband aggregation l f\(\ / 
• Cisco 10000: Highest availability on a carrier-class integrated edge rQ.Y!er ~ 

, ROS n° 03/2005 :I'\ 
CPMI · - . CORREIO 

, , I 1 2 DSL Remote Access-Customer Premise 
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With this portfolio, Cisco can address the broadest set o f requirements in terms o f form 
factor, density, performance and scale, and offer customers a uni que levei o f choice, '" . . ------
with products optimized for any customer deployment. ( ,·: · . . 

Cisco 7200 Series ( . (':f S s- g 
When ordered with the Cisco lOS 7200 Series Broadband User Services License Cft{t~ /J· / 
number FR-BUS72), the 7200 delivers scaled PPP, RBE, and L2TP sessions and ~ -

7
/ 

tunnels in addition to rich IP services. It enables service providers to provision - -
broadband Internet access and supports all ofthe popular access technologies deployed 
today, including DSL, Cable, Wireless, and Dial Access. It is ideal for medium-density 
applications and is capable ofhandling up to 16000 subscribers in a single chassis. The 
7200 is a modular platform with a choice o f processing engines and a wide variety o f 
WAN and LAN port adapters, including Tl/El, DS3, OC-3, Fast Ethemet, and Gigabit 
Ethemet. See page 1-31 for more information on the 7200 series. 

Cisco 7301 Series 

When ordered as 7301-BB-8K and 7301-BB-16K the Cisco 7301 Series Router 
provides a compact, high-performance single-rack-unit (lRU) router coupled with a 
broad set o f interfaces and Cisco lOS® Software features, which makes it ideal for 
Broadband applications. The Cisco is capable ofhandling up to 16,000 simultaneous 
sessions and allowing for a pay-as-you-grow "rack and stack" architecture. 

Cisco 7400 Series 

When ordered as a part number 7401ASR-BB, the 7400 series provides 
high-performance broadband services aggregation like the 7200, but in a low-power 
one rack unit (1 RU) form factor. It offers one port adapter (PA) slot supporting over 
40 standard 7200 series PAs, including T1/E1, DS3, OC-3, Fast Ethemet, and Gigabit 
Ethemet; making it ideal for small- and medium-density applications. See page 1-38 
for more information on the 7400 series. 

Cisco 10000 Series 

With recent enhancements, the Cisco 10000 is the industry's only integrated edge 
router that delivers highly available, line-rate performance without compromises for 
service providers deploying IP services to broadband, leased line, ATM, and frame 
relay customers. With 99.999 percent uptime, the platform delivers high-performance 
broadband features including support for 32,000 (61 ,500 in the future) broadband 
subscribers, hardware-accelerated PPP o ver Ethemet and PPP over ATM, routed bridge 
encapsulation and 1483 routing. See page 1-47 for more information on the 10000 
senes. 

. • Broadband Services Aggregation 
WIJW 
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Cisco 6400 Series 

The Cisco 6400 is designed for use in high-availability environments such as servic~e~--~ 
provider central offices, and corporate premises; and aggregates access media (Dst,( ':(q 
cable, wireless, and dial) to serve as the intelligent equal access point, allowing ~ \ s- 7 
mu_ltiple operating c~mpanies and service providers access to end users. It include~

1 

\ _ , ./-} - . .-/ 

sw1tch, router, and hne card redundancy. ' ..... --:~;·:-~""'7 
The Cisco 6400 is a high-performance service gateway that enables the delivery of 
network services, VPNs, and voice- and entertainment-driven traffic over any access 
media. ATM interfaces connect the Cisco 6400 to dial access servers, DSLAMs, and 
Cisco IP DSL Switches; ATM and packet interfaces connect to the network core. 

Key Features 

• Session scalability and modular design-The Cisco 6400 represents a quantum 
leap in session scalability, capable of scaling from 2000 subscribers in its entry 
levei configuration to 96,000 subscribers in a full configuration. 

• Routing and VPN scalability-Using the Cisco 6400, service providers can 
simultaneously route end-user traffic over secure, independent pathways 
exceeding 1000 different domains or end destinations, with an aggregate 
throughput of over 2.4 Gbps forwarding capacity for handling even the most 
bandwidth-intensive broadband traffic. 

For More lnformation 

See the 6400 series Web site: http://www.cisco.com/go/6400 

ATM Multiservice WAN Switching 

Cisco BPX 8600 Series-Advanced ATM Multiservice Switches 
The Cisco BPX 8600 series is standards-based ATM switch with advanced IP and ATM 
capabilities. Designed to meet the demanding, high-traffic needs of a public service 
provider or large private enterprise, the BPX switch delivers high-performance ATM 
switching, multiservice adaptation and aggregation for all types ofuser traffic. Proven 
in the world's largest ATM and Frame Relay networks, the BPX 8600 enables service 
providers and large enterprises to meet skyrocketing network demands. 
The Cisco BPX 8600 series switch offers up to 20 Gbps of high-throughput switching 
for multiple traffic types data, voice, and video and supports a wide range o f interfaces, 
from Frame Relay to full broadband subscriber interfaces, up to 622 Mbps . You can 
offer multiple services for LAN, X.25, SNA, IP, Frame Relay, and ATM traffic from a 
single BPX platform. The Cisco BPX 8600 series supports multiprotocol label 
switching (MPLS) today, and this functionality can be easily added to any BPX switch 
already installed in the field. 

For More lnformation 

See the Cisco BPX Web site: http://www.cisco.com/go/bpx 

"'-~----· 
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Cisco MGX 8850 ATM Multiservice 
Switch 
The Cisco MGX 8850 ATM Multiservice Switch 
enables delivery of a complete portfolio of service 
offerings while scaling from DSO to OC-48c/STM-16 
speeds. It enables service providers to be first to 
market with the new high-margin voice and data 
services while maintaining existing services. 
The MGX 8850 universal chassis provides a unified 
ATM architecture that delivers a complete portfolio of 
differentiated services -from circuit emulation to IP 
VPNs-all with a single chassis, to enable service 
providers to easily add new services. 
The Cisco MGX 8850 can function in three different modes of operation: 
• PXM-1 configuration-Operates as a stand-alone device for narrowband services, 

or as an integrated edge concentrator for the Cisco BPX 8600 series or the Cisco 
MGX 8850 PXM-45 

• PXM-1E configuration-Operates as a stand alone switch for low density 
narrowband services and included 1.2 Gbps switch card and PNNI routing 

• PXM-45 configuration-Serves as a broadband edge switch and includes the 45 
Gbps switch card and broadband ATM modules 

Key Features 

• Flexible ATM multiservice platform 
• Highly scalable-from 1.2 to 45 Gbps o f non-blocking throughput in single 

chassis 
• Highest reliability, availability, and serviceability in the industry 
• IP VPNs using Cisco lOS software-based Multiprotocol Label Switching (MPLS) 
• Market-leading Frame Relay capabilities, with price-per-port leadership and 

advanced QoS 
• High-density Point-to-Point protocol (PPP) for Internet access and aggregation 
• Full-featured narrowband ATM for managed data, voice, and video services; 

high-density broadband ATM for wholesale ATM services 
• Circuit Emulation for Private Line replacement 
• Highly scalable packet voice gateway providing VoiP, VoATM(AALl & AAL2), 

ATM SVCs, Onboard MPLS 

For More lnformation 

See the Cisco MGX 8850 Web site: http://www.cisco.com/go/mgx8850 

. • Cisco MGX 8850 ATM Multiservice Switch 
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Cisco MGX 8830 ATM Multiservice Switch . /,,.,.~ 
The Cisco MGX 8830 Advanced ATM Multiservice Switch extends a full suíte of (r q'5<EJ \ \ 
n~rrowba?d in~erface~ and broadb~nd trunking to remote sites ~ith low density a'~çl\, A . ) 
htgh servtce m1x reqmrements, usmg PNNI and MPLS for flextble network and \ ··,___ _,_.. ,..., ., 
services evolution. The Cisco MGX 8830, with a switching capacity ofup to 1.2 Gbps;<::::=:~;)::/· 
acts as a standalone switch, and offers a full range o f service interfaces. 

For More lnformation 

See the Cisco MGX 8830 Series Web site: http://www.cisco.com/go/mgx8830 

Cisco MGX 8200 Series 

Cisco MGX 8230 Edge Concentrator 

The Cisco MGX 8230 Edge Concentrator provides the most 
cost-effective gateway for narrowband services in space and 
power limited situations. lt can acts as a stand-alone gateway 
or as an edge concentrator for the Cisco BPX 8600, Cisco 
MGX 8850 with PXM-45, and IGX 8400 series multiservice 
switches. The MGX 8230 offers a full range of narrowband service interfaces and a 
switching capacity up to 1.2 Gbps. 

Cisco MGX 8250 Edge Concentrator 

The Cisco MGX 8250 is a high-density edge concentrator designed for service 
providers needing flexibility for aggregation o f IP, voice, Frame Relay, circuit 
emulation, and ATM services. An ATM narrowband edge concentrator, the MGX 8250 
can serve as a stand-alone edge concentrator or as a feeder nade for the Cisco BPX 
8600 series and MGX 8850 switches. The MGX 8250 Edge Concentrator offers up to 
1.2 Gbps o f IP + ATM switching capacity. 

For More lnformation 

See the Cisco MGX 8200 Series Web site: http://www.cisco.com/go/mgx8200 

Cisco IGX 8400 Series Multiservice WAN Switch 
Efficient bandwidth utilization, intelligent QoS management 
features, and carrier-class reliability make the IGX 8400 series 
switch the ideal choice for meeting unique Wide-Area 
Networking (WAN) needs. This series provides the ATM 
backbone required to de li ver data, voice, fax, and vídeo services 
with guaranteed quality of service (QoS). The IGX 8400 series 
switch connects to public services for reduced leased-line costs by maximizing the use 
of these WAN links. Available with 8, 16, or 32 slots, the IGX 8400 series switches 
offers high flexibility to meet a wide range o f Enterprise and Service Provider needs. 
Tight integration with the broad range of Cisco access products enables you to 
efficiently and cost-effectively run backbone-to-branch data, voice, fax, and vídeo .\{' 
services between premises. By integrating lOS technology, the Cisco IGX 8400 series \bY 
switch helps deliver a seamless migration path to technologies such as VnfP--a-mi--rvlfll-~--

Cisco MGX 8830 ATM Multiservice 

I i i 
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For More lnformation 

See the Cisco IGX 8400 Web site: http://www.cisco.com/go/igx 

Cisco Long Reach Ethernet Solution 
The Cisco Long-Reach Ethemet solution meets the 
demands of high bandwidth applications while 
leveraging existing copper wiring infrastructures. 
Catalyst® 2950 Long-Reach Ethemet(LRE) Series 
switches enable enterprise and service provider customers to extend intelligent 
Ethemet services over existing phone and legacy wiring, at distances ofup to 5000 feet. 
Cisco is the only company with the breadth o f technologies that allow customers to 
deliver intelligent network services across any combination o f wired and wireless 
infrastructures. 
The Cisco 2950 LRE solution includes the Cisco Catalyst® 2950 LRE switches, the 
Cisco 575 and 585 LRE Customer Premise Equipment (CPE) devices, and the Cisco 
LRE POTS Splitter. Each LRE link is terminated with either the Cisco 575 or 585 LRE 
CPEs, and a POTS splitter is required when POTS traffic coexists with the LRE link 
over the same line. 

Catalyst 2950 LHE Series lntelligent Ethernet Switches 

The Cisco Catalyst® 2950 LRE switches are fixed-configuration, stackable models 
that provide wire-speed LRE and Gigabit Ethemet connectivity for small and midsized 
networks. The Catalyst 2950 Series is an affordable product line that brings intelligent 
services, such as enhanced security, high availability and advanced quality of service 
(QoS), to the network edge-while maintaining the simplicity o f traditional LAN 
switching. When a Catalyst 2950 LRE switch is combined with a Catalyst 3550 Series 
switch, the solution can enable IP routing from the edge to the core o f the network. 
Embedded in Catalyst 2950 Series switches is the Cisco Cluster Management Suite 
(CMS) Software, which allows users to simultaneously configure and troubleshoot 
multiple Catalyst desktop switches using a standard Web browser. In addition to CMS, 
Cisco Catalyst 2950 LRE switches provide extensive management tools using Simple 
Network Management Protocol (SNMP) network management platforms such as 
CiscoWorks for Switched Internetworks. 
The Cisco Catalyst 2950 LRE switches consist of the following devices-which are 
based upon the Enhanced Image (EI) Software for the Catalyst 2950 Series. 
• Catalyst 2950ST-24-LRE-24 LRE ports + 2 101100/lOOOBASE-T ports + 2 Small 

Form-Factor Pluggable (SFP) ports (two o f the four uplinks active at one time) 
• Catalyst 2950ST-8-LRE-8 LRE ports + 2 10110011 OOOBASE-T ports + 2 SFP ports 

(two o f the four uplinks active at one time) 
The two built-in Gigabit Ethernet SFP ports support 1 OOOBASE-SX and 
lOOOBASE-LX modules. The dual SFP-based and copper Gigabit Ethemet 
implementation provides customers with tremendous deployment flexibility-allowing 
customers increased availability with the redundant uplinks. High leveis of stack 
resiliency can also be implemented by deploying dual redundant Gigabit Ethernet 
uplinks and UplinkFast technologies for high-speed uplink and stack interconnection 
failover, and Per VLAN Spanning Tree Plus (PVST+) for uplink load balancing. 

• Cisco long Reach Ethernet Solution 

. t . I 
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Cisco 575 and 585 LRE CPE Devices 

Each LRE port is terminated in the room with either the Cisco 575 or 585 LRE 1 
Customer Premise Equipment (CPE) devices. These compact devices bridge LRE and A · / 1 

Ethernet. The 575 CPE has one RJ-45 Ethernet connection and two RJ-11 > -_-__ ·.:_·.-· ~.: .. ·:~>/ 
connectors-one for the wall and one for a telephone. The 585 CPE has four RJ-45 · - _ ---
switched Ethernet connections and two RJ-11 connectors and supports 802.1 p QoS so 
that voice and vídeo traffic are prioritized over normal data traffic. Both the Cisco 575 
and 585 LRE CPE device can be mounted on or under a desk, or on a wall. They ship 
with a mount lock-in mechanism and clip-on Ethernet cable guard to discourage theft. 
1t supports voice (Plain Old Telephone Service-POTS) traffic-including ISDN or 
digital phones-that coexists over the same LRE line by splitting LRE and POTS traffic 
at the CPE device. 

Cisco LHE 48 POTS Splitter 

The Cisco LRE 48 POTS Splitter is a high-density, low-cost device that is ideal for 
building deployments where the PBX system is on-site and POTS traffic must coexist 
over the same copper wiring as LRE traffic. Unlike "splitterless" building broadband 
network solutions, the Cisco LRE 48 POTS Splitter ships as a separate, compact form 
factor to ensure that POTS service is separate, and never compromised by LRE switch 
reconfigurations or downtime. 
The Cisco LRE 48 POTS Splitter supports 48 ports in a 1RU form factor. Each splitter 
has six RJ-21 connectors-two each for connectivity to the patch panel, the LRE 
switch(es), and the on-site PBX system. 

Key Features 

• Performance-Delivers 2-15 Mbps symmetric o ver existing category 1/2/3 wiring 
at distances up to 5000 feet. Rate Selection feature automates the process of 
selecting a data rate for a line for ease o f installation and increased robustness. 

• Powerful Gigabit Ethernet uplink options-1 OOOBaseT and SFP ports 
• Superior control through intelligent services-advanced quality of service and 

security based on Layer 2 through Layer 4 parameters. 
• Multicast support-Multicast VLAN Registration (MVR) and IGMP Snooping. 
• Enhanced Cisco lOS Services 
• Network Management-Cisco Switch Clustering technology and the advanced, 

Web-based Cisco Cluster Management Suite (CMS) software deliver easy-to-use 
configuration and ongoing monitoring and management ofup to 16 switches. This 
software is embedded in the switches and delivers remote management of 
clustered switches and connected CPE devices through a single IP address 

Competitive Products 

• Paradyne Networks: BitStorm solution (Etherloop) and ReachD1• Extreme Networks Alpine chassiS w1th FM-8V1 blade (Ethernet 
products over VDSL) 

• Tut S',5tems: lntelliPOP VDSL • Huawei: Ouidway s3026v 

Specifications 

Feature 
Fixed Ports 

Backplane 

Cisco 2950ST 24 LRE Cisco 2950ST 8 LRE 
24 Long-Reach Ethemet ports and four 10/100 12 Long-Reach Ethemet ports and frur 10/100 
Ethernetports and 2 10/100/1000BASE-T portS+ 2 Ethernetports and 2 10/100/1000BASE-T ports + 2 
Small Form-Factor Pluggable (SFP) ports (two of Small Form-Factor Plugga~e (SFP) ports (two of 
the f ou r upinks active at one tirre the f ou r upinks aclive at on· 
8.8 Gbps Same as Cisco 2950ST 24 LR 

Cisco Reach Ethernet Sol 
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• 
Feature Cisco 2950ST 24 LRE Cisco 2950ST 8 LRE 
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:cM""""a-na-g-em-ent--:--;::C-ap-a-=-bi,.;:litC"":"ie-s--""'SN'""M'""P."', T'"e-=-ln-,et". R'"M"'O'"N'""', C"'W""S"'l"C"U-7b-:-:as=-=-ed:;----...:Sa=-=m=-=-e-=-as::;C"'-is=c-=-o 2950;;;;;:;"'ST"'2.,.4"LR""E:----___,,~. ~--- ·---~. >' 

out-of-band, errtJedded Cisco Cluster 
Management Suite(CMS), Web-based interface 

Memory 84 MB (Aash); 32MB (CPU ORAM) Same as Cisco 2950ST 24LRE 
Embedded RMON History, Events. Alarms, Statistics Same as Cisco 2950ST 24LRE 
Dimensions (HxWxD) 1.75" (44.5 mm) x 17.5" (444.5 mm)x 9.7" (246.6 mm)Same as Cisco 2950ST 24LRE 

Selected Part Numbers and Ordering lnformation1 

Catalyst 2950 LRE Serias Switches 
WS-C29!iiST-24-LRE Cata~ 2950 LRE switch: 24-port LRE + 210/10011000BASE-T ports + 2 SFP ports 
WS-C29!iiST-8-LRE Catal\51: 2950 LRE S'Mtch: 8-port LRE +210/100/IOOOBASE-T ports + 2 SFP ports 
Cisco 575 and 585LRE CPE Device 
CISC057~LRE Cisco 575LRE CPE device: 1-port Ethernet + 2RJ-11 connectors 
CISC057HRE-6P Cisco 575LRE CPE device (6 pack): 1-port Ethernet +2 RJ-11 connectors 
CISC057HRE-24P Cisco 575 LRE CPE device (24 pack): 1-port Ethernet + 2RJ-11 connectors 
CISCOSBHRE Cisco 585 LRE CPE devi c e: 4-port Ethernet + 2RJ-11 connectors 
CISCOSB~LRE-6P Cisco 585LRE CPE devi c e (6 pack): 4-port Ethernet +2 RJ-11 connectors 
CISCOSBHRE-24P Cisco 585 LRE CPE device (24 pack): 4-port Ethernet + 2RJ-11 connectors 
Cisco LRE 48 POTS Splitter 
PS-1M-LRE-48 Cisco LRE 48 POTS Splitter. 48 ports 

1. This is only a small subset of ali parts available via URL listed under MFor More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the LRE Web site: http://www.cisco.com/go/lre 

Cisco Building Broadband Service Manager (BBSM) Version 5.2 
Cisco Building Broadband Service Manager (BBSM) is an access gateway for public 
access networks that enables simple, plug-and-play access, end user self-provisioning 
of services, customizable portal and advertising platforms and Web-based 
management, reporting and configuration. In addition, multiple automated 
authentication and billing options are supported, including credit card, RADIUS, 
property management system and access code. 
The Cisco BBSM platform manages Internet access services with no routine IT 
support, enabling property owners and service providers to offer services in remote and 
unattended locations. BBSM supports tiered service leveis in order to deliver targeted 
customer offerings. For instance, a hotel can set-up daily network access for a series 
o f meetings providing a variety o f bandwidth/pricing options to capture lucra tive 
meeting room revenue opportunities. 
The Cisco BBSM has been designed for compatibility with Cisco access-layer 
LAN products to provi de a complete solution that enables service providers or property 
owners to create, market and operate broadband access services in new vertical markets 
such as: Hospitality, Higher-Education, and Public Access 

Cisco Buildi Broadband Service Manager (BBSM) Version 5.2 
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···~ 
Cisco BBSM Hotspot Server Version 1.0 . / ) . ..-;~ "-\ 

The Cisco Building Broadband Service Manager (BBSM) Hotspot server conne~ts/':f q s-j \ \ '\ 
mobile users to broadband services anywhere, anytime. Cisco BBSM Hotspot is, \ \ 4 . ) í 

a cost effective access management gateway suited for small- to medium-sized pd~lÍ'R_·:. ,.,.., ~ / / 
access locations, as well as for visitor access in larger enterprise locations. BBSM'··- .::==·=~;)./ 
Hotspot enables simple plug-and-play connectivity, end user self-provisioning of 
services, and multiple authentication options. 
BBSM Hotspot works with Cisco Local Area Network (LAN) products to provide a 
complete solution for secure wired and wireless Internet Access for visitors, guests and 
other temporary users. Use Cisco BBSM Hotspot to manage and opera te broadband 
access services in public hotspots, small hotels, and public overlays on business 
networks. 

For More lnformation 
See the BBSM Web site: http://www.cisco.com/go/bbsm 

Sample LRE Solution Overview-Broadband Internet Access for 
MxU 
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Optical Transport 

Optical Transport Products at a Glance 
Product 
Cisco ONS 15200 Metro 
DWDM Serias 

Cisco DNS 15302/15305 
SDH Multiservice CPE & 
Aggregation Platforms 

Cisco DNS 15327 SONET 
Multiservice CPE & 
Aggregation Platform 

Cisco ONS 15454 SONET 
and ONS 15454 SDH 
Platforms 

Cisco ONS 15501 Erbium 
Doped Fiber Amplifier 

Cisco ONS 15216 and 
15501 Optical 
Transmission Families 

Cisco ONS 15530 Metro 
OWDM Aggregation 
Platform 

Features Page 
Cisco ONS 1!i'l52 and ONS 15201 DWDM solutions 8-3 
• Supports a mixture of point-to-point,hubbed, and meshed traffic patterns (SDH/SONET. 

Gigabit Ethernet overa range of lne rates up to 2.5 Gbit/s) 
• Modulararchitecture,capacitymay be addedchannel-by-i:hannelin a highlycost-effective 

manner 
• High transmission efficiencyfor more channels, nodes and greater dillances 
• Compact design 
The Cisco ONS 1!002/0NS 15305 Multiservice CPE and aggregation Sllutionsare 8-3 
ultra-compact iltegrated systems that extend next-gemration optical networks (access 
nades o r CPE): 
• Low Cost Access or CPE Platform 
• E1, E3, DS3, 10/100 BaseTEthernetand GigE 
• STM-1 (15:ll2) or STM-1/4/16 (15:ll5) 
Metro Edge Multiservice Provisioning Platform (MSPP) 8-4 
• Highly cost-effiaent fordelivering multiservicesto the metro edge 
• Aggregatesand switchesTDM, 10/100/GigE, data and video services 
• Very small footprint 
lndustry~eading SONET Multi·service Proloisioning Platform (MSPP) and SDH MSPP: 8-4 
• AggregatesDSl, DS3, STS-1, OC-3, OC-12, OC-48 
• Supports OC-192 and mulitwavelength DWDMoptics 
• Wide rangeo! data interfaces,including 10/100/GigE, data and vileo 
• Designed for Enterprise and Service Provider environments 8-5 
• Low-noise, gain flattened C-band optical ampifier 
• Complementsthe CiscoONS 155xx DWDM solution 
• Capable of extendilg 1006Hz, 32-channel, 2.5Gbps /10Gbps optical infrallructure over 

longe r distances 
Cisco ONS 15216 Metro DWDM Series 8-5 
• Supports 321TU-grid wavelengthsat 100 GHz spacing and provides unprecedented 

transportflexibility with opticalfiltering 
• Optical Add/Drop Multiplexilg (OADM) 
• Optical PerformanceMonitoring and AITplification 
• The ONS 15216 allows carriers to deliver more services per wavelength and more 

wavelengthsper fiber 
Cisco ONS 1 !DOI Optical Ampifier 
• Constantflat gain of 17 dB overthe 1530nm to 1563nm band simplifies netmrk design. 
• Metro optirrized auto gaincontrol and variable gain 
• Low noise figure of <6.0 dB allows the use multi pie amplifiers in cascade 
• lnput powerrange of -29to O dBm 
Metro Optical DWDM Multiservice Aggregation Platforrn '8-5 
• Enablesstorage and data networling, transparent wavelength services, and legacy 

applications 
• ESCON Aggrega1ion up to 4l channelson 1 wavelength 
• Scales from 2.5Gbps to 10Gbps 
• Supports wide range of protocolsover op1ical infrastructure 
• Highly resilient networkwith flexible topologydesign options 

ort Products at a Glance 

I I • i 3 6 9 7 
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Product 
Cisco ONS 15540 Extendad 
Services Platform 

Chapter 8 Optical Transport 

Features Page 
Highly modular and scalable next-generation Dense Wave Division Multiplexing (DWDMI 8-6 
platform 

r.r:..,.-.-.._~. 
• Ideal for ent!rprises and servi c e providers 
• Delivers the integration of data, storageand metro networ1<ing 
• Ultra-high bandwidth intelligent opticalnfrastruc1Ure ,//~· ~ lt s 

1 I 'j 

Cisco ONS 15600 
Multiservica Switching 
Platform (SONET/SDH) 

• Supports anypacket on anywavelengthfrom any platform 
The Cisco ONS 1$00 MSSP is a true multiservice siNitch, providing carrier class reliability, 
availability, serviceability, operations, and management. 

8"1\\ '- .A- i 
'"~·, .. ' ~ . : \ ;// 

Cisco Transport Manager 
(CTM4.x) 
(Network Management) 

• Combines the functionalityof multi pie metro systems including SONETr.iDH multiplexers 
and digital cross-connectnetwork elements 

• Scalable, easy-to-use platform supports ali metrotopologies 
Carrier-class elementmanagement 9(Stem 
• Ideal for service provider and enterprise networks 
• Supports CiscoDNS 15454/15327/15600 (SDNET/SDHI,15540, 15530, 15501, 152xx, 

1580Xsystems 
• Managesfault/performancetconfigumtion/alarm/security/inventory/administrative tasks 
• Native Circuit/EquipmentProvisioning for 15454/15327/15600 SDNET/SDH produttfamily 
• Northbound interfaces include SNMP.TL1 and CDRBA 
• lntegrates into OSSBSS systems 
• Requires SUN/Solaris/UNIX serve r and Dracle data base 

8-8 

Cisco 10720 Internet 
Router 

Servi c e provider-class metro access services router 1-49 
• Optimized bulding blockforthe next generation metro IP network 
• Equipped wth 24 ports of Ethemet technology for customer access and dynamic packet 

transport (DPTI techrology for metrooptical connectivity 
• Powered by Cisco lOS software and the par~lel expresstorwarding (PXF) architecture 
• Cost-effective, reliable platform S!pporting full suíte of IP routing protocols 
• With DPT architecture, enables optimal fiber connectivityas well as features sue h as IP 

class of servi c e, TLS, VoiP and VPN services 
See Chapter 1-Routers for more information on the Cisco10720 Internet Router 

Sample Metro Optical Transport Solution Overview­
Delivering Multiservices to the Edge 
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Cisco ONS 15200 Optical 
Metro DWDM Series 
The Cisco ONS 15252, 15201, and 15216 are part of 
the Cisco ONS 15200 Metro DWDM family, the first 
so1ution to deliver instant wavelengths to buildings, 
premises, or PoPs. 

The ONS 15252 and 15201 may be used to realize 
many sub-network topologies and can handle a mixture o f point-to-point, hubbed, and 
meshed traffic patterns. Capacity may be added channel-by-channel in a highly 
cost-effective manner. Since they feature broadband transponders, a wide range oftraffic 
types may be handled (SONET/SDH, Gigabit Ethernet) over a range of line rates up to 
2.5 Gbs. Channel protection options include unprotected, client-protected, and ( optical 
channel) fiber protection. The ONS 15252 is a multi-channel unit and the ONS 15201 is 
a single channel unit node. Both have exceptionally small footprints and low power 
consumption. 
The Cisco ONS 15216 supercharges wavelength services by supporting up to 32 
ITU-grid wavelengths, and provides unprecedented transport flexibility with optical 
filtering, Optical Add/Drop Multiplexing (OADM), Optical Performance Monitoring and 
Amplification. It allows service providers to deliver more services per wavelength and 
more wavelengths per fiber. 
The Cisco ONS 15216 optical filter solution enables service providers to deploy 
point-to-point, bus, and ring networks using the terminal filter multiplexing and 
demultiplexing and OADM. The Cisco ONS 15216 platform provides an open and 
flexible solution to combine wavelengths launched by the Cisco ONS 15454, ONS 
15252, ONS 15201 , and ONS 15540. The Cisco ONS 15216 supercharges wavelength 
services and extends Cisco's opticalleadership to metro regional DWDM. 

For More lnformation 

See the ONS 15200 Series Web site: http://www.cisco.com/go/ons15200 

Cisco ONS 15302/15305 SDH Multiservice CPE & Aggregation 
Platforms 
The Cisco ONS 15302/0NS 15305 Multiservice CPE and Aggregation solutions are 
ultra-compact integrated systems that offer cost effective solutions with short ROI. These 
platforms provide native multiservice capabilities (i.e. , TDM interfaces, multiplexing 
and Ethernet data interfaces). These products can be managed under Cisco Transport 
Manager (CTM), Cisco's unified optical network management system. 
The ONS 15302 CPE platform provides the following TDM interfaces-STM-1 uplink 
(protected or unprotected STM-1 optical uplink, 1 + 1 MSP, future SNCP) andE 1 
customer interfaces (12 El ports). This product also provides native Ethernet customer 
access via 4-port 1011 OOBaseT module that supports full layer 2 capacity, bridging, 
VLANs, spanning tree, and priority management. An optional WAN moduleis available 
for point to multi-point applications. 
The ONS 15305 Aggregation platform provides the following TDM interfaces-
protected or unprotected optical interfaces (8 port S-1.1 optical module, 2 port .S.:.1J_~·----: 
optical module, 1 port S-16.1 optical module, 1 + 1 MSP, SNCP, 2F MS-SPRing1S">J1 ° 03/2005- I\! 

STM-16) and electrical customer interfaces (8 and 63 port El modules and a .~~kb-t . CORR O~ 
·~~ 1 

Cisco ONS 15200 Optical Metro DWDM Series 

Doe: 
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• 
E3/0S3 module). This product also provides native Ethemet customer access via an 
8-port 10/100BaseT module anda 2-port GigE module (supports fulllayer 2 capacity, 
bridging, VLANs, spanning tree, and priority management). An optional WAN module/ 
is available for point to multi-point applications. 

For More lnformation 

See the ONS 15302/0NS 15305 web site: http://www.cisco.com/go/ons15300 

Cisco ONS 15454 and 15327 Multiservice 
Provisioning Platforms 
The Cisco ONS 15454 and ONS 15327 Multi-service 
Provisioning Platforms (MSPP) are key building 
blocks in today's optical networks due to their 
unprecedented transport performance and 
economics. They offer supercharged transport 
capability by combining the best of traditional SONET TOM (time division 
multiplexing) and statistical multiplexing in single units. 
The Cisco ONS 15454 aggregates traditional facilities such as OS1, OS3, STS-1 , OC-3, 
OC-12, and OC-48 including multi-wavelength OWOM optics, but it also supports data 
interfaces for 10/1 00/GigE, data and video. This enables drastically improved 
efficiencies in the transport layer and breakthrough cost savings for initial and life cycle 
deployment. A single ONS 15454 shelf can support combinations of OC-3/c, OC-12/c, 
OC-48/c, and OC-192. 
The new Cisco ONS 15454 SOH MSPP offers an intemational optical transport solution 
that combines the best of traditional SOH TOM and statistical multiplexing in a single 
platform. The Cisco ONS 15454 SOH MSP can aggregate traditional services such as E1, 
E3, OS3, STM-1, STM-4, STM-16 and STM-64 including multi-wavelength OWOM 
optics, but is also designed to support data interfaces such as Ethemet/IP. 
The Cisco ONS 15327 combines industry-leading bandwidth capacity and service 
diversity in a very compact footprint, enabling service providers to achieve radical 
economics at the metro edge. Based on the same technology as the industry leading Cisco 
ONS 15454, the ONS 15327 supports high optical bandwidth and has the ability to drop 
a OS1 from an OC-48 stream. With comprehensive STS- and VT-level bandwidth 
management and integrated data switching, the Cisco ONS 15327 also serves as a digital 
cross-connect without the need for additional equipment. It aggregates and switches 
TOM, Ethemet, and ATM services, and can be managed using the Cisco Transport 
Manager element management system. 

For More lnformation 

See the ONS 15454 SONET Web site: http://www.cisco.com/go/ons15454 
See the ONS 15454 SOH Web site: http://www.cisco.com/go/15454sdh 
See the ONS 15327 Web site: http://www.cisco.com/go/ons15327 

Cisco ONS 15454 and 15327 Multiservice Provisioning Platforms 
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Cisco ONS 15501 Erbium Doped 
Fiber Amplifier 

. .· 
~' 
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The Cisco ONS 15501 is a low-noise, \ A · / l 
gain-flattened C-band optical erbium doped '-'-.~7"7-~·~--~::<:~~~~~::,_ 
fiber amplifier designed to extend the distance oftoday's metro high-bandwidth optic)~;;.~ 
network beyond existing optical budget constraints. The Cisco ONS 15501 complements 
the Cisco ONS l55xx DWDM and Catalyst 6500 solutions, providing customers with the 
capability to extend their 2.5-Gbps or 1 0-Gbps optical infrastructures over greater 
distances. Packaged in a one-rack-unit ( 1 RU) chassis, the Cisco ONS 1550 I incorporates 
features such as 17-dB constant flat gain, automatic gain control, and low noise figure 
for excellent Optical Signal to Noise Ratio (OSNR) characteristics. 

For More lnformation 

See the Cisco ONS 15501 Web site: http://www.cisco.com/go/ons15501 

Cisco ONS 15530 
The Cisco ONS 15530 is a DWDM (dense wavelength 
division multiplexing) multiservice aggregation platform. 
The ONS 15530 can be used in applications such as storage 
networking, data networking, transparent wavelength 
services, and legacy SONET I SDH I ATM. These features 
make the ONS 15530 an excellent choice for building a 
scalable, ultra-high-bandwidth-ready, intelligent optical 
aggregation and transport infrastructure. 

Key Features 

• Aggregation-up to 40 ports ofESCON or 8 ports ofFibre Channel, FICON, or 
Gigabit Ethemet per wavelength, lowering total cost of ownership through 
bandwidth efficiency 

• Scalability-up to 32 wavelengths ranging from 2.5Gbps to 10Gbps for network 
growth and design flexibility 

• Multiservice Interfaces-protocol-independent transponders supporting data rates 
between 16Mbps to 2.5Gbps for protocols such as ESCON, FICON, Fibre 
Channel, 2G Fibre Channel, Gigabit Ethemet, SONETISDH, Digital Video, and 
other protocols 

• Cost-efficient point-to-point fiber trunk protection capability using the Protection 
Switch Module 

• Complete Amplification Solution- Together with ONS 15501 EDFA optical 
amplifier, the VOA modules enables enterprises and service providers to further 
expand their optical DWDM networks over greater distances. 

• Design Flexibility-can be used to deploy Point-to-point, Hub Ring, or Mesh Ring 
networks 

• Network assurance-through high availability and resilient optical design 

• IOS-based-easily integrates into existing Cisco networks 

For More lnformation ---~ 
See the Cisco ONS 15530 Web site : http://www.cisco.com/go/ons15530 ; ~os n° 03/2005- r•..; ·'' 
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• 
Cisco ONS 15540 Extended Services 
Platform (ESPx) 
The ONS 15540 Extended Services Platform with 
externai cross connect capability (ESPx) is a highly 
modular, flexible, and scalable next generation dense 
wave division multiplexer (DWDM) platform that 
integrates data networking, storage area networking 
(SAN), time division multiplexing, (TDM) 
Synchronous Optical Network (SONET) and 
Synchronous Digital Hierarchy (SDH) technologies 
over an ultra high bandwidth, intelligent optical 
infrastructure that can support any packet, over any 
wavelength on any platform. 
• Flexible Multi-Protocol Support-The Cisco ONS 

Chapter 8 Optical Transport 

15540 offers both variable rate transparent and fixed rate multi-protocol 
transponders that feature user selectable small form factor pluggables (SFPs) and 
support a variety of industry standard data rates between 16Mbps to 2.5Gbps as 
well as 1OGb Ethernet 

• Scalable, flexible, and modular architecture in a high-density compact footprint­
Provides superior operational support and network expansion on an as needed 
basis through its hot swappable modular tines cards, transponders, and optical 
multiplexers 

• Simple Network Consolidation and Comprehensive Multi Service Support 
provided by the available ONS 15540 2.5GB and lOGbE transponders 

• Optical, Service, and Application Levei Performance Monitoring-provides 
industry-leading supports for service level agreements (SLAs) 

• High Availability for mission criticai networks-Provides 99.999% availability 
for demanding Managed N etwork Service Providers and enterprise business 
continuance applications, with hardware redundancy and automatic protection 
switching to protect against fiber cuts and equipment failures 

• Multi-Service Integration-Transports ESCON, FICON, 1Gb/2GB Fibre Channel 
for Storage Area Networking (SAN), Fast and Gigabit Ethernet, and 1 O Gb 
Ethernet for data networking, and SONET/SDH at OC-3/STM l, OC-12/STM4, 
and OC-48/STM12 

• Cisco ONS 15540 Extended Services Platform IESPx) 

( 
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• 
Key Features: ,.,/ ;,_..0.. r 

• Compact modular design with externai connectorization: Externai Direct cofnlcf-g~ \ . 
system from Line card to OADMs; Optional cross connect and fiber managem,~?t A . / } 

• ~:~:arent Tuneable Variable data rate Type 1 Transponders: 16Mbps to \ ,· .. ·' .,·~~~:J~),/ 
622Mbps MM fiber support; 16Mbps to 2.5Gbp SM fiber support; 16 Tuneable 
transponders support 32 channe1s for reduced sparing costs; Multi-protoco1 
support for Enterprise 

• Tuneable Type 2 Transponders with Multi Protocol Small form Factor Pluggables 
(SFPs): Variable data rate support between 16Mbps to 2.5Gbps; 16 Tuneable 
transponders support 32 channels for reduced sparing costs; Mu1ti-protocol SFP 
Support 

• Standards based Management support for SNMP, Ciscoview and Cisco Transport 
Manager (CTM) 

• Protection Switch Module provides highly cost effective solution for fiber trunk 
protection 

• Standards based Optical architecture conforming to ITU G.692 1 OOGHz channel 
spacmg 

• This system has been qualified by IBM for Geographically Dispersed Parallel 
Sysplex (GDPS), and by EMC for Symmetrix Synchronous support as tested in 
their E-LAB environment 

For More lnformation 

See the Cisco ONS 15500 Series Web site: http://www.cisco.com/go/ons15500 

Cisco ONS 15600 Multiservice Switching Platform 
The Cisco ONS 15600 provides unparalleled flexibility in 
designing next generation metro networks. Fully engineered and 
optimized for metro networks, the Cisco ONS 15600 MSSP 
simplifies and revolutionizes bandwidth management in the metro 
core by allowing service providers to seamlessly integrate their 
metro core and metro edge networks, while dramatically reducing 
initial turn up costs. Delivering scalability to 960 Gbps o f traffic 
in a single rack, it complements the market-leading Cisco ONS 15454 Multiservice 
Provisioning Platform (MSPP) by leveraging its proven architecture and operating 
software. This allows service providers to dramatically simplify their metro networks and 
realize immediate cost, space and operational benefits. The Cisco ONS 15600 MSSP 
provides complete integration o f metro core and edgenetworks for service provisioning 
and network management. 

For More lnformation 

See the ONS 15600 Series web site: http://www.cisco.com/go/ons15600 
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• 
Cisco Transport Manager (CTM 4.x) -
(Eiement/Network Management) 
Cisco Transport Manager is an integrated 
optical element management system for Cisco 
ONS 15000 series optical networking 
platforms. CTM manages configuration, fault 
isolation, performance, and security for Cisco 
optical network elements . With integrated 
support for SONET, SDH, DWDM and 
Ethernet, along with open interfaces to 
operations support systems (OSS), CTM 
delivers the full power ofCisco's wide range of 

& . . . .. - .... ~ · 
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advanced optical systems to today's network operators and enterprises. 

(CTM 4.x) (Eiement/Network Management) 

( 



• 

• 

c 

lOS Software & Network Management 

Cisco lOS® Software & Network Management Products ata Glance 
Product 
CiscoWorks for 
Windows 

Features 
An entry levei suite oi integrated nework manag~rnent tools for smaller networks: 
• Event management and topolog.,mapping application 
• lncludes Cisco's popular CiscoVew Element ManagementTool 

Cisco lOS Software Feature-rich network operating system supported on wde range of Cis:o products 
• Providas a common IP fabric, functionality, and command-line interface (CU I across network 

infrastructures 
• Enables a vast array oi key routing, multiservice, traffic shaping, security/lirewall, andtraffic 

monitoring applications,and a broadvarietyof network comections 
CiscoWorks Small Web-based networkmanagement llllution designed for smell to medi um businesses (SMBI 
Network Management • Devi c e auto-discovery using SNMP simplifies setup and reduces startup tirre 
Solution • Standards-based, multi-vendor management 

• Event management and topolog.,mapping application 
• lncludes Ciscos popular CiscoVew ElementManagementTool 

Page 
9-2 

9-4 

9-11 

CiscoWorks Routed 
WAN Management 
Solution 

A comprehensiw set oi applications formanaging the router elements oi amultiservice Enterprise 9-13 
wide-area network. This bundle includesAccess Control üst Manage~ lnternetworkPerforrnance 
Monitor. Resource Manager Essentials, and CiscoView 

CiscoWorks LAN Providas key applications neededto manage Cisco switch-based Enterpise campus networks. 9-14 
Management Solution This bundle includes CampusManaget Devi c e Fault Manager. nGenius Reallime Monitor. Resource 

Manager Essentials. and Ciscol.lew 
CiscoWorks Combines general devi c e management to ois forconfigurng, monitoring, and troubleshooting 9-16 
VPN/Security enterprise networkswith powerful security solutions for managingvirtual private networks (VPNsl, 
Management Solution firewalls, and networl< and host-based intrusion detection s)Stems (I O SI. This bundle includes 

Management and Montoring Centers, Cisco lOS Host Sensor and Console, Cisco Se cure Policy 
Manager. VPN Monitor. ResourceManagerEssentials, and CiscoView 

CiscoWorks Manager A suite oi telephony management applicationsthat ensuresthe readines; and manageablity oi 9-18 
IP Telephony convergednetworks supporting VoiP and IP telephonytraffic and applications. The bundle includes 
Environment Monitor Vorce Health Monrto' Delault FaultManager. CrscoVíew, and DownloadableModules: IP Phone 

CiscoWorks Voice 
Manager for Voice 
Gateways 

CiscoWorks 
QoS Policy Manager 
(QPM) 

lnforrnation Utility, IP Phone Help Desk Utility, Fault History Manager 
Enables the rrenagement and monitoring oi devices used as gateways between an~og voice 
equipment and the data netwock. 
• Enhanced capabilitiesto configure and pDvision voice ports 
• Create and modify dia I plans on voice-enabled Cisco routers for voice over IP (VoiPI. voice over 

Frame Relay (\k!FRI. and voice over ATM (VoATMI networkdeployments 
Enables centralzed administrationand automated deployment ofbandwdth reservation and 
prioritization policiesfor criticai networkapplications 
• Differentiates services of Web applications,voice traffic, and business-critical applications 

9-19 

9-21 

Cisco Ethernet 
Subscriber Solution 
Engine 

A hardware-based managementsystem for metro access networks that usethe Cisco ONT 1000 9-22 
Gigabit Ethernet SeriesOptical Network li!rrninator. 
• Enables complete remote managementandtroubleshooting ofthe customerdemarcationpointfor 

Ethernetover liber 
CiscoWorks Hosting A hardware-based contentmanagement soi.Jtion for e-business operations n Cisco-powered data 9-24 
Solution Engine Centers. This product prm.ides network infrastructure monitoring and Layer 4-7 hosted services 

configuratiln and activation. 
CiscoWorks Wireless A hardware paced wireless LAN management soi.Jtion thatprovidestemplate-based configuation 9-23 
LAN Solution Engine with user-defined groups to effectivelymanage a large number oi acce9> points and bridges 

Cisco Cata lyst 6500 
Serias Network 
Analysis Modules 1 
and 2 

• Monitors LEAP authenticationservers 
• Enhancessecuritymanagementthrough mis-configuration detection on access pointsand bridges 
NAM is an integrated, netwol< monitoring instrumentation and li'Jlb-browser basedtraffic anal1o5is 9-25 
solution for the Catalyst 6500 based envi'onments. lt enable greater visibility in to traffic at alllayers 
of the networkby providing real time traffic anal)6is and troubleshooting capabilities. 

Cisco lOS® Software & Network Management Products ata Glance 
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• 
Product Features Page 
Cisco Secura User 
Registration Tool 
(URT) 

Provides organizations wth increased LAN security byactively identifies users within the network 5-15 
and c reates use r registration policy bindingsthat help supportmobility and tracking: 
• Ensures that users are associated with ther authorized subnetM.AN; Addresses the challenges 

associated with campususer mobility; SupportsWeb-based authentication for Window$ 
~~~i~~~~·tronnd Unux client platforms; Secure use r accessto the VLAN with MAC address-based /~··· · · .. ~>, ... 

Option to allow multi pie users connected toa hub accessto a VLAN served by single switch port / ·. .. · · · • ·\ 
See Chapter ~VPN and Security for more information on Cis:o Secure Use r Registration Tool I /~ -9 4()'\ \ 

•c~is-co-aSe_c_u-re-A~c-c-e-ss-.C'o-nt~ro~~~tThe--au~th~e~n7tic~a~ti~on-.-au~t~ho-r~iza~t~io-~a~n~d~a-cc~o-u~nt~in~g7(AAA~7)~of~u~~~rs~a~n'd-adTm~in~ist~ra~to-rs-t~o--"5-~174_,(L A · I 
Control Serve r (ACS) networkdevices and services; Operates asa centralized Remote AccessDial-ln User Service \ \ '· N · i ) 

(RADIUS) o r Terminal Access Controller Access Control S')Stem (TACACS+) server; Supports \ \ · • .. 
for Windows Ughtweight llrectory Access Protocol (Lili\P) user authentication; Data repli:ation and backup ~ • I 

services; Rexible use r and group policy controls; Support for Cis:o 802.11x Catai')St Switch and ··,~.. - - ···• : '/ 
Wireless solutions; Extensible Authenticati:m Protocol (EAP)enhancementsto support Pro11!cted .::..___,~_. : .. ~ · ,.··· 
EAP (PEAP) for wireless LANs 
Ali administrativa access is encrypted wl:h SSL 
Se e Chapter~VPN and Securityfor more information on CiscoSecureAccess Control Serve r (ACS) 
for Windows 

CiscoWorks for Windows 
Cisco Works for Windows is a 
powerful set o f network management 
tools to easily manage your small to 
medium network or workgroup. lt 
provides information such as dynamic 
status, statistics, and comprehensive 
configuration information for Cisco 
routers, switches, hubs, and access 
servers. Using the included WhatsUp 
Gold from lpswitch, you can also 
monitor printer, workstations, servers 
and important non Cisco network 
servtces. 

When to Se li 

Sell This Product 
CiscoWorks for Windows 

When a Customer Needs These Features 
• A single solution for managilg ali resourcesattachedto a small multivenda network 

-· _.., 
-:r~ 
·~· J:i. 

• A smaller solution, where centralizemanagementof configurationsof a software distribution is not 
needed 

• Low-cost network management 
• Needsto quickly understand basic network connectivity, accessindividual device configurations 

and statistics, and troubleshoot problem; 

Also available for small and medium size customers is the CiscoWorks Small Network 
Management Solution (Small NMS). Small SNMS includes ali the features above and 
includes Cisco Works Resource Manager Essentials (Essentials) which provides 
additional functionality that allows the customer to ofbuild and maintain an up-to-date 
hardware and software inventory for up to 20 devices in a network. 

:ID.Jir-•----C_is_c_o_W_o_rk_s_f_o_r W_ in_d_o_w_s _ _________________ --. 
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Key Features /"~~G -r 
I' ,,,,...~-, 

CiscoWorks for Windows provides the following features when used in conju1)t~~6~ \, , 
with WhatsUp Gold from Ipswitch (included in the CiscoWorks for Windows :, , ( '::(C{3q J · \ 

package): \ \,, [ , :: / 
• Automatic discovery process for networked devices ''·· ........ ~=--~j::;/ 
• Management of network hardware, printers, servers, and workstations 
• Customizable monitoring of services such as FTP and HTTP 
• Access to extensive data on port status, bandwidth utilization, traffic statistics, 

protocol information, and other network performance statistics 
• Flexible graphing capabilities for quickly recording and analyzing historical data 

that can be exported to files 
• Management Information Base (MIB) compiler and browser for managing 

third-party SNMP devices 
• Tools to simplify device configuration and management for Cisco routers, switches, 

and access servers 
• Threshold managementfea~~s that can be ~et for many performance variables to 

generate an alami oc .event notification . ~ · · · · · 
o 

• Flexible event notification, including voice, paging, and e-mail notification of 
user-defined events 

CiscoWorks for Windows Components 

CiscoWorks for Windows includes the following tools: 
• WhatsUp Gold from Ipswitch, Inc.-Provides network discovery, mapping, 

monitoring, and alarm tracking 
• Cisco View-Provides back- and front-panel displays; dynamic, color-coded 

graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Threshold Manager-Enhances the ability to set thresholds on Cisco 
RMON-enabled devices, reducing management overhead and improving 
troubleshooting capabilities 

• StackMaker-Allows users to combine multiple Cisco devices of specific types into 
a single stack and visually manage them in a single window 

• Show Commands-Displays detailed router system and protocol information 
without requiring the user to remember complex Cisco lOS Software command-line 
languages or syntax 

Specifications 

Feature 
Hardware Requirements 

Software Requirements 

CiscoWorks for Windows 
266 MHz Pentium-based IBM PC or compatible computer 
128-MB RAM total 
1 GB free hard drive space 
Windows 98, Windows NT 4.0, or Windows 2000 
Netscape 461 , 4.7, 4.76 or Internet Expbrer 5.0, 5.1, 5.5 

Selected Part Numbers and Ordering lnformation 
CiscoWorks for Windows 
CWW-6.1-WIN 
CWW-6.1-WIN-UP 
CWW-6.1-WIN-MR 

CiscoV\brks for Windows 6.1 
Upgrade to CWW 6.1 for Windows from CWW 5.0 
Mamtenance Release: ReqU1resex1stmg CWW 6.0-June 02 

RQS n° 03/2005 -
CPMI - CORRE 

CiscoWorks for WindOWSj ~2 S 
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For More lnformation 

See the CiscoWorks for Windows Web site: http://www.cisco.com/go/cwwin 
----------------------------------- /--···· ·-·-:-----. ·., 

•" '•,\ 

Cisco lOS® Software ./ / +ct \ 
Cisco's lOS Software is a feature-rich network operating system that provides network , \ 3 ~ ' j 
intelligence for the majority of today's Internet and for most of the world's \ , .. '· ' ·-. [ . ,...-· 
business-critical networking applications. '"'-... .. __ .. ~ · ./ 
Supporting Cisco's extensive range ofplatforms, Cisco lOS Software provides a 
common IP fabric, functionality and command-line interface (CLI) across network 
infrastructures. Cisco lOS Software enables a vast array of key routing functions, 
multi-service capabilities, traffic shaping, connections, security/firewall protection, 
traffic monitoring, and highly flexible network and product configuration. 
Below is an abbreviated list o f key capabilities, intelligent network technologies, and 
architectures enabled by Cisco lOS Software: 
• Quality of Service (QoS) 
• Converged data, voice, and vídeo over IP 
• IP/ATM/Frame Relay network connectivity and scalability features 
• Security/firewall/IPSec/access lists 
• Traffic monitoring and NetFlow based monitoring, accounting, and billing 
• Wide range of routing protocols (including MPLS) 
• 1Pv6 
• Multicast 

Quality oi Service (DoS) 

The promise o f networking is sharing networked resources among many users and 
applications for greater productivity and competitive advantage. Cisco lOS quality of 
services (QoS) capabilities enable complex networks to control and predictably service 
a variety of applications. Every network needs QoS for optimum efficiency, whether it 
is for a small business, large enterprise, or a service provider. 
QoS expedites the handling o f mission-critical applications, while sharing network 
resources with non-critical applications. QoS also ensures available bandwidth and 
minimum delays required by time-sensitive multimedia and voice applications. It also 
gives network managers contrai over network applications, improves cost-efficiency of 
WAN connections, and enables advanced differentiated services. QoS technologies are 
elemental building blocks for other Cisco lOS enabling services-particularly for 
converged data and voice networks (LAN/WAN + telephony), vídeo conferencing over 
IP, and IBM networking, and for future business applications in campus, WAN, and 
service provider networks. 

Key QoS Capabilities: 

Committed Access Rate (CAR) 

Differentiated Services (OiffServ) 

Expedited Forwarding (EF) 

Performs two QoS functions: 
• Band~dth management throughrate limiting, which allowsyou to contai the maximum 

rate fortraffic sentar received on an interface 
• Packet classificationthrough IP precedence and QoS group setting, which allowsyou to 

partitionyour network into multi pie priority leveis ar classes oi servi c e (CoS) 
QoS architecture that divdes traffic into a small number oi classes and provides QoS to 
large aggregates oi traffic bytreating sometraffic better than the est (faster handling, 
more bandwidth on a~erage, lo~ r loss rate on average). This is a statistical preference, 
nota hard and fast guarantee. 
Per·Hop Behavior (PHB) in the Dif!Serv standard, used to c reate avirtualleased line 
service. 

• Cisco lOS® Software 

( 
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Random Early Detection (RED) 

Resource Reservation Protocol (RSVPI 
Weighted Fair Queueing (WFQ) 
Weighted Random Early Detection 
(WRED) 

Key QoS Categories 

Classification 

Congestion Management 

Policy and Shaping 

Link Efficiency Mechanisms 

~et oi Q~S c.ontrol ~apabilitiesi! provide.s in .terms oi the functionsit performs, the { ~ q 3 :( , ~: 
mformat1on 1t reqUires, and the mformat1on 1t expots. ; 1 ) 
Mon.itors traffic leveis on very large networks to prevent congestion and guarantee ~riofi.ty E 
traff1c delwery. \ ~. ,.,·: ... 1 
A protocolthatsupportsthe reservation oi resources across an IP network. '\.. ;::--;:-:~·-",.,,';'~' 
Adds new leveis oi contralto previous queuing methods . -~,;;-·· 
Combines the capablities oi the mndom early detection (RED) algor~hm with IP 
precedenceorthe differentiatedservices c ode point (DSCP). This combinationprovides for 
preferentialtraffic handling forhigher-priority packets. 

• Committed AccessRate (CAR) 
• Policy Based Routing (PBR) 
• QoS Policy Propagation Though BGP 
• First in First Dut (FIFD) 
• Priority Queueing (PQ) 
• Custam Queueing(CQ) 
• Weighted Fair Queueing (WFQ) 
• Weighted RandomEar1y Detection (Wit:D) 
• Committed AccessRate (CAR) 
• Generic Traffic Shajing (GTS) 
• Frame RelayTraffic Shaping (FRTS) 
• Compressed Real Time Protocol (CRTP) 
• Unk Fragmentation and lnterlea'Íng (LA) 
• Data Compression 

Converged LAN/WAN and Telephony Networks 

A broad range of Cisco products support standards-based voice over packet 
implementations, including H.323-based Voice over IP (VoiP). These products enable 
highly efficient, converged IP-based telephony in today's enterprise and service 
provider networks, thereby eliminating the need for legacy telephone equipment and 
overlay networks (including PBXs and central office circuit switched network 
equipment). Furthermore, a single IT organization can now support campus and 
enterprise requirements-regardless if for data, voice, or vídeo requirements. 
In addition, Cisco voice over packet technologies enable businesses and service 
providers to avoid long distance telephone charges by leveraging their existing data 
networks, instead o f paying for dedicated voice connections and circuits. 

Cisco Connectivity and Scalability Solutions 

A wide range of access solutions are enabled via Cisco lOS Software including: 
• Virtual Private Networking; DSL; Dial Access (including ISDN, modem, fax, voice) 
• Frame Relay, X.25 
• ATM; VoiP, VoFR, VoATM 
• SONET, OC-x/STM-x, Packet-over-SONET 
• Broadband Services Aggregation (includes large-scale PPPoE, PPPoA, L2TP 

tunneling) 
• Cable Access Solutions 

Security 

Cisco's powerful suíte of Cisco lOS Software-embedded security and firewall 
technologies includes: 
Digital Signature Standard (DSS) and 
digital certification 
Network Address Translation INAT) 
and Port Address Translation (PAT) 
IPSec 

Positively authenticatesusers or devices 

Hides private topologyand IP addresses from an externai network 

Enablessecure communications ofdata over pubic networks RQS n9 03/2005 - 1'\ / 
CPMtl , r CORREIO 1! 
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Time-based Access Control Lists (ACLs) lmplementsaccesslists based ontime oi day 
Password Authentication Protocol Allows a remate nade to establiSI its identity usi:lg a two-way handshake 
(PAP) 
Terminal Access Controller Access Gives complete networkaccess securitylor dial-in connections, for enterprise and servi c e _..~ -· · -- ---... _ 
Control System Plus (TACACS+) and provider applications / __.. ·--. 
Remctll Access Dial-in Usar Service / \ 

(RA _i S-'--1 ;-;--;-;--;----.--:-:--:-;---:,---.-;;---:--=::-::-::-::-==-=-=~===--c===-=-===:o=----1(f---t' ( '::( q J r> : \ .. 
Challenge Handshake Authentication Allows a remate nade to establiSI its identity usilg a three-way handshale r , \ Jo , , 

~:~:~ncgo~:~:~:~ification (CLID) Uses calling line identWication to compare the telephonenumberof a calling device aga~ ' \, E / 
a list oi knoWJ callers . --· ~ ->/ 

Access Lists Checksthe source address oi packets (standéJd accesslists) and checksthe source and -­
destination addresses and other pa~ameters (el4ended access lists) 

Context-Based Access Contrai (CBAC) 

Cisco lOS Netflow 

Providessecure, application-based stateful filterng for the most popular protocols anda 
wide varietyof advanced applcations; available in the Cisco lOS F~rewall feature set 

NetFlow technology provides the metering base for a key set of applications including 
network traffic accounting, usage-based network billing, network planning, network 
monitoring, outbound marketing, and data mining capabilities for both service provider 
and enterprise customers. Cisco provides a set ofNetFlow applications to collect 
exported NetFlow data, to perform data volume reduction, and to post-process and 
display data. Cisco is currently working with a number ofpartners to provide customers 
with comprehensive solutions for NetFlow-based billing, planning, and monitoring. 
NetFlow also provides the measurement base for Cisco's new Internet Quality of 
Service (QoS) initiatives. NetFlow captures the traffic classification or precedence 
associated with each flow, enabling differentiated charging based on Quality of 
Service. 
Furthermore, the combination ofNetFlow data along with Cisco lOS Software-based 
routing information can prove key to developing effective security policies and 
preventive measures for Denial of Service (DoS). 

Cisco lOS Routing Services 

Cisco lOS Software has long been recognized for its rich support ofmultiple protocols 
including IP, Novell IPX, SNA, AppleTalk, DECnet, OSI, and Banyan VINES 

IP Routing Protocols 

Cisco lOS Software offers the industry's widest variety of enterprise and service 
provider-class routing protocols, including On Demand Routing (ODR), Routing 
Information Protocol (RIP), Interior Gateway Routing Protocol (IGRP), Open Shortest 
Path First (OSPF), IP Multicast, Integrated IS-IS, Enhanced Interior Gateway Routing 
Protocol (EIGRP), Border Gateway Protocol (BGP), and MPLS 

Multi Protocol Label Switching (MPLS) 

Cisco lOS MPLS fuses intelligent routing capabilities with the performance of 
switching. It provides significant benefits to networks with pure IP architectures and 
those with IP and ATM or a mix of other Layer 2 technologies. MPLS technology is 
key to implementing scalable Virtual Private Networks (VPNs) and end-to-end QoS, 
enabling efficient utilization o f existing networks to meet growth needs and to rapidly 
correct link fault and nade failure. This technology also helps deliver highly scalable, 
differentiated IP services with simpler configuration, management, and provisioning 
for both Internet service providers and end-user customers. 

~L__C_is_co __ IO_S_® __ S_oftw __ a_r_e ______________________________________ __, 
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Common MPLS Applications Available with Cisco lOS Software / ;., ...... ·-~ . 

• T~affic engineering is e~abled throu~h MPLS mechanis~s that allow traffic + /e -1-9 3 5 .} \ 
duected through a spec1fic path, wh1ch may not necessanly be the least-expe~s~e E 1 

p~th .. Ne~work m.anagers can implement pol~c.ies ~o ensure optimal traffic \.~';.-:_-;~;-:<(~/ 
d1stnbutwn and Improve overall network utihzation "·._ _ __.. .... 

• Guaranteed bandwidth is a value-added enhancement to traditional 
traffic-engineering mechanisms. MPLS lets service providers deliver guaranteed 
pipes and bandwidth allocations. Guaranteed bandwidth also allows bookkeeping of 
quality-of-service (QoS) resources to traffic engineer both premium and best-effort 
traffic such as voice and data 

• Fast reroute (FRR) allows extremely quick recovery if a node or link fails. Such fast 
recovery prevents end-user applications from timing out and also prevents loss of 
data 

• MPLS VPNs greatly simplify service deployment compared to traditional IP VPNs. 
As the number ofroutes and customers increases, MPLS VPNs easily scale, while 
providing the same levei o f privacy as Layer 2 technologies. In addition, they can 
transport non-unique IP addresses across a public domain 

• MPLS class-of-service (CoS) capability ensures that important traffic is given the 
appropriate priority over the network and that latency requirements are met. IP QoS 
mechanisms can be seamlessly implemented in an MPLS environment 

MPLS Mechanisms 

Cisco IOS MPLS delivers both traffic engineering (TE) and VPN solutions built on the 
following mechanisms: 

• Cisco AutoBandwidth Allocator: Automatically increases or decreases MPLS TE 
tunnel bandwidth based on measured traffic load 

• Constraint-based Routing Label Distribution Protocol (CR-LDP): A signaling 
mechanism used to support TE across a MPLS backbone 

• Fast Reroute (FRR): Enables quick recovery in case oflink failures, which prevents 
end-user applications from timing out and also prevents loss of data 

• Label Distribution Protocol (LDP): Provides communication between edge and core 
devices. It assigns labels in edge and core devices to establish Label Switched Paths 
(LSPs) in conjunction with routing protocols such as OSPF, IS-IS, EIGRP, or BGP 

• Transmission Contrai Protocol (TCP): Connection-oriented transport-layer protocol 
that provides reliable full-duplex data transmission. Part ofthe TCP/IP protocol stack 

For More lnformation 

See the Cisco IOS MPLS Web site: http://www.cisco.com/go/mpls 

. 'R' os n° 03/2005- r·~ /; 
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IP Multicast and Multicast Solutions 

IP Multicast is a bandwidth-conserving technology that reduces traffic by 
si~u~taneously delivering a. sin~le stream o f information to tho~sands o f corp~rate -"(:.;:.-:-.--~ ··\ · 
rec1p1ents and homes. Apphcatwns that take advantage o f multlcast technologtes ~/' --.. , 
include vídeo conferencing, corporate communications, distance learning, and ( f'q 3 4 \\ ) 
distri_bution of softwa~e, stock quotes, ~nd news. . \\ ç:: / 1 
Multlcast technology 1s key to preventmg severe network slowdown and Cisco 10~--....., _ . _ .. ·, .. ';-/ 
Multicast is the gateway to Internet broadcasting applications. Internet service · - ~:.:..~.>·"' 
providers (ISPs) and content providers use Cisco lOS multicast solutions successfully 
to host events such as live concerts, radio shows, and football games. 
Another application o f multicast technologies relates to replacing dedicated 
point-to-point telephone/voice circuits and specialized bridging and mixing multi-user 
audio conferencing telephone equipment for "always-on" service (referred to in some 
industries as "Hoot & Holler" systems). This ability eliminates the need for dedicated, 
costly, overlay voice networks and point-to-point telephone company circuits, and 
allows the same capabilities to be implemented over a converged IP network without 
requiring users to dial in. 

Multicast Solutions 

Cisco lOS Multicast solutions are classified as Multicast-Lite, Core Multicast, and 
Enhanced Multicast, and are the building blocks for Internet broadcast. Customers can 
start with Multicast-Lite, then add more sophisticated interactive communication 
capabilities, as needed. 
• Multicast-Lite provides for one-to-many broadcast capability with no back channel. 

This solution is eminently suitable for content distribution and broadcasting over the 
Internet. lt does not require setting up of source discovery across domains and 
autonomous systems. Multicast Lite includes Protocol Independent Multicast 
version 2 (PIMv2), Internet Group Management Protocol (IGMPvllv2/v3) or 
Universal Resource Locator Rendezvous Directory (URD). 

• Core Multicast provides interactive, reliable campus multicast for interactive 
distance learning, corporate videoconferencing, inventory updates, software 
distribution, and content distribution. Core Multicast includes PIM, IGMP, Cisco 
Group Management Protocol (CGMP), and now Pragmatic General Multicast 
(PGM). 

• Enhanced Multicast provides interactive Internet Multicast across domains for 
network gaming, inter-company conferencing, Internet software distribution, and 
extranet content distribution. Enhanced Multicast includes Multicast Border 
Gateway Protocol (MBGP) and Multicast Source Discovery Protocol (MSDP) in 
addition to ali the protocols supported in Core Multicast. 

Multicast is available across all Cisco lOS Software-based platforms, including Cisco 
routers and Catalyst family switches. Multicast-supported routing platforms include 
the following: Cisco 1600, 2500, 2600/2600XM, 3600, 3700, 3800, 7200, 7500, and 
12000 series; it also is avai1able on Catalyst 6000 and 8500 platforms. 

-~~C_i_sc_o_I_OS_®_R_S_oftw ___ ar_e ____________________________________ _, 
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Multicast Features \, \\, '-19 3 3 ) } 
Cisco has the greatest depth o f experience with IP Multicast in the industry, and 'o{th~-· --~-;'~>/ 
multicast features such as: · :. __ , ___ ... ..-
Bi-dir PIM An extension to the PIM suite of potocols that implements shared sparse trees with 

bi -directional flowof data. 
Cisco Group Management Protocol Cisco-developed protocol that allo\115 Layer 2 switches to levemge IGMP information on 
(CGMP) Cisco routers tomake Layer 2 forwarding decisions. 

Internet Group Management Protocol v2 Used by IP routersandtheir immediatelyconnectedhoststo communicatemulticastgroup 
(IGMP) membership states: 

• Ouery: IGMP messages originating from the router(s) to elict multicast group 
membership information from its connected hosts 

• Report: IGMP messagesoriginatingfromthe hoststhatare joining, maintainng o r leaving 
their membership in a rnulticast group 

Internet Group Management Protocol v3 Version 3 of IGMP adds supportfor "source filterng, • that is, the abiity for a system to 
(IGMP) report interest n receiving packetsonly from specific source addresses, orfrom ali but 

specnic source addresses, sentto a particular multicast address. 
IGMP Snooping Requiresthe LAN switch to examine, or "snoop; some Layer 3 information in the IGMP 

packetsentfrom the hostto the router. When the switch hears an IGMP Report from a host 
for a particular lllllticast group,the switch adds the host's port number to theassociated 
multicasttable entry. When it hears an IGMP Leave Group message from a host, it removes 
the host's port from the table entry 

Inter doma in Multicast Supportsinter-domain routing and source discovery acrossthe lnternetor across multiple 
domains comprising an enterprise 

lntra doma in Multicast Supports muticast applicationswithin an enterpise campus 
Multicast Source Discovery Protocol A mechanismto connect multi pie PIM sparse-mode (SM) domains. MSDP allows multicast 
(MSDP) sources for a group to be klown to ali rendezvous point(s) (RPs) in ditterent cbmains. 

Multicast Routing Monitor (MRM) 

Multi-protocol Extensions for Borde r 
Gateway Protocol (MBGP) 

Pragmatic General Multicast (PGM) 

Protocollndependent Multicast (PIM) 

Unidirectional Link Routing (UDLRI 
Protocol 

URL Rendezvous Directory (URDI 

For More lnformation 

A managementdiagnostictool thatprovides network fault detectionand isolation in a large 
multicast routing infrastructure 
Also known as BGP+, MBGP adds capabili:ies to BGP to enable muticast routing !XIIicy 
throughoutthe Internet and to connect multicast topologiewithin and between BGP 
autonomoussystems. 
A reliable multicasttransport protocolfor applicationsthat require ordered, duplicate-free, 
multicast data delivery from multi pie sourcesto multiple receivers. PGM guaranteesthat a 
receiver in a multicast group either receives ali data paclets from transmissions and 
retransnissions, or can detect unrecmerable data packetloss. 
A multicast routing archi:ecturethat enables IP multicast routing on existing IP networl<s: 
• SM = Spare Mode (RFC 2362): Relies upon an explicitly joining method beforeanempting 

to send multicast data to receiwrs of a multicas: group. 
• DM = Dense Mo de (Internet IXaft Spec): Actiwly attempts to send multicast data to ali 

potentialreceivers (flooding) and reles upon ther self·prunilg (removalfrom group) to 
achieve desired distribution. 

A routing protocol that profdes a way to forward multicast paclets over a ph.,sical 
unidirectional interface (such asa satelite link of high bandwidth) to stub networks that 
h ave a back channel 
Directly providesthe networkwith information aboutthe specificsource of a content 
stream. lt enablesthe networl< to guickly establish the most directdistributionpath from the 
source to thereceiver. thus signif1cantlyreducing the jme and effort required in receiving 
the streaming media. URD allows an applicationto identifythe source ofthe contentstream 
through aweb page linkor web directl',t 

See the Multicast Web site: http://www.cisco.com/go/multicast 

OS n° 03/2005 - 1.'\ 
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IPv& 
/ 

........... .. ------- ·.-

Internet Protocol version 6 (IPv6), most notably offers expanded IP addresses to / . 
accommodate the proliferation o f Internet devices such as personal computers, ( / ':f q , 
personal digital assistants, wireless devices, and new Internet appliances-and the, . !. 3 ;2 

expansion of Internet access, particularly "always-on" connections throughout the \ . · ', t: 
world. IPv6 also provides integrated auto-configuration for "plug-and-play" ··-.. , 
capabilities, enhanced mobility and end-to-end security. 
Incorporating 1Pv6 into Cisco lOS Software further enables growth ofthe Internet and 
expansion into new applications and capabilities, while maintaining compatibility with 
existing Internet services. Cisco 's IPv6 solution was first made available in Cisco lOS 
Software Release 12.2(1 )T. Platforms supported include: Cisco 800, 1700, 2500, 
2600/2600XM, 3600, 7100, 7200, and 7500 Series Routers, and Cisco AS5300 and 
AS5400 Universal Access Servers. 

For more information 

See the Cisco lOS 1Pv6 Web site: http://www.cisco.com/go/ipv& 

Cisco lOS Software Release Process 

There are three categories o f Cisco lOS Software releases: Early Deployment, Major, 
and General Deployment (GD) releases. 
• Early Deployment releases (i.e. T, S, X, E release families)-Provide advanced 

networking technologies to customers for delivery o f leading-edge Internet 
applications. These offer new software capabilities, new platforms, and interface 
extensions. Customers for whom receiving a new feature is criticai to their 
competitive advantage will benefit from these releases 

• Major releases (i.e. Release 12.2)-Consolidate features, platform support, and 
functionality from early deployment releases, and emphasize stability. Regular 
maintenance releases do not introduce new functionality or platform support, but 
provide continuous improvement and greater quality, leading to general deployment 

• General Deployment certification (i.e. Release 12.0) Releases-Have had extensive 
market exposure in a wide range o f network environments and are qualified through 
extensive metrics that analyze stability, software defect trends, and customer 
satisfaction surveys. Used for major, business-critical applications 

At some point, GD releases are replaced by newer releases with the latest networking 
technologies. A release retirement process has been established with three principal 
milestones: End of Sales (EOS), End of Engineering (EOE), and End of Life (EOL). 

For More lnformation on Cisco lOS Software 

See the Cisco lOS Software Web site: http://www.cisco.com/go/ios 

. • Cisco lOS® Software 
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Cisco Network Management Overview 
/>~ .:. , .... ----......_ 

/ /,,. ' \ 
t f :-tqn \ 
· :I :;) \ 

Cisco is transforming traditional network management by focusing on the strength~ p-f } 
Intemet-based architectures for greater accessibility and simplification of network'\ '\,_ _ [ ~-,:·. 
management tools, tasks, and processes. Cisco's network management strategy cans··, .. _:>:.···:"··:;:/' 
for a Web-based model with the following characteristics: ----·· 
• Simplification o f tools, tasks, and processes 
• Web-level integration with NMS platforms and general management products 
• Capable o f providing end-to-end solutions for managing routers, switches, and 

access servers 
• Creation of a management intranet by integrating discovered device knowledge with 

eco and third-party application knowledge 

Cisco Network Management Products 

The Cisco Works product line offers a set o f solutions designed to manage the enterprise 
network. These solutions focus on key areas in the network such as; optimization ofthe 
wide area network (WAN), administering switch-based local area networks (LAN), 
securing remate and local virtual private networks, and measuring service levei 
agreements within all types o f networks. The expanding Cisco Works product line 
offers the flexibility to deploy end-to-end network management when and where it is 
needed. 

CiscoWorks Small Network Management Solution 
Cisco Works SNMS is a new network management solution aimed at small to medi um 
businesses (SMB), with 20 or fewer switches, routers, hubs and access servers. 
Cisco Works SNMS can also monitor non-Cisco IT assets such as servers, applications, 
services and printers. Cisco Works SNMS is an ideal solution for companies that need 
centralized network management to help optimize performance and maximize network 
productivity. 

When to Se li 

Sell This Product 
CiscoWorks Small 
Network Management 
Solution 

When a Customer Needs These Features 
• Sim pie integrated installation,autodiscovery and automated import of del.ices using SNMP 
• Standards-llased multi vendor management 
• Reduce the time and conplexity of keeping the neworks' configuration, SJftware version and 

connectivty optimized 

Also available for small and medi um size customers is the Cisco Works for Windows 
(CWW). CWW includes all the features above except for CiscoWorks Resource 
Manager Essentials (Essentials) which provides additional functionality that allows the 
customer to o f build and maintain an up-to-date hardware and software inventory for 
up to 20 devices in a network . 

. ·zOS n° 03/20U5 - r ~-~ . ; 
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Key Features ...,.,.,. ... ...-~ .. 

• Monitors and reports on hardware, configuration, and inventory changes /'__.,. . 

• Provides a wi~ard-based approach f~r ma~aging a~d deploys configuration changef (. --:f CJ 
and software 1mage updates to multlple Cisco dev1ces '. 10 ! 

• Allows configuration changes to be performed against multiple switches or routers\, ·-E ___ -~ .. :>/ 
in the network "'< __ __ __.... 

• Provides software update analysis reports showing prerequisites and impacts of 
proposed updates 

• Provides a comprehensive audit o f network changes, showing who changed what, 
when, and how 

• Summarizes syslog events by severity or user criteria for switches, routers, and 
Cisco lOS and PIX firewalls 

• Discovery and mapping wizard displays customizable vector-based graphics and 
hierarchical maps of networked devices 

CiscoWorks Small Network Management Solution Components 

CiscoWorks Small Network Management Solution includes the following tools : 
• Cisco View 5.3-Provides graphical back and front pane I views of Cisco devices; 

dynamic, color-coded graphical displays to simplify device-status monitoring, 
device-specific component diagnostics, device configuration, and application 
launching 

• WhatsUp Gold 7 .O from Ipswitch, Inc.-Provides network discovery, mapping, 
monitoring, and alarm tracking 

• Resource Manager Essentials 3.3.2-Resource Manager Essentials (RME) provides 
tools for building and managing network inventory, deploying configuration and 
software image changes, archiving configurations, and providing an audit trail of 
network changes 

Important: RME has a device limit of 20 or fewer Cisco devices. 

Specifications 

Feature CiscoWorks Small Network Management Solution 
Hardware Requirements 2 Pentium 111 or better-based IBM PC or compatible compute r, 256MB RAM total, 4GB free hard drive 

space 
Software Requirements Windows 2000 with SPl or 2(Professional or Sever), Netscape 4.77, 4.78 or Internet fxplorer5.5 with 

Service Pack 1 

Selected Part Numbers and Ordering lnformation 
CiscoWorks Small Network Man;;gement Solution 
CWSNM-1.0-WIN Small Networ1< Management Solution l.otor Windows; includes WhatsUpGold 7.0, Resource 

ManagerEssentials 3.3.2 (20 Cisco Devi c e restriction), CiscoView 5.3 

For More lnformation 

See the CiscoWorks Small Network Management Solution Web Site: 
http://www.cisco.com/go/wrsnms 

. • CiscoWorks Small Network Management Solution 
slfW 
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CiscoWorks Routed WAN Management Solution ....... ~ 
./;1 · · .· :. ..,;~:.~""" ~ 

The RWAN so~ution addresses ~he needs ofmanaging WAN~ ~y improving the _/
1

/'1q:J.__ ""\,\ 
accuracy, effic1ency, and effectlveness o f your network adm1mstrators and operatlpp.~ 9 : 
staff while increasing the overall availability o f your network through proactive '\' '\ S / 
planning, deployment, and troubleshooting tools. The CiscoWorks Routed WAN "-., .... ~: ........ ~~=;.}~~:> 
Management Solution provides increased visibility into network behavior, assists in 
quickly troubleshooting performance bottlenecks, and provides comprehensive tools to 
easily administer new software and configuration changes for optimizing bandwidth 
and utilization across expensive and criticai links in the network. 

When to Sell 

Sell This Product When a Customer Needs These Features 
Routed WAN • Optimize router performance by automatically streamlining access controllists, and applying 
Management Solution policy·based changes viatemplates 

Key Features 

• Understand the respon!iveness of WAN connections to detemine where bottlenecks are; provides 
real-time anai',Sis of end-to-end hop dela\S 

• lncrease networkperformance bymonitoringtraffic of pmtocols, applications and interface 
characteristics 

• A watchdog S\Stem to monitor WAN characterillics 
• An accurate inventory baseline; including memory, slots, software versions, and boot ROMs neededto 

make decisions 
• Automate the proces of updating delice software and configuration 
• Graphicallydispla\5 a devices operationalstatus with toolsto monitor its activity o r change its 

configura!IOns 
• Support for 9!cure brow9!r communications and doWJioadsfrom Ciscol.lew, RME and ACLM via 

Secure Socket Layer(SSL) or SecureShell (SSH) protocol 

• Access Control List Manager-Provides a wizard and policy template-based 
approach to simplifying the setup, management, and optimization of Cisco lOS 
Software-based IP and Internetwork Packet Exchange (IPX) traffic filtering and 
device access control 

• Internetwork Performance Monitor-Used to diagnose latency, identify network 
bottlenecks, and analyze response times 

• Resource Manager Essentials-Provides the tools needed to manage Cisco devices. 
It includes inventory and device change management, network configuration and 
software image management, network availability, and syslog analysis 

• Cisco View-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Cisco Works Server-Provides the common management desktop services and 
security across the CiscoWorks family of solutions. It also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

·- ·L r\OS n° 03/2005 - t ''! 
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Specifications 
.~--~-.. 

/"· ., 
\ 

~Fe_a_tu_r_e __________ ~R~o~u=te_d=W=A=N~Mfta_n~ag~e~m~e~n~t~So~l~ut7io_n_Rfte~q~ui~reNmWe~nllts~~~~--~~{ __ · ~q~? 
Server Sun UltraSPARCIIIISun Blade1000 Workstation a Sun Fire 280R Workgroup Serverl , • \ (_ f 

IBM PC compatible with 5!li-MHz or higherPentium 111 processar running \ ' ··-., , / 
!Dual processar system required for holling multiple rranagement soi.Jtionsl "'-, ~.. · ..... · :· ·/ 
Microsoft Windows2000 Serve r o r Professional Edition wlh Servi c e Pack 2, Sola ris 2.8 "- - -·-· ...., •. 

~C~Iie-n~t----------------,IBft.M~P~C--c-om~p~a~tic.bl~e~co=m=p~u=te~r~~·~th~~~uM~H~zo=r~h~ig~he=r~P=en~ti~um~pr=o7ce=s=so=r.---------------

Supported Devices 

Sun Ultra 10, HP9000 Series, IBM RS{6000 
Windows NT 41Workstation andServerl with Sel'\1ce Pack6a, Windows98, 2000 Professional and 
Serve r with Service Pack 2; Sola ris 2.7, 2.8; HP-UX 11 .0; AIX 4.3.3 
IBM PC-compatible computerwith ~MHz or higher Pentium proces;or. Sun Ultra 10, HP9000 
Series, IBM RS/6000 
Most Cisco lOS Software routers, access servers, hubs, and switches 

Supported Cisco lOS Software 
Versions 

Generally supports Cisco lOS Software Versions 10.3 and above; 
Catalyst Supervisor c ode 2.1 and above 
Note: Some CiscoWorks applicationsrequire specific versions oi lOS and CAT these releases in 
order to operate; pleasesee the specfic application documentation and releaa notes for more 
information. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Routed WAN Management Solution 
CWRW-1 .2-K9 Routed \NAN Management Solution 12 for Window; and Sola ris platforms; includes Access Control 

List Manager 1.4,1ntemetwork Performance Monitor2.4, Resource Manager Essentials3.4, CO One 
5th Edition llncludesCiscoView 5.41 

CWRW-1.2-P1-K9 Cross Bundle Discount RWAN 1.2 for Windows and Sola ris platfonns; available to customers who 
h ave previously purchased LMS 1.X o r LMS 2.X and want to add RWAN 

CWRW-1.2-MR-K9 Maintenancekitfor customersthat purchasedRWAN l.X and nowwant newdevice support and c ode 
upgrades;kit includessupportforWindowsand Sola ris platforms; includesupdatesto ali components 

1. This is only a small subset of ali parts available via URL listed under MFor More lnformation." Some parts have 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Routed WAN Management Solution Web site: http://www.cisco.com/go/rwan 

CiscoWorks LAN Management Solution 
The Cisco Works LAN Management Solution consists o f operationally focused tools. 
These tools include fault management, scalable topology views, sophisticated 
configuration, Layer 2/3 path analysis, voice-supported path trace, traffic monitoring, 
end-station tracking workflow application servers management, and device 
troubleshooting capabilities. Cisco Works LMS combines applications and tools for 
configuring, monitoring, and troubleshooting the campus network. 

Whento Sell 

Sell This Product 
LAN Management 
Solution 

When a Customer Needs These Features 
• A set of toolsfor managing Cisco 's award winning Catalv.;t switches 
• Time saving use r tracking and path trace anal-.sis tools v..ith support oi IP phones 
• Automated process oi inventorying network devices, updating delice software,and managing 

conliguration toreduce the time anl errors involved in network updates 
• Browser-accessible, graphical tool forconfiguring and monitorng Cisco device components and 

operational status 
• VLAN, ATM, or LANE service management tools 
• RMON traffic monitoringand anal15is capability 
• Active fault monitoringof Cisco devices 

• CiscoWorks LAN Management Solution . ,. 
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,/··:;: __ .... -~'\ 
11 ~., '\\ . 

Key Features · / / '=f \ \. 

• Campus Manager-Web-based applications designed for managing Layer 2 deJi,G~, q ~1- ) 
and connectivity discovery, workflow application server discovery and \. "··, .. __ . ~· ····· 
management, detailed topology views, virtual LAN/LAN Emulation (VLAN/LANE)'· .... ~_:_.: .' :"' 
and ATM configuration, end-station tracking, Layer2/3 path analysis tools, and IP 
phone user and path information 

• Device Fault Manager-Provides real-time fault analysis for Cisco devices, 
automatically includes Cisco devices into its monitoring environment and applies a 
Cisco "Best Practices" fault rule to each device 

• nGenius Real Time Monitor-Web-enabled multiuser traffic management tool set 
that provides access to network-wide, real-time RMON information for monitoring, 
troubleshooting, and maintaining network availability 

• Resource Manager Essentials-Provides the tools needed to manage Cisco devices. 
It includes inventory and device change management, network configuration and 
software image management, network availability, and syslog analysis 

• Cisco View-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Cisco Works Server-Provides the common management desktop services and 
security across the Cisco Works Family o f solutions. It also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

Specifications 

Feature 
Serve r 

Client 

Supported Cisco Devices 
Supported Cisco lOS 
Software Versions 

Description 
Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fira 2BOR Workgroup Serwrl 
IBM PC compatible with 550-MHz or higher Pentium 111 proces&~r running 
(Dual processar system required for hosting multi pie management Sllutionsl 
Microsoft Windows 2000 Serve r o r Professional Edition with Service Pack 2, Sola ris 2.8 
IBM PC-compatiblecomputerwith 300-MHz o r higher Pentium processar. Sun Ultra 10, HP!IOOO Series, 
IBM RS/6000 
Windows NT 4 (Workstation and Serwrl with Servi c e Pack6a, Windows 98, 2000 Professional and 
Server with Servi c e Pack z Sola ris 2.7, 2.8; HP-UX 11.0; AIX 4.3.3 
Internet Elqllorerv5.5 with Servi c e Pack 2, 6.0; Netscape4.76, 4.77, 4.78, 4.79 
Most Cisco lOS Software routers, access servers, hubs, and 911/itches 
Generaly Cisco lOS Software Versions 10.3 and higher 
Catal.,st Supervisa c ode 2.1 through 4.1 
Note: Some OscoWorks applicationsrequire certa in versions of lOS and CATthese relea~es in or~er 
to operate,please see the specific applicationdocumentationand release notes for more mformatmn . 

CiscoWorks LAN Management Solution 

I i Joc:_3_6_9_7_ 
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Selected Part Numbers and Ordering lnformation 1 
/ 

.-"'·,.-- · 
- -· ·· -......... .. 

lAN Management Solution 
CWLMS-2.1-K9 

/ , 
LAN Management Solution 2l for Windlllllls and Sola ris; includes Campus Manager3.2, Deviqi / ':::( q ;}_f' 
Fault Manager 1.2, Resource ManagerEssentials 3.4, nGenius Real lime Mon~or 1.4, CO One ~h ! p 
Edition (lncludes CiscoView 5.4} . . \ , \ ( 
Cross Bundle Discount LMS 2.1 for Windov.s and Solans platforms; ava1lable to cus:omers wh~ ··, 
h ave previously purchased RMN l.X and want to addLMS \. ' , . 

CWLMS-2.1-P1-K9 

lAN Management Solution Upgrades ·"- •. · 
CWLMS-2.1-UP-K9 Upgrade kitfor LMS l.X customers wanting to upgrade to LMS 2.1; kit includessupportfor both 

Windows and Sola ris platforms; primary value of this kit isto provi de DFM to LMS l.X customers 
CWLMS-2.1-MR-K9 

CWLMS-1 .2-MR-K9 

Maintenance lit for customersthat purchased LMS 2.0 and want new device supportand code 
updates; kit includessupportfor both Wndows and Sola ris platforms; includes updatesto an LMS 
2.X componentsiShould not bepurchased byLMS IX customers} 
Maintenance kit for cmtomers that purcha!!d LMS l.X and want newdevice support and code 
updatesto components in the l.X release train; DFM is not included 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the LAN Management Solution Web site: http://www.cisco.com/go/lms 

CiscoWorks VPN/Security Management Solution 

CiscoWorks VPN/Security Management Solution (VMS), an integral part ofthe SAFE 
Blueprint for network security, combines Web-based tools for configuring, monitoring, 
and troubleshooting enterprise virtual private networks (VPNs), firewalls, and network 
and host-based intrusion detection systems (IDS). lt offers the ability to monitor 
remate access links, and IPSec based site to site VPN's links. VMS is a Web-based 
solution that provides a "dashboard" view of criticai VPN resources and their 
performance, VPN hardware and configuration and troubleshooting reports. 

Whento Sell 

Sell This Product 
CiscoWorks 
VPN/Security 
Management Solution 

Key Features 

When a Customer Needs These Features 
• Complete management of a SAFEinfrastructure emironment 
• Configuring andmonitoring VPN, PIX, lOS routers, and IDS devces. 
• Monitoring large remote access and s~e-to-site huband spokeVPNsfrom a single management 

console and focus on p10blem areasand performance. 

• Management and Monitoring Centers-Supplies the latest in management 
functionality and multifaceted scalability by offering features such as a consistent 
user experience, auto update, command and control workflow, and role-based access 
control. The management and monitoring centers include Management Center for 
PIX Firewalls, Management Center for IDS Sensors, Management Center for VPN 
Routers, and Monitoring Center for Security and Management center for PIX 
Firewalls (downloadable from CCO Software Center Fall 2002) 

• VPN Monitor-Allows network administrators to collect, store, and view 
information on IPSec VPN connections for remote-access or site-to-site VPN 
terminations . Multiple devices can be viewed from an easy-to-use dashboard that is 
configured using a Web browser 

• Cisco IDS Host Sensor Console-Provides real-time analysis and reaction to 
network hacking attempts by identifying an attack and preventing access to criticai 
server resources before any unauthorized transactions occur 

, . • CiscoWorks LAN Management Solution 
11114 
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• Cisco Secure Policy Manager (CSPM)-Provides scalable, powerful policy-based 
security management system for Cisco firewalls and IPSec VPN routers which ,....,:::;--::~~ 
allows a customer to define, distribute, enforce, and audit network-wide security·'({}···"~-~ \ 
policies from a centrallocation .1 t 9:1.5 '; "> \ 

• Res?urce ~anager ~ssentials (RME)~Provides the tools needed to manage Cis~b\ E . ,.i i 
devtces. lt mcludes mventory and devtce change management, network \ '-, ..... · : ~ , / 

' , ·•. ~--.~ ' ·· ,e· 

configuration and software image management, network availability, and syslog ~ .. ....:.~~--/ 
analysis 

• Cisco View-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Cisco Works Server-Provides the common management desktop services and 
security across the Cisco Works family o f solutions. lt also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

Specifications 

Feature 
Serve r Hardware 
Requirements 

Server Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 

CiscoWorks VPN/Security Management Solution 
IBM PC-compatible computerwith 1-GHz o r faster Pentium processar 
Sun UltraSPARC 60 MP with 440-MHz or fasterprocessor 
Sun UltraSPARCIIIISun Blade 1100 Workstation orSun Fire 280R Workgroup Serve r) 
Windows 2000 Professional, Windows 2000 Serve r (Servi c e Pack 21 
Sun Sola ris 2.7, 2.8 
IBM PC-compatible cor~puterwith 300-MHz orfasterPentium 
Solaris SPARCstation or Sun Ultra 10 
Windo\I\IS 98, Windows NT 4.0, or Windo\I\IS 2000 Serve r o r Professional Edition with Servi c e Pack 2 
Solaris 2.7, 2.8 

Browser Requirements lnternetExplorer6.0 or 5.5 with Service Pack2, on Windows2000 Serveror Professional Edition, Windows 
98, and Windows NT 4.0. 
Netscape Navgator 4.79, on Windows2000 Server or Professional Edition and Windows98. Netscape 
Navigator 4.76 on Sola ris 2.7, 2.8. 

Selected Part Numbers and Ordering lnformation 
CiscoWorks VPN/Security Management Solution 
CWVMS-2.1 -UR-KS CiscoVW>rks VMS 2.1 Windowsand Sola ris; lncludes:ManagementCenterfor lOS Sensors, Management 

CenterforVPN Routers, and Mpnitoring Centerfor Security, VPN Monitor 1.2, RME 3.4, CSPM 3.1,105 Host 
Sensor2.1, CO One 5th Edition 

CWVMS-2.1-WINR-KS CiscoVW>rks VMS 2.1 Windows (20-0evice Restricted License); lncludes Management Center for lOS 
Sensors. ManagementCenterforVPN Routers. and Monitoring Centerfor Security, VPN Monitor 1.2, RME 
3.4, CSPM 3.1, 1DS Host Sensor 21, CO One 5th Edition 

CWVMS-2.1-URC-KS Conversion from CiscoWorks VMS 2.1 for Windows I2D-device Restricted License) to Unrestri:ted 
License ladd Sola ris Versions of CV, RME, VPN, and adds an unrestricted licenseto CSPM for Windo\I\IS) 1 

CWVMS-2.1-UPGUR-KS Upgrade from CSPM 2{' (Unrestricted Licen9l) to CiscoWorks VMS 2.1 for Windows and Sola ris 
(Unrestricted License) 

CWVMS-2.1 -WUPGR-KS Upgradefrom CSPM 2.X IUnrestricted license) to CiscoWorks VMS 2.1 for 120-device Restricted License) 
CWVMS-2.1-UR-MR-K9 Maintenance reease update for VMS 2.0 Windows and SolarisiUnrestricted License)1 

CWVMS-2.1-R-MR-K9 Maintenance reease update for VMS 2.0 Windows Only 120-device Restricted License) 

1. Contains Windows-only versions of CSPM and IDS Host Senso r 

For More lnformation 

See the Cisco Works VPN/Security Management Solution Web si te: 
http://www.cisco.com/go/vms 

CiscoWorks LAN Management Sol 
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CiscoWorks IP Telephony Environment Monitor 
Cisco Works IP Telephony Environment Monitor (ITEM) is a bundled suite o f 
management applications that helps ensure the manageability of converged networks ---·- -.. ., 
that support Cisco IP telephony and IP telephony data applications. ITEM tracks the ~. \ 
health of Cisco IP telephony environments by proactively monitoring the Cisco / '::{.q Q.. y \ 
elements that support voice in the network to alert operations personnel o f potential , . · E / 
problems in order to minimize IP telephony service interruption. \. ·, 

Whento Sell 

Sell This Product When a Customer Needs These Features 
CiscoWorks IP Telephony • Networkmanagerswho need to effectivey manage theirconverged networks while maintaining 
Environment Monitor high confidente that thei~P telephonyenvironments are performing as expected 

Key Features 

• Network Managerswho need to usesynthetictraffic (replicatingkeyfonns of network activity 
associated with VoiP and IP telephon~ to enable around·theclock monitoringof key voice 
elements in the network 

• Cisco Voice Health Monitor (VHM)-tracks the health o f Cisco IP telephony 
environments by proactively monitoring Cisco voice elements in the network to alert 
operations personnel to potential problems and helps to minimize IP telephony 
service in network downtime. VHM leverages and requires the services of DFM 
while providing sophisticated capabilities o f its own to ensure timely information on 
the health o f IP telephony environments 

• Cisco Device Fault Manager (DFM)-DFM provides real-time fault detection and 
determination about the underlying Cisco IP fabric on which the IP telephony 
implementation executes. DFM reports faults that occur on Cisco network devices, 
often identifying problems before users of network services realize that a problem 
exists 

• Cisco View-Cisco View is a web-based graphical device-management technology 
and is the standard for managing Cisco devices, and providing back and front panel 
displays. Features include: Real-time monitoring ofkey information relating to 
device performance, traffic, and usage, with metrics such as utilization percentage, 
frames transmitted and received, errors, and a variety of other device-specific 
indicators 

Optional Drop-ln Modules 

Fault History Manager 

Fault History is an optional drop-in module (downloadable from CCO) that provides a 
web-based tool to access historical fault and alert data from a database. The user has 
severa! filtering options that can facilitate the search for specific information. 

IP Phone lnfonnation Utility 

The IP Phone lnformation Utility is an optional drop-in module (downloadable from 
CCO) that provides a web-based tool to show detailed information about individual IP 
telephone. The operator can access the IP phone information by using its extension 
number, IP address, and/or MAC address . This utility bases its information on the 
devices created in VHM. 

. . . • CiscoWorks IP Telephony Environment Monitor •••=• 
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• ,/;::-~ 
IP Phone Help Desk Utility ./ : ... ::.'-·-........, 

. . / ' 
The IP Phone Help Desk Utility is an optional applet (downloadable from CCO) thàt /qq .;)_ '3 ' 
provides a MS Windows 2000 desktop tool to show summary information about , ; \ . 
individual IP telephone. The help desk operator can access the IP phone informatioÓ, \ ,,__ 8 __ ,/' 
by using its extension number ( or can configure the application to search by IP or MA c'··<:~:.:.:.~)/ 
addresses ). This utility requires a connection to an ITEM server running VHM with the 
IP Phone lnformation Utility installed. 

Gateway Statistics Utility 

When available, the Gateway Statistics Utility is an optional drop-in module 
(downloadable from CCO) that provides a web-based tool to collect performance and 
behavior statistics about CCM-controlled IP telephony gateways. This statistical 
information can be subsequently exported for processing by reporting packages for 
capacity planning and trending information. 

Specifications 

Feature CiscoWorks IP Telephony Environment Manager 
Serve r Hardware IBM PC-compatible wth 1 GHz o r higher Pentium IV procesSJr 

UNIX (lf DFM is on Unix platform; Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 200R 
Workgroup Sen.er) 

Serve r Sohware 

Client 

(Dual processar system requiredfor hosting rrultiple management solutions) 
Windows 2000 Serve r o r Professional Edition with Servi c e Pack 2 
Solaris 2.8 
IBM PC-compatible corrputer with 300 MHz o r higher Pentium processor 
Windows NT 4 (Workstation & Server) with Sen.ice Pack Sa, Win !11 o r Windows 2000 Professional & 
Serverwith Service Pack2 
WindoYJS 98/NT/2000: Netscape v4.77, 4.78, 4.79 
Windows98/NT/2000: Internet ~lorerv5.5 with Servi c e Pack 2. 6.0 

Selected Part Numbers and Ordering lnformation 
CiscoWorks IP Telephony Environment Monitor 
CWITEM-1.3-WIN-K9 CiscoWorks IP TelephonyEnvironment Manager 1.3 for WindoYJS Add-On for existing LMS 2.X and DFM 

1.1 customers; includesVHM only 
CWITEM-1.3-WIN-UP CiscoWorks VoiP Health Monitor 1.0 Add-On for existing LMS 2.0 and DFM 1.1 customers; includesVHM 

only 
CWITEM-1.3-MR-K9 Maintenance ~tfor customersthat purchased CiscoWorks VoiP Health Monitor 1.0 and nowwant the 

new ITEM 1.3 device support and nino r updates; kit includes support for Window; platformsonly; 
includes updates to ali components 

For More lnformation 

See the Cisco Works IP Telephony Environment Monitor Web si te at: 
http://www.cisco.com/go/cwvoip 

CiscoWorks Voice Manager for Voice Gateways 
CiscoWorks Voice Manager for Voice Gateways (CVM) is a client-server, web-based 
voice management and reporting solution. The application provides enhanced 
capabilities to configure and provision voice ports, and create and modify dial plans on 
voice-enabled Cisco routers for voice over IP (VoiP), voice over Frame Relay (VoFR), 
and voice over ATM (VoATM) network deployments. 

When to Se li 

Sell This Product When a Customer Needs These Features 
CiscoWorks IP Telephony • Network managerswho need to maintaina distributed network architecture for incr~tab'llrtv. (' , 7~ 
Environment Monitor • NetworkManagerswho need to manage rrultiple customernetworksfrom one ~~dí'l<!.~2005- ' <t 

. CORREIO 
CiscoWorks Voice Manager for Voice Gateways 

I 
l joec: ____ _ 
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Key Features 

• Web interface management o f v o ice ports and dial plan generation and 
management-Create and manage local dial plans and VoiP, VoFR, and VoATM 
network dial plans 

• Report generation-Enhance graphical reporting capabilities with the software 
provided by an alliance with Telemate.Net (Windows NT), a leading developer of 
enterprise information management tools; optional capabilities for enhanced reports, 
custom report creation, and multiple data source record collection exists. 

• Optional capabilities to provide reporting on other data sources such as private 
branch exchanges (PBXs) and selected firewalls 

• Cisco View-Cisco View is a web-based graphical device-management technology 
and is the standard for managing Cisco devices, and providing back and front panel 
displays. Features include: Real-time monitoring of key information relating to 
device performance, traffic, and usage, with metrics such as utilization percentage, 
frames transmitted and received, errors, and a variety of other device-specific 
indicators 

Specifications 

Feature 
Server Hardware 
Requirements 

Serve r Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 

CiscoWorks Voice Manager for Voice Gateways 
256 MB of memory; 8-GB available hard disk space 
CPU running at 4!11 MHz (for WindowsNTl 
Sun Sparc/Uitra @3Il MHz (for Sola ris) 
WindowsNT 4.0with Sen.1ce Pack5 
Cisco'Mlrks CO One 4th Edition for WindowsNT 
64MB of memory 
CPU running at lXI MHz 
Windows 95 running Netscape4.04 o r Internet Explo~er 4.01 and 64MB of virtual memory 
Windows NT running Netscape 404 or Internet Expklrer 4.01 and 64MB of virtual memory 
Solaris running Netscape 404 with Telnet andJava enabled and 64MB of virtual memory 

Selected Part Numbers and Ordering lnformation1 

CiscoWorks Voice Manager for Voice Gateways 2.1 9 
CWVM-2.1 Voice Manager2.1 for Windows & Sola ris; includesVoice Manager 21 and CO One 4th Edition 

(Cisco\olew 5.3 and the October2001 Java patch updatel 
CWVM-2.1-UPG Upgrade kitfor CWVM 1.X customerswanting to upgradeto CVM 2.1; kit includes supportfor both 

Windows and Sola ris platforms 
CWVM-2.1-UPT Minar updatesto CWVM 2.1 for Windows and Sola ris from CWVM 2.X; update includessupportfor 

both Windowsand Solarisplatforms 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Voice Manager for Voice Gateways Web site at: 
http://www.cisco.com/go/cw2kvm 

• CiscoWorks V o ice Manager for Voice Gateways 
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( ~9 ,Q__ 1 ·) ' CiscoWorks QoS Policy Manager 
QoS Policy Manager allows you to centrally define and administer lOS and CAT \' \, 2 ' 
parameters needed for differentiating network traffic. This ensures high availability.,., '·· :·· ... . .. . .~/ 
and predictable performance for business-critical which rely on advanced voice and ··~ ~-- ·· ·---.. -· 
video services. Cisco QoS Policy Manager (QPM) 3.0 is a key enabler of end-to-end 
QoS for converged networks. It delivers differentiated services across network 
infrastructures with converged voice, vídeo, and data applications, simply by taking 
advantage of Cisco lOS and Catalyst OS Software with built-in QoS mechanisms in 
LAN and WAN switching and routing equipment. 

When to Se li 

Sell This Product 
Cisco QoS Policy 
Manager 

When a Customer Needs These Features 
• End-to·endQoS configurationand automated, reliable policydeployment while eliminating 

device·by-device command streams 
• Rules-based policiesthat combine !lati c and dynamic port applications and ho!l system traffic filters 
• QoS PolicyManager'sservices, including congestion management & a10idance, and traffic-Siaping 
• Efficientlytranslate polcies to specific QoS config commands,ensuring consiliency across domains 
• Validate polcies prior to depbying them quic~y and reliablyto LAN and '111\N policy domains 
• Generate Web-based reportson QoS policiesdeployed in the network 

Key Features 

• Provides baseline monitoring which profiles traffic by top applications and a small 
number of classes before QoS deployment 

• Validates QoS deployments by obtaining detailed feedback on traffic pattems after 
QoS at different points in the network 

• Provides statistics related to QoS policies which include traffic matching NBAR 
filters and action statistics 

• Supports CBQoSMIB and CAR MIB 
• IP Telephony templates provide pre-defined QoS policies that ensure strict priority 

for voice traffic in Enterprise networks 
• Delivers the appropriate service-level to business-critical applications by supporting 

the extension ofiP packet classification to include application signature, Web URLs, 
and negotiated ports 

• Extend security by defining access control policies to permit or deny transport of 
packets into or out of device interfaces 

• Allows QoS policy validation checking, uploading of existing device configuration, 
previewing configuration changes, incrementai ACL updates, and managing policy 
distribution 

Specifications 

Feature 
Server Hardware 
Requirements 

Serve r Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 
Browser Requirements 

Cisco QoS Policy Manager 
IBM PC·compatible computerwith 1-GHz or faster Pentium processar 
Sun UltraSPARC 60 MP with 440-MHz o r faster processar 
Sun UltraSPARCIII (Sun Blade 1!00 Workstation o r Sun Fire 280R Workgroup Serve r) 
Windows 2000 Professional, Windows 2000 Serve r (Service Pack 2) 

Sun Sola ris 2.7, 2.8 
IBM PC-compatible corrputer with 300-MHz or faster Pentium 
Sola ris SPARCstation or Sun Ultra 10Complete 
Windows 98, Windows NT 4.0, or Windows 2000 Serve ror Professional Edtion with Servi c e Pack 2 
Solaris 2.7, 2.8 

CiscoWorks QoS Policy M 
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• 
Selected Part Numbers and Ordering lnformation1 

-·· ---. 
Cisco QoS Policy Manager _./ 
CWQPM-3.0-WINUR-K9 O oS Policy Mgr 3.0 for Window; (Unrestricted License) / · ,_ .\ 
CWQPM-3.0-WINR-K9 QoS Policy Mgr 3.0 for Window; (20- Device Restricted License) . \ 
CWQPM-3.0-URUP-K9 Upgrade to QPM 3DforWindowsfrom QPM l.x or2.xto QPM 3.0 unrestricted ,' -:::f q 2CJ i 
CWQPM-3.0-URC-K9 Conversion of a QPM 3.0 20-device restricted usage license to unre!lricted deviceusage li cem~ · J 
1. This is only a small subset of ali parts available via URL listed under MFor More lnformationH. Some parts have \ <2._ 

restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing'"··, 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco QoS Policy Manager Web site: http://www.cisco.com/go/qpm 

Cisco Ethernet Subscriber Solution Engine 
The Cisco Ethernet Subscriber Solution Engine (ESSE) is a hardware-based 
management system for metro access networks that use the Cisco ONT 1000 Gigabit 
Ethemet Series Optical Network Terminator. The Cisco ESSE enables complete remate 
management and troubleshooting o f the customer demarcation point for Ethemet over 
fiber. Remate management and diagnostics reduce operating expenses and increase 
profitability by eliminating the need for unnecessary visits to the customer premises. 
The Cisco ESSE runs on the Cisco 1105, which is one rack unit (1RU) high, enabling 
you to conveniently deploy the Cisco ESSE on the same rack with the rest ofyour Cisco 
metro Ethernet network aggregation equipment. 
The Cisco ESSE automatically discovers all Cisco ONT 1000 Gigabit Ethernet Series 
devices in the metro access network, applies the designated configuration, and instantly 
begins collecting statistics and management information. 

Whento Sell 

Sell This Product 
Cisco Ethernet 
Subscriber Solution 
Engine 

Key Features 

When a Customer Needs These Features 
The Cisco Ethemet Subscriber Solution Engine i; ideal forservice providers seeking to: 
• Reduce operating e>penses byimplementingmetro accessnetworkswith Ethernet merfiber 
• Redu c e customeronsite visits, which are time-consuming and expensive 
• Perform complete remete configuration and troulllshootingof the Cisco ONT 1000 Gigabit Ethernet 

Series 

• Enables service providers to perform remate contrai of inventory, configuration, 
statistics, fault management, and troubleshooting on the Cisco ONT 1 000 Gigabit 
Ethernet Series 

• Full Layer 1 and Layer 2 remo te configuration and monitoring of Optical Network 
Terminators 

• Access to ali Ethernet port registers and statistics on the Cisco ONT 1000 Gigabit 
Ethernet Series 

• Easy identification o f ONTs with searchable, user-defined properties such as 
customer name, VLAN ID, and street address 

.. • Cisco Ethernet Subscriber Solution Engine 
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Selected Part Numbers and Ordering lnformation 1 . ::~~ 

" Cisco Ethernet Subscriber Solution Engine '-fn / \ 
CESSE-1105-K9 Cisco EthernetSubscriber Solution Engine; lncludesthe Cisco 1105 hardware platfonn and Ethernetl [ cr j 

Subscriber management s:>ftware, version 1.1 i 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation". Some parts ha\le · f;_../ 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing · . . ----: r ~,.,;Y 
info, se e the Distribution Product Reference Guide at: http://www.cisco.conv'dprg (limited country availability). -~--~-----

For More lnformation 

See the Cisco Ethemet Subscriber Solution Engine Web site: 
http://www.cisco.com/go/esse 

CiscoWorks Wireless LAN Solution Engine 
The Cisco Works WLSE is a specialized, daily operational solution that allows 
customers to manage the entire Cisco Aironet WLAN infrastructure. It offers powerful, 
centralized template-based configuration with user-defined device groups to efficiently 
configure large numbers o f access points and bridges. The Cisco Works WLSE provides 
centralized firmware updates to facilitate firmware changes throughout the WLAN. It 
monitors Access Control Server (ACS) authentication servers, supports both Cisco 
Extensible Authentication Protocol (LEAP) and generic RADIUS servers, and further 
enhances security management by detecting misconfigurations on access points and 
bridges. The CiscoWorks WLSE proactively monitors WLAN infrastructures and 
generates notifications for unavailability and performance degradation. The 
Cisco Works WLSE aids in capacity planning by identifying the most used access 
points, and accelerates troubleshooting by generating client association reports. 

When to Se li 

Sell This Product When a Customer Needs These Features 
CiscoWorks Wireless The CiscoWorks WLSE is ideal for enterprise customers: 
LAN Solution Engine • lmplementing large-scale Cisco Aironet WLAN infrastructues 

• Template-based configuration tool whi:h can include a large number of uniform policies for Cisco 
access points and bridges 

• Access point and bridge mis-configuration alets to minimize security vulnerabiities 
• Proactivefault and performance monitoring of Cisco access points, bridges, LEAP authentication 

serve r, and sv.itches connected to theaccess poilts 

Key Features 

• Centralized template-based configuration with hierarchical, user-defined groups 

• Plug and play configuration o f newly deployed access points and bridges 

• Centralized firmware update to facilitate firmware changes 

• Access point and bridge misconfiguration alerts to minimize security vulnerabilities 

• Proactive monitoring of access points, bridges, ACS authentication servers (both 
LEAP and generic RADIUS), and the switches connected to the access points 

• Configuration and monitoring ofvirtual LAN (VLAN) and quality of service (QoS) 
on access points to maximize security and performance 

• Access point usage, summary, and client association reports with XML, CSV, and 
PDF data export 

• Secure HTML-based user interface for easy access anywhere 
• Upper-layer network management system and operations support system, 

(NMS/OSS) integration with syslog message, SNMP trap, and e-mail ~~~;~tt0~20U 

CiscoWorks Wireless LAN Solution 
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Selected Part Numbers and Ordering lnformation 1 

....................... CiscoWorks Wiralass LAN Solution Engina 
CWWLSE-111Ii-K9 Wireless LAN Solution Engine1.q includesthe Cisco 1105 hardware platform and wireless LAN / / · ··-, 

management SJftware version 1.0 · \ 

( (4Cf' I 'l 
'·. c ) 

\ \ (_ J 

For More lnformation 

See the CiscoWorks Wireless LAN Solution Engine Web site: 
http://www.cisco.com/go/wlse 

\ .... .. 
-~·::> ;' 

CiscoWorks Hosting Solution Engine 
CiscoWOrks Hosting Solution Engine is a network management appliance that 
monitors, activates, and configures a variety o f e-business services in Cisco powered 
data centers. 1t provides up-to-date fault and performance information about the 
network infrastructure and Layer 4-7 network services. 
HSE automatically discovers the entire data center infrastructure and instantly begins 
collecting statistics and management information, providing a current snapshot o f the 
managed environment. HSE provides up-to-date information for operational staff to 
easily pinpoint the source of a problem. HSE itself is a manageable Cisco device with 
a full Cisco Discovery Protocol implementation and supports Cisco MIB li. 

When to Se li 

SeU This Product 
CiscoWorks Hosting 
Solution Engina 

Key Features 

When a Customer Needs These Features 
• Ideal forenterprise and service providers with e-business data c ente r facilties 
• Granularuser accessmodel to partition networ1< resourcesfor Layer4-7 services and switch ports,and 

authorize use r group accessto individual applcation services 
• Robust Layer 4-7 service configuratbn and service activation of server load balancing devi::es, 

including virtual servers, real servers, and content ownersand rules 

• Granular user access to partition network resources for Layer 4-7 services as well as 
switch ports; authorize user group access to individual application services 

• Robust Layer 4-7 service configuration and service activation of content switches 
• Monitoring and reporting of SSL Proxy services on Cisco Catalyst 6000 Series with 

SSL Service Modules and Cisco Content Services Switch 
• Flexible fault and performance monitoring of Cisco routers, switches, Cisco PIX® 

Firewalls, Cisco Content Engines, Cisco Content Switches and L4-7 services 
• HTML-based, secure graphic user interface with easy customer view/report 

personalization and historical data reporting 
• Upper layer NMS/OSS integration with SYSLOG, trap, email notifications and 

historical data XML export 

Selected Part Numbers and Ordering lnformation 1 

Cisco 1105 Hosting Solution Engine 
CWHSE1105-1.5-K9 Cisco'Mlrks Hosting Solution Engine; ncludes 1105 hardware platformwith software version 1.5; 

can be configured for internationalpower cords 

1. Some parts have restricted access o r are not available through distribution channels. Resellers: For latest part 
number and pricing info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (l imited 
country availability). 

For More lnformation 

See, the 1105 Hosting Solution Engine Web site : http://www.cisco.com/go/1105hse 

• CiscoWorks Hosting Solution Engine 
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Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(wit~. ,..~-~~ 
NAM software version 2.2) -'. '//'" 1. '<:~ 
The Cisco Network Analysis Module (NAM) 1 and 2, second generation high . · t~O. \ S I" 
performance network analysis modules for the Cisco Catalyst 6500 Series provid.es\ ,, / / 
network monitoring instrumentation and web-browser based traffic analysis for \.,,, >--:~-:<::/: 
Catalyst based AVVID environments. The NAM enables network managers to gain .. . ..._,_ .... . 
application-level visibility into network traffic with the ultima te goal o f improving 
performance, reducing failures , and maximizing returns on network investment. The 
new NAMs are available in two hardware versions, NAM-1 and NAM-2, to meet 
diverse network analysis needs in a scalable switching environment running up to 
gigabit speeds. The NAMs come with an embedded, Web-based traffic analyzer, which 
provides full scale remate monitoring and troubleshooting capabilities that are 
accessible through a Web browser. 
Whento Sell 

When a Customer Needs These Features 
• NeedsApplication-Level visibility built into the network 
• Provides networkmanagersvisibility into alllayers of network traffic 

Sell This Product 
Catalyst 6500 Serias 
Network Analysis 
Module 1 and 2 (with 
NAM software version 
2.21 

• Monitoring in a scalable switching environmentthat supportstraffic monitoring in a scalable switching 
environment 

• Offers investment protection by interfacing wth both the bus and fle crossbar switching fabri::-based 
archite.ctures in the Cisco Catai',St 6500 Series 

Key Features 

• Provides application-level Remate Monitoring (RMON) functions based on RMON2 
and other advanced Management Information Bases (MIBs) 

• Collects statistics on both data and VoiP streams flowing through the host switch 
using the Switch Port Analyzer (SPAN) and NetFlow Data Export features of the 
Cisco Catalyst 6500 Series 

• Collects data from remate switches using the remate SPAN (RSPAN) feature o f the 
Cisco Catalyst 6500 and 4000 Series switches 

• Easy to deploy and use at LAN aggregation where they can see most o f the traffic, 
at service points where performance is criticai and at important access points where 
quick troubleshooting is required 

• Application monitoring can be dane using RMON, RMON2, and severa! extended 
RMON MIBs, which can detect the applications on the network and provide detailed 
information about how these applications utilize the bandwidth, which hosts access 
those applications, and which client/server pairs generate the most traffic 

• Performance management provides valuable information about the delays in server 
responses to client requests 

Selected Part Numbers and Ordering lnformation 1 

Cisco Catalyst 6500 Serias Network Analysis Module 1 and 2(with NAM software version 2.21 
WS-SVC-NAM-1 Catai',St6500 Series NetworkAnaly.;is Module 1. To arder the NAM individually, please use the spare part 

numberof WS-SVC-NAM-1= 
WS-SVC-NAM-2 Catai',St 6500 Series NetworkAnaly.;is Module 2. To order the NAM individually, please use the spare part 

number oi WS-SVC-NAM-2= 

1. Some parts h ave restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco NAM Web site: http://www.cisco.com/go/6000nam 
; ~qs ~q .OJI2oos -~·~ 
CP,MI. 1- ·COR ~ 

Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(with NAM : . f 
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CISCO SVSTEMS 

Cisco 1751 Modular Access Router 

Figure 1 

The Cisco 1751 
Router delivers a 
versatile 
e-Business WAN 
access solution . 

Cisco 1751 Modular Access Router is 

ideally suited to help you evolve your 

organization into an e-Business. It supports 

e-Business features such as VPNs; secure 

Internet, Intranet, and extranet access with 

optional firewall technology; broadband 

DSL and cable connectivity; and 

multiservice voice/video/data/fax 

integration. The Cisco 1751 Modular 

Access Router offers: 

• Flexibility to adapt to changing 

requirements 

• Modularity that allows you to 

individually configure the system to 

meet specific business needs 

• lnvestment protection with features and 

performance to support new WAN 

services such as broadband DSL and 

cable access, multiservice voice/data 

integration, and VPNs 

• Integration of multi pie network 

functions, including an optional firewall 

VPN, and data service unit/channel 

service unit (DSU/CSU) to simplify 

deployment and management 

The Cisco 1751 Router delivers these 

capabilities with the power of Cisco lOS 

Software in a modular integrated access 

solution. The Cisco 1751 Router provides a 

cost-effective solution to support e-Business 

applications through a comprehensive 

feature set including support for: 

• Multiservice voice/fax/data integration 

• Secure Internet, Intranet, and extranet 

access with VPN and firewall 

• lntegrated broadband DSL connectivlty 

• VLAN support (IEEE 802.1 Q) 

The Cisco 17 51 Router, a member o f the 

Cisco 1700 Family, features a modular 

architecture that enables cost-effective 

upgrades and additions of WAN and voice 

interfaces. lntegrated network services and 

functions, such as optional firewall, DSU/ 

CSU, and VPN features. reduce the 

complexity of deploying and managing 

e-Business solutions. The Cisco 1751 

Router offers investment protection when 

your business needs it, with a RISC 

architecture and features to support new 

technologies and applications such as voice/ 

video/data/fax integration and VPNs. 

See Figure 2. 
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Figu,. 2 
Cisco 1751 Routers provide ali necessary capabilities to connect to the Internet and communicate with vendors. customers. and other employees 
and offices. 

Agents 
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The Cisco 1751 Router is available in two models that enable you to easily tailor an access solution to suit your 

e-Business requirements today and in the future. See Table 1. 

Table 1 The Cisco 1751 Modular Access Router 

Cisco 1751 

Base Model 

Cisco 1751-V 

Multiservice Model 

lncludes everything an office needs for data networking now (16MB 
Flash, 32 MB ORAM, and Cisco lOS IP software feature set), with a si mole 
upgrade path to fui I voice functionality. WAN interface cards are avai( 
separately. 

lncludes ali the features needed for immediate integration of data and 
voice services with support for up to two vo ice channels (32 MB Flash and 
64 MB ORAM, one OSP (PVOM-256K-4), and Cisco lOS IP Plus Voice 
feature set). Voice and WAN interface cards are available separately. 

Ali Cisco 17 51 models offer three modular slots for v o ice and data interface cards, an autosensing I O/I OOBaseT Fast 

Ethernet LAN port supporting standards-based IEEE 802.1Q VLAN, a console port. and an auxiliary port. The 

Cisco 1751 Router supports the same WAN interface cards as the Cisco 1600, 1700, 2600, and 3600 Series routers, 

and the same voice interface cards and voice-over-IP (VoiP) technology as the Cisco 1700, 2600, and 3600 Series 

routers. This simplifies support requirements. The WAN interface cards support a wide range of services, including 

synchronous and asynchronous serial, Integrated Services Digital Network Basic Rate Interface (ISDN BRI). ADSL, 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. Importam Notices and Privacy Statement. 
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and serial with DSU/CSU options for primary and backup WAN connectivity. The voice interface cards support 

Foreign Exchange Office (FXO), Foreign Exchange Station (FXS), Network and User Side Voice BRI (ISDN BRI NT/ 

TE), Ear & Mouth (E&M). direct inward dia! (DID), and Tl!E1 Multiflex VWICs. Additionally, an Ethemet 

interface card provides the Cisco 1751 Router with dual-Ethemet capability to support the externa! broadband 

modem devices. See Figure 3. 

Figu,. 3 

Cisco 1751 Router lncorporating Ethernet WAN Interface Card (WIC) Deployed with Broadband Modem 

___ ) 

In addition, dual-Ethernet capability on the Cisco 1751 Router enables the creation o f perimeter/DMZ (demilitarized 

zone) LANs to enhance security by physically separating private and public data. See Figure 4. 

Figu,.4 

Cisco 1751 Router lncorporating Ethernet WIC to Deploy Perimeter/DMZ LAN 
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Combined, these interfaces support a comprehensive set of applications, including multiservice voice/video/data/fax 

integration, Frame Relay, ISDN BRI, SMDS, X.25, broadband DSL and cable services, and VPNs . 

""' ,,,,..,_,"' ilÔS n' õ3fous -r·:(/ 
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Key Benefits 

The Cisco I 700 Series routers support the value of end-to-end Cisco network solutions with the following benefits: 

Flexibiliry-The modular Cisco 1751 Router adapts easily to fit the needs of growing businesses. lnterchangeable 

WAN Interface cards enable easy additions or changes in WAN technologies without requiring a forklift upgrade of 

the entire platform. Modular data and voice slots enab1e users to tailor data and voice services as needed. With the 

abillty to use the same field-upgradable WAN and voice interface cards across multiple Cisco access router platforms, 

the Cisco 1751 Router reduces requirements for spare parts inventory and support training. 

Multiservlce Access--For businesses that want to become e-Businesses and incorporate applications that integrate 

multiservlce volce/video/data/fax capabilities now or in the future, the Cisco 1751 Router offers a flexible, 

cost-effectlve answer. The Cisco 1751 Router enables network managers to save on long-distance interoffice billing 

costs. lt also lnteroperates with next-generation voice-enabled applications such as integrated messaging and 

Web-based call centers. The Cisco 1751 Router works with the existing telephone infrastructure-phones, frur 

machines. key telephone systems (KTS) units, and PBX (including digital PBXs)-minimizing capital costs. 

See Figure 5. 

Figure li 

Voicelvideo/data/fax integration. The Cisco 1751 Router integrates data and voice capabilities, significantly lowering toll charges for small- and 
medium·sized businesses and enterprise small branch offices. 
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Lower Cost ofOwnershíJr-The Cisco 1751 Router provides a complete solution for integrated voice and data access 

in a single product, eliminating the need to install and maintain a large number o f separa te devices. You can combine 

optional functions-including a voice gateway, dynamic firewall , VPN tunnel server, DSU/CSU, ISDN network 
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termination-1 (NT1) device, and more-to reduce deployment and management costs. This solution can be managed 

remotely using network management applications such as CiscoWorks2000 and CiscoView or any SNMP-based 

management tool. 

Investment Protection--The Cisco 17 51 Router RISC architecture, Cisco lOS Software, and modular slots provi de 

solid investment protection. The Cisco 1751 incorporates services such as multiservice voice/video/data/fax 

integration, VPNs, and broadband DSL and cable communications to enable today's successful e-Business. An 

internai expansion slot on the mother- board offers the ability to support hardware-assisted IPSec data encryption at 

Tl/El speeds. 

For a complete list of Cisco 1751 Router features and benefits, see Table 2. 

Table 2 Key Features and Benefits 

Features Benefits 

Flexibility 

Full Cisco lOS Software support, including • Provides the industry's most robust, scalable, and feature-rich 
multiprotocol routing (IP. IPX, Apple Talk, IBM/ internetworking software support using the de facto standard 
SNA) and bridging networking software for the Internet and private WANs 

• Part of the Cisco end-to-end network solution 

lntegrated Voice and Data Networking 

Cisco 1751 router chassis accepts both WAN • Reduces long-distance toll charges by allowing the data 
and voice interface cards network to carry interoffice voice and fax traffic 

• Works with existing handsets, key units, and PBXs, eliminating 
the need for a costly phone-equipment upgrade 

Modular Architecture 

Accepts an array of WAN and voice interface • Adds flexibility and investment protection 
cards 

WAN interface cards and voice interface cards . Reduce cost of maintaining inventory 
are shared with Cisco 1600, 1700, 2600, and Lower training costs for support personnel 
3600 routers Protect investments through re-use on various platforms 

Autosensing 10/100 Fast Ethernet Simplifies migration to Fast Ethernet performance in the office 

Expansion Slot on Motherboard . Allows expandability to support hardware-assisted encryption 
at T1/E1 speeds 

Allows support for future technologies 

Dual DSP Slots . Allow expandability to support additional voice channels 

Security 

The Cisco lOS Firewall Feature Set includes Allows internai users to access the Internet with secure, 
context-based access control for dynamic per-application-based, dynamic access control, while 
firewall filtering, denial-of-service detection and preventing unauthorized Internet users from accessing the 
prevention, Java blocking, real-time alerts, internai LAN 
lntrusion Detection System (IDS), and 
encryption 
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Table 2 Key Features and Benefits (Continued) 

I 
Features Benefits 

IPSec DES and 3DES Enable creat ion of VPNs by providing industry-standard data 
privacy, integrity, and authenticity as data traverses the 
Internet ar a shared public network 

. Supports up to 168-bit encryption 

Hardware-Based Encryption Using Optional . Supports w ire-speed encryption u p to T1/E1 speeds 

VPN Module 

Device Authentication and Key Management 

IKE. X.509v3 digital certification, and support for Ensure proper identity and authenticity of devices and data 

certificate enrollment protocol (CEP) with • Enable scalability to very large IPSec networks through 
certification authorities (CAs) such as Verisign automated key management 
and Entrust )-
User Authentication 

PAP/CHAP, RADIUS, TACACS+ • Support ali leading user identity verification schemes 

VPN Tunneling 

IPSec, GRE, L2TP, L2F Offer choice of standards-based tunneling methods to create 
VPNs for IP and non-IP traffic 

. Allow standards-based IPSec or L2TP client to interoperate with 
Cisco lOS tunneling technologies 

. Fully interoperable with public certificate authorities and IPSec 
standards-based products 

. Part of the scalable Cisco end-to-end VPN solution portfolio 

Cisco Easy VPN client Allows the router to act as remate VPN client and have VPN 
policies pushed down from the VPN concent rator 

Cisco Unified VPN Access Server Allows the router to terminate remate access VPNs initiated by 
mobile and remate workers runn ing Cisco VPN client software 
on PCs; and allows the router to terminate site-site VPNs 
initiated by lOS routers using the Cisco Easy CPN client feature 

Management 

IEEE 802.10 VLAN Support VLANs enable efficient traffic separation, provide better ( ) 
bandwidth utilization, and alleviate scaling issues by logica, 
segmenting the physical LAN infrastructure into different 
subnets 

Manageable via SNMP (CiscoView, Allow central monitoring, configu ration, and diagnostics for ali 
CiscoWorks2000). Telnet, and console port functions integrated in the Cisco 1751 router, reducing 

management time and costs 

Cisco SOM Simplifies router and security con figuration through smart 
wizards to enable customers to quickly and easily deploy, 
configure and monitor a Cisco access router without requiring 
knowledge of Cisco lOS Comman d Line Interface (C LI) 

Cisco Systems. Inc. 
· Ali contents are Copyright © 1992-2003 Cisco System s. Inc. Ali rights reserved . lmportant Notices and Privacy Statement. 

Page 6 of 19 

' f . 



( 

• 

c:. 

• 

Table 2 Key Features and Benefits (Continued) 

Features Benefits 

Ease of Use and lnstallation 

Cisco ConfigMaker, SETUP configuration utility, • Simplifies and reduces deployment time and costs with 
Autolnstall, color-coded ports/cables, and LED graphical LANNPN policy configurator; command-line, 
status indicators context-sensitive configuration questions; and straightforward 

cabling 

LEDs allows quick diagnostics and troubleshooting 

Network Address Translation (NAT) and Easy IP . Simplifies deployment and reduces Internet access costs 

QoS 

CAR. Policy Routing, WFQ, PQ/CBWFQ, GTS, Allocates WAN bandwidth to priority applications for improved 
RSVP. DSCP. cRTP. MLPPP and LFI performance 

Reliability and Scalability 

Cisco lOS Software, dial-on-demand routing, . lmproves network reliability and enables scalability to large 
dual-bank Flash memory, scalable routing networks 
protocols such as OSPF. EIGRP. and HSRP 

Broadband Connectivity Options 

ADSL and cable connectivity deliver • Leverage broadband access technologies like cable and DSL to 
business-class broadband access increase WAN connectivity speeds and reduce WAN access 

costs 

• The Cisco 1751 supports ADSL connectivity with ADSL WIC . Cable connectivity with the Cisco 1751 and optional integrated 
Cisco uBR910 Series Cable DSU deliver business-class 
broadband access 

Device lntegration 

lntegrated router, voice gateway, firewall, • Reduce costs and simplifies management 
encryption, VPN tunnel server, DSU/CSU, and 
NT1 in a single device 

Cisco lOS Technology 

Internet and Intranet Access 

Cisco lOS Software provides an extensive set of features that make the Cisco 1751 Router ideal for flexible, 

high-performance communications across both intranets and the Internet: 

• Multiprotocol routing (IP. IPX, and AppleTalk), IBMISNA, and transparent bridging over ISDN, asynchronous 

serial , and synchronous serial such as leased lines, Frame Relay. SMDS. Switched 56. X.25, and X.25 over 

ISDN D 

• WAN optimization-including dial-on-demand routing (DDR), bandwidth-on-demand (BOD) 

and OSPF-on-demand circuit, Snapshot routing, compression, filtering. and spoofing to reduce WAN costs 
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Security 

Cisco lOS Software supports an extensive set of basic and advanced network security features, including access 

controllists (ACLs); user authentication, authorization, and accounting (such as PAP/CHAP, TACACS+, and 

RADIUS); and data encryption. To increase security, the integrated Cisco lOS Firewall Feature Set protects internai 

LANs from attacks with context-based access control (CBAC) and Intrusion Detection (IDS), while IPSec tunneling 

with data encryption standard DES and 3DES encryption provide standards-based data privacy, integrity, and 

authentlclty as data travels through a public network. Additionally, remote management applications, such as Cisco 

Security Devlce Manager (SOM), make it easier than ever to deploy and monitor security applications on your Cisco 

router. 

The Cisco 1700 Series routers support the Cisco Easy VPN client feature that allows the routers to act as remote 

VPN clients. As such, these devices can receive predefined security policies from the headquarters' VPN head-end, 

thus minimizing configuration of VPN parameters at the remote locations. This solution makes deploying VPN 

slmpler for remote offices with little IT support or for large deployments where it is impractical to individu~ 

configure multiple remote devices. While customers wishing to deploy and manage site-to-site VPN would benefit 

from Cisco Easy VPN client because ofits simplification ofVPN deployment and management, managed VPN service 

providers and enterprises who must deploy and manage numerous remote sites and branch offices with lOS routers 

for VPN will realize the greatest benefit. 

The Cisco 1700 Series routers also support the Cisco Unified VPN Access Server feature that allows a Cisco 1700 

router to act as a VPN head-end device. In site-to-site VPN environments, the Cisco 1700 router can terminate VPN 

tunnels initiated by the remote office routers using the Cisco Easy VPN client. Security policies can be pushed down 

to the remote office routers from the Cisco 1700 Series routers. In addition to terminating site-to-site VPNs, a Cisco 

1700 Series router running the Unified VPN Access Server can terminate remote access VPNs initiated by mobile and 

remote workers running Cisco VPN client software on PCs. This flexibility makes it possible for mobile and remote 

workers, such as sales people on the road, to access company Intranet where criticai data and applications exist. 

For remote access, VPNs, Layer 2 Forwarding (L2F), and Layer 2 Tunneling Protocol (L2TP) combine with IPSec 

encryption to provide a secure multiprotocol solution for IP, IPX, and AppleTalk traffic, and more. Mobile users can 

dial in to a service provider's local point o f presence (POP) and data is "tunneled" (or encapsulated inside a second 

protocol such as IPSec or L2TP) back to the Cisco 1751 router to securely access the corporate network via 

the Internet. o Cisco lOS Software QoS Features 

Through Cisco lOS Software, the Cisco 1751 Router delivers quality of service (QoS) capabilities, including Resource 

ReSerVation Protocol (RSVP), Weighted Fair Queuing (WFQ), Committed Access Rate (CAR), and IP Precedence. 

These features enable businesses to prioritize traffic on their networks by user, application, traffic type, and other 

parameters, to ensure that business-critical data and delay-sensitive voice are appropriately prioritized. 

Beca use the Cisco 17 51 Router provides robust voice compression. up to 8 v o ice calls can occupy a single 64K data 

channel simultaneously, without compromising data performance. Cisco lOS voice compression technology 

integrates data and voice traffic to enable efficient use of existing data networks. 
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High·Performance Architecture for VPNs and Broadband Service 

A robust RISC architecture and Cisco lOS features enable the Cisco 17 51 Router to support VPN applications with 

tunneling and security, as well as DSL, cable, and other broadband access technologies. An internai slot on the Cisco 

1751 motherboard supports an optional VPN module that provides hardware-assisted IPSec DES and 3DES 

encryption at Tl/El speeds. The Cisco 1751 Router equipped with the WIC-lADSL supports VPN over ADSL 

service. See Figure 6. The Cisco 1751 Router with the uBR910 series cable DSU supports business-class broadband 

cable access. The Ethernet WlC (WlC-lENET) provides an alternate method of deploying DSUcable Internet access 

with the use of an externai modem. In some cases, the lSP provldes the broadband modem. 

Figurei 
The Cisco 1751 Router. deptoyed in conjunction with the ADSL WIC. enables SMB and small branch customers to reap the benefits of AOS L. 

Small Branch 
Office Cisco 6000 

(DSLAM) 

Network Management and Ease of lnstallation 

Headquarters 

Cisco 72XX 

The Cisco 1751 Router supports a range of network-management and ease-of-installation tools: 

• The Cisco Security Device Manager (SDM) is an intuitive, web-based device management tool embedded within 

the Cisco lOS access routers. SDM simplifies router and security configuration through smart wizards to enable 

customers to quickly and easily deploy, configure and monitor a Cisco access router without requiring knowledge 

of Cisco lOS Command Line Interface (CLI). For more information visit www.Cisco.com/go/sdm. 

• Cisco ConfigMaker is a Windows wizard-based tool designed to configure a small network of Cisco routers, 

switches, hubs, and other network devices from a single PC. This tool makes it easy to configure value-add 

security features such as the Cisco lOS Firewall Feature Set, IPSec encryption, and network address translation 

(NAT) ; establish VPN policies (including QoS and security); and configure the Dynamic Host Configuration 

Protocol (DHCP) server. 

• CiscoWorks for Windows, a comprehensive network management solution for small to medium sized networks 

that provides Web-based network monitoring and device configuration management. 

• CiscoWorks2000, the industry-leading Web-based network management suíte from Cisco, simplifies tasks such 

as network inventory management and device change, rapid software image deployment, and troubleshooting. 

• For service providers, Cisco Service Management (CSM) provides an extensive suíte of service management 

solutions to enable planning, provisioning, monitoring, and billing . 
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Extanding Cisco End•to·End Solutions 

As part of the comprehensive Cisco end-to-end networking solution, the Cisco 1700 Series routers enable businesses 

to extend a cost-effective, seamless network infrastructure to the small branch office. The Cisco 1700 Family of 

access routers includes the Cisco 17 51 Router and Cisco 1721 Router-a modular device optimized for data-only 

connections. WAN cards work with both devices, as well as with Cisco 1600, 2600, and 3600 Series routers. They 

are powered by Cisco lOS Software for robust WAN service between branches and central offices in organizations 

with multi pie sites. Both feature RlSC-based processors to provide performance for encryption and support for 

emerging broadband technologies. 

The Cisco 1751 Router also shares Vo1P technology and analog voice interface cards wlth Cisco 2600 and 3600 

Series routers. This feature provides an end-to-end solution for multiservices communications between offices, 

simplifying inventory needs and leveraging IT expertise across more devices in an organization. 

For a complete list of physical interfaces, see Tables 3, 4, 5, and 6. 

Table 3 Physical lnterfaces/Architecture 

One 10/100 BaseT Fast Ethernet Port Automatic speed detection; automatic duplex negotiation; VLAN support 
(RJ45) 

One Voice Interface Card Slot Supports a single voice interface card with two ports per card 

Two WAN Interface Card/Voice Supports any combination of up to two WA N interface cards or voice 
Interface Card Slots interface cards 

Ethemet WAN Interface Cards Supports PPP and PPPoE; operates in full and half-duplex modes 

One Auxiliary (AUX) Port RJ-45jack with RS232 interface (plug compatible with Cisco 2500 Series 
AUX port); asynchronous serial DTE with full modem contrais (CD, DSR, 
RTS, CTS); asynchronous serial data rates up to 115.2 kbps 

One Console Port RJ-45jack with RS232 interface (plug compatible with Cisco 1000/1600/ 
2500 series console po rts); asynchronous serial DTE; transmit/receive 
rates up to 115.2 kbps (default 9600 bps, nota network data port); no 
hardware handshaking such as RTS/CTS 

One Internai Expansion Slot Supports hardware-assisted services such as encryption (up to T1/E1) 

RISC Processar Motorola MPCB60P PowerQUICC at 48MHz o 
Table 4 WAN Support 

Asynchronous Serial Interfaces on Interface speed: up to 115.2 Kbps; asynchronous serial protocols: 
Serial WAN Interface Cards Point-to-Point Protocol (PPP), Serial Line Internet Protocol (SLIP); 

asynchronous interface; EIAITIA-232 

ISDN WAN Interface Cards ISDN dialup and ISDN leased line (IDSL) at 64 and 128 Kbps; 
encapsulation over ISDN leased line; Frame Relay and PPP 

ADSL WAN Interface Cards Supports ATP adaption Layer 5 (AAL5) serv ices and applications; 
interoperates with Alcatel DSLAM with Alcatel chipset and Cisco 6130/ 
6260 DSLAM with Globespan ch ipset; ANSI T1.413 issue 2 and ITU 992.1 
(G.DMT) compliant 
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Table 5 WAN Interface Cards for the Cisco 1751 Router 

Module Description 

WIC-1T One serial, async, and sync (T1/E1) 

WIC-ZT Two serial, async, and sync (T1/E1) 

WIC-ZA/S Two low-speed serial (up to 128 kbps), async, and sync 

WIC-18-S/T One ISDN BRI S/T 

WIC-18-U One ISDN BUI U with integrated NT1 

WIC-1DSU-56K4 One integrated 56/64-kbps, four-wire DSU/CSU 

WIC-1DSU-T1 One integrated T1/fractional T1 DSU/CSU c WIC-1ADSL One-port ADSL interface 

WIC-1ENET One-port 10BaseT Ethernet Interface 

WIC-1SHDSL One-port G.SHDSL interface 

WIC-1AM One-port V.90 analog modem WIC 

WIC-ZAM Two-portV.90 analog modem WIC 

• Table 6 Voice Interface Cards for the Cisco 1751 

VIC-ZFXS Two-port FXS voice/fax interface card for voice/fax network module 

VIC-2010 Two-port DID (direct inward dial) voice/fax interface card 

VIC-2FXO Two-port FXO voice/fax interface card for voice/fax network module 

VIC-ZFXO-EU Two-port FXO voice/fax interface card for Europe 

VIC-ZFXO-MI Two-port FXO voice/fax interface card with battery reversal detection and 
Caller ID support (for US, Canada, and others) [enhanced version of the 
VIC-2FXO] 

C · VIC-2FXO-M2 Two-port FXO voice/fax interface card with battery reversal detection and 
Caller ID support (for Europe) [enhanced version of the VIC-2FXO-EU] 

VIC-2FXO-M3 Two-port FXO voice/fax interface card for Australia 

VIC-2E/M Two-port E&M voice/fax interface card for voice/fax network module 

VIC-28RI-NT /TE Two-port network Side ISDN BRI interface 

VIC-4FXS/DID 1 Four-port FXS and DID voice/fax interface card 

VWIC-1MFT-T1 One-port RJ-48 multiflex trunk - T1 

VWIC-2MFT-T1 Two-port RJ-48 multiflex trunk - T1 

VWIC-2MFT-T1-DI Two-port RJ-48 multiflex trunk - T1 with drop and insert 

VWIC-1MFT-E1 One-port RJ-48 multiflex trunk - E1 

• VWIC-2MFT-E1 Two-port RJ-48 multiflex trunk- E1 
_ ,. __ 
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Table 6 Voice Interface Cards for the Cisco 1751 

VWIC-2MFT-E1-DI Two-port RJ-48 multiflex trunk • E1 with drop and insert 

VWIC-1MFT-G703 One-port RJ-48 multiflex trunk- E1 G.703 

VWIC-2MFT-G703 Two-port RJ-48 multiflex trunk- E1 G.703 

1. The Cisco 1751 can support three VIC-4FXS/DIO cards with a maximum offour ports in 010 mode 

Voice lmplement•tion Requirements 

The Cisco 1751 Modular Access Router supports FXO, FXS, E&M, ISDN BRI VICs, and Tl/E1 multiflex V/WICs. 

The FXO Interface allows an analog connection to the central office of the Public Switched Telephone Network 

(PSTN). The FXS interface connects basic telephone se !Vice phones (h orne phones), fax machines, key sets, and PBXs 

through ring voltage and dia! tone. The E&M interface allows connection for PBX trunk !ines (tie !ines). Tht 

ISDN-BRI NTffE VIC is used to connect to the PSTN ora PBX/KTS, whereas the Tl/E1 multiflex V/WIC (multiflex 

V/WIC) supports both data and voice services. The multiseiVice-ready Cisco 1751-V router version includes ali the 

features needed for lmmediate lntegration of data and voice seiVices: 

• One DSP-{PVDM-256K-4) 

• 32-MB Flash memory 

• 64-MBDRAM 

• Cisco lOS IPNOX Plus feature set 

VICs and WICs are available separately. 

The Cisco 1 7 51 and Cisco 1 7 51-V routers h ave two DSP module slots on the motherboard and a maximum o f eight 

DSPs are supported per router. 

DSP Requirements 

Cisco 1751 routers support 3 types of DSP images: high complexity (H C), medi um complexity (MC) and Flexi-6. 

HC and MC are used for analog 1 and BRI (VIC-2BRI-NTffE) VICs; Flexi-6 is used for Tl/E 1 VWICs2 and BRI VIC. 

MC is introduced in Cisco 1751 starting from Cisco lOS 12.2(8)YN release, which will merge into 12.3(1)T 

Therefore, please make sure to use Cisco 12.2(8) YN or !ater releases when using MC. In addition, starting fk .• 

12.2(8)YN release, the default DSP image for BRI VIC is changed from HC to Flexi-6. Table 7lists the default images 

for each type of VICs; Table 8 lists lOS support for each DSP image. Table 9 lists the number o f channels supported 

by one DSP (PVDM-256K-4) for each codec type. 

Please use the following rules for calculating DSP requirements on the Cisco 17 51: 

1. For the Early Deployment (ED) releases: Cisco lOS 12.2(2)XK, 12.2(4)XW, 12.2 (4)XL, 12.2(4)XM. 12.2(4)YA, 

12.2(4)YB, 12.2(8)YL, 12.2(8)YM and 12.2{ll)YT, or T train releases prior to 12.3(1)T: 

I. Analog V!Cs include VIC-2FXS, VIC-2FXO. VIC-2FXO-MI. VIC-2FXO-M2, VIC-2FXO-M3. VIC-2FXO-EU. VIC-2EfM. VIC-2DID.VIC-4FXS/ 
DID 

2. TIIEI VW!Cs include VWIC-IMFT-Tl . VWIC-2MFT-Tl . VWIC-2MFT-Tl-Dl. VWIC-IMFT-EI. VWIC-2MFT-El. VWIC-2MFT-EI-DI. 
VWIC-IMFT-G703. VWIC-2MFT-G703 
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- a. Each 2-port analog VIC requires 1 DSP (PVDM-256K-4) 

- b. Each VIC-2BRI-NT!fE requires 2 DSPs (PVDM-256K-8) 

- c. For VWICs, refer to Table 9. For example, 12 G.711 digital Tl/E1 voice calls require two DSPs; 12 G.729 

calls require four DSPs 

- d. Total DSP requirement is the sum of a, b and c. The DSP resources can not be shared between analog VICs, 

BRI VIC and VWICs. 

2. For the Early Deployment (ED) releases: Cisco lOS 12.2(8)YN or later (Note: not including 12.2(1l)YT) or T 

train releases 12.3(1)T or later, please always refer to the DSP Calculator in the following link: 

l111p . 11 \\W\\ '. CÍ\Cfi.CC IIIII Cgi - hin /S npp<~1'1 i l )SI' Icisc<l_ pmclw l_lll 

The DSP calculator optimizes the DSP resources for your configuration and suggests CLI configurations. 

Table 7 DSP Firmware for each type of VICs 

VICType Firmware Support 

2-port Analog VICs HC (default), MC ( starting from 12.2(8)YN) 

4-port Analog VIC HC, MC (default, starting from 12.2(8)YN) 

VIC-2BRI-NT !TE HC (default for ED releases prior to 12.2(8)YN or T train releases prior to 12.3(1)T); 
MC; Flexi-6 (default for ED releases 12.2(8)YN or I ater or T train releases 12.3(1 )T or 
later); 

T1/E1 VWICs Flexi-6 (default) 

Table 8 Cisco lOS support for DSP firmware 

Firmware Support lOS Release Support 

HC 

MC 

Flexi-6 

In ali orderable lOS Releases 

ED Releases: Cisco lOS 12.2(8)YN or later 1 

T Train Releases: Cisco lOS 12.3(1)T or later 

For T1/E1 VWICs: 

• ED Releases: Cisco lOS 12.2(4)YB or later 2 

• T Train Releases: 6th releases of 12.2T or later 

For VIC-2BRI-NT/TE: 

ED Releases: Cisco lOS 12.2(8)YN or later 3 

• T Train Releases: Cisco lOS 12.3(1)T or later 

1. lt doesn't include Cisco 12.2{11)YT. 12.2(11)YT doesn't support MC. 
2. lt doesn't include Cisco 12.2(1l)YT. 12.2(1 1)YT doesn't support Flexi-6. 
3. lt doesn't include Cisco 12.2(11)YT. 12.2(1l)YT doesn't support Flexi-6. 

Table 9 The number of channels supported by one DSP (PVDM-256K-4) per codec type 
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Table 9 lhe number of channels supported by one DSP {PVDM -256K-4) per codec type 

firmware 

G.711 2 4 6 

G.729ab2 /G .729a 2 4 3 

G.726 2 4 3 

G.723 2 - 2 

G.728 2 - 2 

Fax Relay 2 4 3 

1. BRI VIC s.upport on Flexi-6 starts from 12.2(8)YN or 12.3(1)T. 
2. G 729 and G.729b 1s not supported in MC or Flexi-6 images. 

) 

Table 10 DSP Modules Available on Cisco 1751 

Modules DSPs 

PVDM-256K-4 1 DSP Module 

PVDM-256K-8 2 DSP Modules 

PVDM-256K-12 3 DSP Modules 

PVDM-256K-16HD 4 DSP Modules 

PVDM-256K-20HD 5 DSP Modules 

Cisco lOS Software Feature Sets 

The Cisco 1751 Router supports a choice of Cisco lOS Software feature sets. Each feature set requires specific 

amounts o f Flash and ORAM memory in the product. For default memory configurations, please see Table 11 . 

Table 11 Cisco 1751 Router Memory Defaults and Maximums 

Cisco 1751 16MB/16MB 32MB/96MB 

Cisco 1751-V Multiservice Model 32MB/32MB 64MB/128MB 

The Cisco 1751 Router supports a choice of Cisco lOS Software feature sets with rich data features as well as data/ 

voice features (Table 12) . Each feature set requires specific amounts o f RAM and Flash memory in the product. 

• Cisco lOS IP base feature sets include: NAT, OSPF, RADIUS, and NHRP. 

• Plus feature sets contain L2TP. L2F, the Border Gateway Protocol (BGP), IP Muliticast, Frame Relay SVC. RSVP, 

the NetWare Link Services Protocol (NLSP). AppleTalk SMRP. the Web Cache Contrai Protocol (WCCP), and 

the Network Timing Protocol (NTP). 

Cisco Systems, Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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• Encryption is offered in special encryption feature sets (Pius IPSec 56, and Plus IPSec 3DES) . The VPN encryption 

module requires an lOS IP Plus IPSec image. 

• DSL support is only in the Plus feature sets . 

Cisco Systems, Inc. I R()~ n° 03/2005- (' '.' 
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Table 12 Cisco lOS Features 

Cisco 1751 Router Data Software Feature Sets for Cisco lOS Release 12.1.(5)VB 

Feature Name Product Code CD Number 

IP S17C-12105YB CD17-C-12.1 .5= 

IPAD5L S17C7-12105YB CD17-C-12.1.5= 

IP Plus AD5L S17C7P-12105YB CD17-C7P-12.1.5= 

IP Plus IP5ec 56 (DE5) AD5L 517C7L-12105YB CD17-C7L-12.1.5 
--

IP Plus IP5ec 3DES AD5L S17C7K2-12105YB CD17-C7K2-12.L -

IP/FW/105 517CH-12105YB CD17-CH-12.1.5= 

IP/FW/105 Plus IP5ec 56 (DE5) AD5L 517C7HL-12105YB CD17-C7HL-12.1.5= )-
IP/IPX S178-12105YB CD17-B-12 .1.5= 

IP/IPX/FW/IDS Plus ADSL S1787HP-12105YB CD17-87HP-12.1 .5= 

IP/FW/105 Plus IP5ec 3DE5 AD5L 517C7HK2-12105YB CD17-C7HK2-12.1.5= 

IP/IPX/AT/IBM S17Q-12105YB CD17-Q-12 .1.5= 

IP/IPX/AT/IBM Plus AD5L S 17Q7P-12105YB CD17-Q7P-12.1.5= 

IP/IPX/AT/IBM/FW/105 Plus IPSec 56 (DES) ADSL S17Q7HL-12105YB CD17-Q7HL-12 .1 .5= 

IP/IPX/AT/IBM/FW/105 Plus IPSec 3DES AD5L S17Q7HK2-12105YB CD17-Q7HK2-12.1.5= 

Cisco 1751 Router DataNoice Software Feature Packs for Cisco lOS Release 12.1.(5)VB 

Feature Name Product Code CO Number 

IP/Voice Plus S17CVP-12105YB CD17-C7VP-12 .1.5= 

IP/Voice Plus ADSL 517C7VP-12105YB CD17-C7VP-12 .1.5= 

IPNoice Plus IP5ec 56 (DE5) AD5L S17C7VL-12105YB CD17-C7VL-12.1.5= 

IPNoice/FW/105 Plus AD5L 517C7HV-12105YB CD17-C7HV-12.1.5= 

IPNoice/FW/IDS Plus IPSec 56 AD5L 517C7HVL-12105YB CD17-C7HVL-12.t5( ) 
IP/Voice Plus IPSec 3DES ADSL S17C7VK2-1 2105YB CD17-C7VK2-12 .1.5= 

IPNoice/FW/IDS Plus IPSec 3DE5 AD5L 517C7HVK2-12105YB CD17-C7HVK2-12.1 .5= 

IP/IPX/Voice/FW/IDS Plus ADSL S1787HPV-12105YB CD17-B7HPV-12.1.5= 

IP/IPX/AT/IBM/FW/105 Voice Plus IP5ec 56 (DES) ADSL S17Q7HVI: 12105YB CD17-Q7HVL-12.1.5= 

IP/IPX/AT/IBM/FW/105/Voice Plus IP5ec 3DE5 ADSL S17Q7HVK2·12105YB CD17-Q7HVK2-12.1.5= 

Cisco Systems, Inc. 
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Other lOS Features lnclude: 

QoS Features 

• Frame Relay Fragmentation (FRF.l2) 

• IP Precedence 

• Generic Traffic Shaping (GTS) 

• Frame Relay Traffic Shaping (FRTS) 

• Weighted Random Early Detection (WRED) 

• DSCP Marking 

• Compressed RTP 

• Multiple Link PPP & Link Fragmentation and Interleaving 

• Resourse Reservation Protocol (RSVP) 

• Queuing Techniques: Weighted Fair Queuing (WFQ), Priority Queuing (PQ) , Low Laterey Queuing (LLQ) and 

Custom Queuing (CQ) 

• Preclassification for IPSec Tunneling 

Voice Support 

• VoiP 

• VoFR 

• VoATM 

• Fax Pass Through 

• Fax Relay 

• Modem Pass Through 

VoiP Protocol Support 

• H .323 V2 

• Media Gateway Control Protocol 1.0 

• Session lnitiation Protocol 2.0 

Codec Support 

• G.711 

• G.729 

• G.729a 

• G.723.1 

• G.726 

• G.728 

Cisco Systems. Inc. RQS--;0 0312õúS -:;y <· 
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Technic•l Specific•tions 

Oimensions 

• Width: 11 .2 in. (28.4 em) 

• Height: 4.0 in. {10.0 em) 

• Depth: 8. 7 in. (22.1 em) 

• Weight (minimum): 3.0 lb {1.36 kg) 

• Weight (maximum): 3.5 lb {1.59 kg) 

Power 

• Loeking eonneetor on power soeket 

• Externai Power Brick 

• AC lnput Voltage: 100 to 240 VAC 

• Frequency: 50 - 60 Hz 

• AC Input Current: rated 1 A, measured 0.5 A 

• Power Dissipation: 20W (maximum) 

Environmental 

• Operating Temperature: 32 to 104 F (O to 40 C) 

• Nonoperating Temperature: -4 to 149 F {-20 to 65 C) 

• Relative Humidity: 10 to 85% noneondensing operating; 5 to 95% noneondensing, nonoperating 

Safety 

• Regulatory Approvals 

- UL 1950, 3rd Edition 

- CSA 22.2 No 950-95, 3rd Edition 

- EN60950 with A1 through A4 and A11 

- EN41003 

- TCA TS001-1997 

- AS/NZS 3260 with A1 through A4 
o 

• IEC 60950 with A1 through A4 and ali eountry deviations 

• NOM-019-SCFI 

• GB4943 

- ETSI 300-04 7 

- BS 6301 (power supply) EMI 

- AS/NRZ 3548 Class B 

• CNS-13438 

- FCC Part 15 Class B 

- EN60555-2 Class B 

Cisco Systems, Inc. 
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- EN55022 Class B 

- VCCI Class li 

- CISPR-22 Class B 

• EN55024 comprised of: 

- IEC 1000-4-2 (EN61000-4-2) 

- IEC 1000-4-3 (ENV50140) 

- IEC 1000-4-4 (EN61000-4-4) 

- IEC 1000-4-5 (EN61000-4-5) 

- IEC 1000-4-6 (ENV50141) 

- IEC 1000-4-11 

- IEC 1000-3-2 Network Homologation 

• Europe: CTR2, CTR3, TBR21 

• Canada: CS-03 

• United States: FCC Part 68 

• japan: Jate NTT 

• Australia/New Zealand: TS013rfS-031, TS002, TS003 

• Hong Kong: CR22 

Corporate Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San Jose, CA 95 I 34- I 706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4 I 00 

European Headquarters 
Cisco Systems Europe 
I I Rue Camille Desmoulins 
92782 lssy-les-Moulineaux 
Cedex 9 
F rance 
www-europe.cisco.com 
Tel: 33 I 58 04 60 00 
Fax: 33 I 58 04 61 00 

.~-·~::r~-.. ~ 
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:.r o._'X 1. : \ 

Service and Support ; ~ \ ~ 9;) C{_., J . J 
Leading-edge technology deserves leading-edge sà,P.~ ... ~~rvjc~aid, / 
support for the Cisco 1 7 51 is available on a one-tinié aLa~ 
contract basis. Support options range from help desk assistance to 

proactive, onsite consultation. Ali support contracts include: 

• Major Cisco lOS Software updates in protocol, security, 

bandwidth, and feature improvements 

• Full access to Cisco.com for technical assistance, electronic 

commerce, and product information 

• 24-hour-a-day access to the industry's Iargest dedicated technical 

support staff 

A support contract maximizes the value o f your technology 

investment throughout its lifecycle, ensuring optimum performance 

and availability. Augment your internai staff's capabilities by taking 

full advantage of Cisco expertise. 

Contact your local sales office for further information. 

CISCO SYSTEMS --® 
Americas Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San Jose, CA 95 I 34- I 706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
I 68 Robinson Road 
#22-01 to #29-01 
Singapore 0689 I 2 
www.cisco.com 
Tel: +65 317 7777 
Fax: +65 317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers , and fax numbers are listed on the 

Cisco Web site at www.cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai , UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • India • Indonesia • Ireland 
Israel • Italy • Japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • South Africa • Spain • Sweden 
Swit ze rl a nd • Taiwan • Thailand • Turkey • Ukra in e • United Kingdom • United States • Venezuel.a • Vietnam • Zimbabwe 

Ali contents are Copyrlght <D 1992-2003. Cisco Systems. Inc. Ali rights reserved . Cisco, Cisco lOS. Cl.\co Systems. and the Cisco Systems logo are reg istered trademarks o f Ctsr~ ~QS. fi\ 2. .Ga/r2t00úiates~ r h~ U.S. t 
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.Q&A 

Cisco 1751 Modular 
Access Router 

Froduct Features and Positioning 

c )What is the ideal environment for the Cisco 1 7 51 router? 

A The Cisco 1751 modular acces~ router is an ideal access solution for small- and medium-sized businesses and small 
lranch offices. The Cisco 1751 is a modular access platform that offers customers secure Internet and intranet access, as 
\\ell as the capability to implement a variety of applications in the same platform, including voice over IP, virtual­
Irivate- network (VPN) access, and business-class Digital Subscriber Line (DSL) access when needed. 

:n addition to the various functions available on the 1720, the Cisco 17 51 provides multiservice integrated voice/data 
mpport. By implementing the Cisco 1751 into existing data networks, customers can save on long-distance interoffice 
Ihone/fax toll charges while enabling next-generation voice-enabled applications such as integrated messaging and Web 
lased call centers. 

e lhe Cisco 1751 router is particularly suitable for environments that require: ~~ 

• Mod~lari~y, flexibility , and investment protection to upgrade to new services and techn9[~~ b~~otf§ _ 1 . , · .. 

multlservtce, VPN, and broadband access now or !ater I CPM I _ CORRE~ 

• VPN clenlovment either now or in the fntnre . with recmirements for encrvntion sneecls l! l'§l: Tl/F. l lt~ 9 izfo 7S 1 
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can encrypt at :>l.L. 1\..ops usmg sorrware-oasea encrypuon, ano at 111r.1 usmg tne v rr~ naroware-oasea encrypuon 
card inserted on the motherboard) 

• Multiservice datalvoice/fax integration 

• Digital voice support (ISDN NT/TE VIC support, VIC-BRI-NT/TE) 

• 10/100 Ethemet LAN 

• Dual Ethemet capability (with 10BaseT Ethemet WIC) 

• VLAN support (802.1 Q)) 

• The flexibility o fone voice and two W AN/voice interface card slots 

• Higher number of serial interfaces (up to tive, including AUX port) 

• Dual ISDN Basic Rate Interface (BRl) connections 

• Compression at speeds greater than 128 Kbps 

• Support for ADSL and G.SHDSL interface card 

Ç. What are the key differences between the Cisco 1751 and the Cisco 1751-V? 

.A The Cisco 1751 and 1751-V support the same data and voice functiona1ity. The main difference between these two 
rrodels is that the Cisco 1751-V is v o ice ready, i.e. it comes with higher default memory, 1 DSP module and the lOS 
J>NoicePLUSimage. Table I comparestheCisco 1751 andCisco 1751-V. 

1able 1: Feature Comparison ofthe Cisco 1751 and the Cisco 1751-V 

I Cisco 1751 11 Cisco 1751-V 
P=================================== 

I Base version 11 Multiservice-ready version 
~====================================== 

Includes everything for data networking 

16-MB Flash memory (Non-upgradeable) 

32-MB DRAM ( on board) 

Cisco lOS IP Software Feature Set 

Two DSP2. module slots available 

DSPs available separately 

Includes ali the features needed for immediate integration of 
voice and data 

32-MB Flash memory (Non-Upgradeable) 

64-MB DRAM (32 MB on board, 32 MB in DRAM 
DIMMl socket) 

Cisco lOS IPN o ice P1us feature set 

Two DSP module slots available 

Comes with one DSP (PVDM-256K-4) inserted in one DSP 
module slot 

DSPs available separately for further upgrades 

~V_I_C_s_a_v_ai_Ia_b_I_e_se_p~a-ra_t_e_IY ________________ ~~~~ _v_I_c_s_a_v_a~_·la_b_1_e_s_ep_a_r_at_e_lY __________________________ ___ 



Flash memory and DRAM upgrades available 
separately 

Flash memory and DRAM upgrades available separately 

•I WICs available separately WICs available separately 

• 

1Double in-line memory module 
2Digital signal processor 

1 bl 2 F t a e : ea ure c ompanson o fth C" e ISCO 

I Feature 

1751 d c· an ISCO 1750 

Digital voice support (ISDN BRI VIC and T1/E1 VWICs) 

I VLAN (IEEE 802.1Q) 

Routing performance (64-byte packets)-fast-switching 

Base models: flash/ DRAM (default) 

I No. ofPVDM slots li 

Ç. Is the Cisco 1751 a replacement for the Cisco 1750? 

Cisco 1751 Cisco 1750 

Yes No 

Yes No 

12,000 pps 8,500 pps 

Cisco 1751: 16/32 Cisco 1750: 4/16 

Cisco 1751-V: 32/64 Cisco 1750-2V: 8/32 

Cisco 1750-4V: 8/32 

2 li 1 

A The Cisco 1751 is a superior solution when compared to the Cisco 1750 in terms ofperformance, value and 
imctiona1ity (see Tab1e 2). 

Ç. Will the Cisco 1750 be discontinued (i.e . EOS)? 

I 

C. "~ es. Cisco 1750 ~outer will be end o f sale on May 31st 2002. Please refer to the following product bulletin for 
.ails: http ://www.cJsco.com/warp/public/cc/pd/rt/ 1700/prodlit/ 1660 pp.htm 

\\e urge the customers to migrate to the Cisco 1751 dueto the clear advantages that it offers at the same price point. The 
Cisco 17 51 Router provides ali o f the features o f the 17 50 p1us support for; digital voice, VLAN, and greater 
1erformance. In addition, the Cisco 1751 Router comes with more memory than the 1750 (both flash and DRAM), whid 
educes the overall so1ution cost when deploying voice and/or security features. 

Ç. What are the differences between the Cisco 1600-R series and the Cisco 1700 series router? 

A Compared with the Cisco 1600-R series, the Cisco 1700 series offers increased performance, added flexibility with 
i.Illy modular chasses, and investment protection with support for new services such as DSL, Voice over IP (VoiP), and 
vPNs at similar price points to the Cisco 1600-R. Wherever possible, Cisco encourages customers to move to the new 

•

Cisco 1700 platform to be best positioned for future growth and services. Some services (DSL, VoiP) are and will not be 
mpported on the Cisco 1600-R series because o f performance and architecture limitations. Table 3 clarifies the features 
cfthe Cisco 1600-R and 1700 series families. The Cisco 1600-R series will continue to be avai1able, but Cisco is activel) 
rrarketing the 1700 series as the next-generation access platform ideal for small- and medium~idnbW~~s_ ~ small 
hanch offices. Most Cisco 1600-R models have a list price o f $1495 (US), and an equivalent lce~(Wu~at~a~ki!Vb~i~co 

.! ' ~ 75/ 

1~1~ ' ' 3~~ 
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1 , L.U 1s J) D~::l ~ u ~ nsiJ . .t'Or J) 1 uu, cuswmers gei me aaaea oenerns or mcreasea perrormance ano me aouny w oenem 
tom a broad array of services including VPNs, VoiP, and DSL when needed. 

• Secure Internet/intranet access with firewall- and software-based DES and 3DES encryption 

• VPN (with optional hardware-based encryption card) 

• Multiservice voice with VoiP and Voice over Frame Relay (VoFR) 

• ADSL and G.SHDSL 

• High-speed LAN (10/100 Ethemet) 

• More modularity 

Table 3: Key Enhanced Capabilities of Cisco 1751 Senes Comoared to Cisco 1600-R Series 

I I 
Cisco 1600-R Series 

Feature . Modular Access Routers 

WAN slots 

W AN Interface Cards 
Supported 

Maximum WAN 
Interfaces Supported 

LAN 

Dual Ethernet support 

1601-R -1604-R: One fixed W AN port 
plus one modular W AN interface card 
(WIC) slot 

1605-R: One modular W AN interface 
card (WIC) slot and two 10 Mbps 
Ethemet ports 

Single serial ( sync, async ): WI C-1 T 

Single ISDN BRI S/T: WIC-1B-S/T 

Single ISDN BRI U: WIC-1B-U 

Single serial with integrated 56/64 K 
DSU: WIC-1DSU-56K4 

Single serial with integrated T1/FT1 
DSU: WIC-1DSU-Tl 

Two serial (synchronous/asynchronous) 

I One ISDN BRI (maximum) 

1601-R-1604-R: One 10BaseT 
Ethemet port 

1605-R: Two 10BaseT Ethemet ports 

1605-R: Two 10BaseT Ethemet ports 

Cisco 1751 Series 
Modular Access Routers 

Two W AN interface card slots 

All Cisco 1600-R series W AN 
interface cards plus: Dual serial 
(sync): WIC-2T 

Dual serial (async/sync): WIC-2A/S 

Ethemet WIC: WIC-1ENET 

ADSL WIC: WIC-1ADSL 

G.SHDSL WIC: WIC-1SHDSL 

~ 
Modem WIC: WIC-1AM anO'" IC-
2AM 

Five serial (sync/async, including 
the auxiliary port) 

11 Two ISDN BRI 

One autosensing 101100 Fast 
Ethemet 

One autosensing 10/100 Fast 





I li 
/ -- ~··· .. ,\ 

I Card ll ()... \'1) 

Maximum Flash 16MB 
\,\_ 6.o 'V ! ) 

Cisco1751: 16MB \\ \ !t _././ 
Memory \" >~:·--.,.~:;,;,/ 

... ~...--· Ciscol751-V: 32MB 

Maximum DRAM 

I 
24MB 

I 
Cisco1751: 96MB 

Memory 
Cisco1751-V: 128MB 

Ç. Will the Cisco 1600-R support DSL or VPN or multiservice voice or 10/100 Ethemet or 3DES encryption in 
he future? 

A No. The Cisco 1600-R series was not designed to support the above technologies. 

Ç. Should we position Cisco 1700 series to the customer instead of 1600-R? 

A Y es. Always. Please educate the value proposition o f the Cisco 1700 series and the applications and services _v.~ it 

I 

mn support either now or later. We strongly suggest the sales team to help educate the customer to invest in Cis<.. 00 
!eries and avoid the cost ofupgrading later. 

Ç. What is the proper positioning o f the Cisco 1700 series, and 2600 series routers? 

A The Cisco 1700 series routers are positioned for small- and medium-sized businesses and small branch offices. 
Eecause of its modularity, increased performance, and investment protection capabilities, the Cisco 1700 is a strategic 
Ilatform for small- and medium-sized businesses and small branch offices. The Cisco 2600 series routers are positioned 
~s enterprise-class solutions for enterprise large branch offices, offering rack-mount for wiring-closet environments, 
ntemal power supply, and optional redundant power supply. The Cisco 2600 series offers a flexible, modular solution 
"ith higher performance; more W AN density such as dual ISDN Primary Rate Interface {PRI), 1 O ISDN BRis, four 
11/E1s, 36 async serial interfaces; and support for dial and digital voice with densities ranging from two to 60 calls. 

' 
lhese four router families are positioned as two winning pairs: 

• Cisco 1700 series for small and medium-sized businesses and enterprise small branch offices 

• Cisco 2600 series for enterprise branch offices o 
Ç. When would a customer want a Cisco 2600 series router rather than a Cisco 1 7 51 router? 

A The Cisco 2600 series is better suited for larger enterprise branch offices that require multi pie W AN ports and, 
ypically, a 19-inch rack-mount enclosure. lt provides two WAN interface card slots, plus an additional network module 
!lot, which provides higher port densities as well as support for voice services. The key differences are highlighted in 
lable 4. 

lable 4: Key Differences between Cisco 1751 Router and Cisco 2600 Series Routers 

I Feature 11 Cisco 1751 

Performance (fast­
switch 64-byte 
packets) 

112,000 pps 

Cisco 2600 Series 

12,000 to 37,000 pps 

I 



Performance (IPSec 512 Kbps \ç~a-0~); I 512 Kbps 

I 
DES-encrypted 256-
byte Packets) 

':-.r, . ·;··. 1.·., / 

I 
"Class of Product" Small/medium busine~<Í,.. "Enterprise class" 

small enterprise branch office 
• 

I Desktop 19-in. rack-mount, ideal for wiring closets I 
I Externai power supply Internai power supply I 

No redundant power supply Redundant power supply option 

I option 

Optional Plus feature sets for Enterprise-class software features standard in Base 
enterprise-class software IP, for example, IP multicast, RSVP, BGP 
features (IP multicast, RSVP, 

Lo'\ 
BGP, and so on) 

.) 
No enterprise or APPN feature 

I 
Enterprise and APPN feature sets 

I sets 

Not NEBS compliant 11 NEBS compliant 

·.----------------.F=N=o=T=o=k=e=n=Ri=·=ng==L=AN========~~~~ =T=o=k=en==Rin=' =g=L=AN===o=p=tl=.o=n====================~ 

-

Support for Voice 
Interface Cards 

Maximum Voice 
Interfaces Supported 

MaximumWAN 
Densities 

MaximumLAN 
Density 

S1ots 

Yes: supports dual port E&M, 
FXO, FXS, DID and ISDN BRI 
NTffE, Tl/E1 Multiflex 
VWICs 

Analog: 4 ports with 1 W AN 
slot (up to dual Tl/E1 WIC) or 
6 ports without W AN access 

Digital: 24 calls with one 
channelized T 1 or E 1 or 12 
ports without W AN access 

4 serial, 2 BRI, 4 AIS 

2 (one on-board 10/100 and an 
optional Ethemet WIC) 

2 W AN/voice interface cards + 
1 voice interface card 

1 interna} expansion slot for 
VPN hardware encryption card 

Yes: supports dual-port E&M, FXO, FXS, ISDN 
BRI-Nff-TE and BRI-STffE, digital T1/E-1 packet 
voice trunk network module, Tl/E-1 multiflex 
W AN/voice interface card (multiflex W AN/voice 
interface card) 

2 to 60 voice calls 

10 BRI, 12 AIS, 36 A, 2 PRI, 1 ATM 

6 Ethernet 

2 W AN interface cards + 1 network module 

. DI\ C' , (). Oélf'lN'tC, (''\! 
1 AIM slot for encrypt10n, -~·:-~u;.uH,L.~e 
processing, ATM SAR . C~~ · CJRREIO~ 
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I Voice 
11 

Voice-over-IP (VoiP), VoFR I Voice/fax-over-IP capable, VoFR capable 

I I 
Integrated Dial Not supported 16 modem or 32 async serial 
Capability 

Ç. Which Cisco lOS® release is available with the Cisco 1751 at first customer ship (FCS)? 

( 
·"'>, 

. ,, 
·· ... \ 

~O-.. 
\ I 

; . '; 

'\_'· \ ''--\:, '0 . ~ \ · . 
/ 

............... ____ .. ... ··' 

I 

A At FCS, the Cisco 1751 router shipped with Cisco lOS Release 12.1(5)YB, which is a special release. The Cisco 1751 
xmter will be available on the 12.2T Release train in 12.2(4)T. 

Software Feature Sets 

Ç. What software feature sets are available for the Cisco 17 51 router? 

A Twenty-four feature sets are available (see Table 5). This includes 14 data images and 10 data and voice images. 

1able 5: Minimum Memory Requirements and Software Feature Sets for Cisco 
lOS Releases 12.1(5)YB 

I Cisco lOS Feature Set Memory Requirement ~ ) 
r ' 

FLASH li DRAM 

IP 4MB 24MB 

IP/ADSL 8MB 24MB 

IP/ADSL Plus 8MB 32MB 

IP/ ADSL Plus IPSec 56 I 8MB 32MB 

IP/FW/IDS 4MB 24MB 

IP/ADSLIFW/IDS Plus IPSec 56 8MB 32MB 

IP/IPX 4MB 24MB 

IP/ADSLIIPX/FW/IDS Plus 8MB 32MB 

IP/ ADSL Plus IPSec 3DES 8MB 32MB 

IP/ADSLIFW/IDS Plus IPSec 3DES 8MB 32MB 

I IP/IPX/AT/IBM 8MB 24MB 

I IP/ADSLIIPX/AT/IBM Plus 16MB 48MB 

IP/ADSLIIPX/AT/IBM/FW/IDS Plus IPSec 56 16MB 48MB 

I li 1r 



I IPIADSLIIPX/ATIIBM/FWIIDS Plus IPSec 3DES 
11 

16MB li 48MB 

• I IPI ADSLN oicePlus 8MB I 32MB 

I IPNoice Plus 8MB 32MB 

\ .. 

I IPIADSLNoice Plus IPSec 56 16MB 48MB 

I IPI ADSLIFW IIDSN oicePlus 16MB 48MB 

I IPIADSLIFW/IDSNoice Plus IPSec 56 16MB 48MB 

I IP /IPX/FW IIDSN o ice Plus 16MB 48MB 

I IP/ADSL Voice Plus IPSec 3DES 16MB 48MB 

IP/ADSLIFW/IDSNoice Plus IPSec 3DES 8MB 32MB 
-

IP/ADSLIIPX/ATIIBM/FW/IDSNoicePlus IPSec 56 16MB 48MB 

IPIADSLIIPX/ATIIBM/FWIIDSNoice Plus IPSec 3DES 16MB 48MB 

•
Check on Cisco Release Notes for the recent software feature sets and minimum memory requirements. 
litp :I lwww. cisco.comluni vercdl ccltdl doc/product/software/ios 1221 122re1nt!index .htm 

5tarting with Cisco lOS Release 12.0, the base feature sets on the 160011700 series include some features formerly in the 
ILUS feature sets: Network Address Translation (NAT), Open Shortest Path First (OSPF), Remate Access Dial-ln User 
5ervice (RADIUS), and Next Hop Resolution Protocol (NHRP). Plus feature sets contain all the features in their 
wrresponding Base feature sets, plus additional value-added features such as Layer 2 Tunneling Protocol (L2TP), Layer 
; Forwarding (L2F), Border Gateway Protocol (BGP), IP multicast, Frame Relay, Switched Virtual Circuit (SVC), 
:Resource Reservation Protocol (RSVP), PPPoE, NetWare Link Services Protocol (NLSP), AppleTalk Simple Multicast 
:Routing Protocol (SMRP), and Network Timing Protocol (NTP). 

c~bles 6 through 8 show the features available in the Cisco lOS 1751 feature sets. 

lable 6· Features in Cisco lOS Base Feature Sets . 

Category Basic ProtocolsiFeatures IP I IP/ADSL 11 IPnPX I 
LAN Transparent bridging X I X 1~1 

IP X I X 1~1 
IPX, NetBIOS access lists, [] name caching 

App1eTalk phases 1 and 2 

I 1n1 1111 

IP 
Firewall 

X 

X 

li 

li 

1RnC: 

lcPM 
I 

....tI I 
uoc: 

IPIIPX/AT/IBM 

X 

X 

X 

X i)X 
o [\') / ')f"\f\t: \_\ ~"'· 

. co ElO~ . dCsj 
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WAN Leased lines, Frarne Relay, 
Switched 56, SMDS, HDLC 

ISDN leased line (IDSL) at 
64 and 128 Kbps 

I ISDN Caller ID callback 

I PPP, PPP cornpression 

I Async, SLIP 

X.25, X.25 PAD, X.25 over 
ISDN D channel 

I LLC2,LAPB 

IP Routing RIP, RIP2, IGRP, Enhanced 
IGRP, OSPF, NHRP 

IP policy routing 

GRE tunneling 

Other Routing IPX-RIP 

(AppleTalk) RTMP 

Security PAP/CHAP, local password 

Extended access lists; Lock 
andKey 

RADIUS, TACACS+, Token 
Ring 

Quality of Weighted Fair Queueing 
Service (QoS) (WFQ) 

WAN Bandwidth on dernand, dial 
Optimization on dernand 

IPX and SPX spoofing 

Snapshot routing 

Frarne Relay FRF.9 

Ease of Use and 

tJUtJ:~x ~~====#=====i 
[]D[J x "_,.-" 

----~ ...... 
,.P' 

I 01 X IEJ:~, X ~~X ~ 

I 
I 

01x IEJix ~x ~ 
01x ~~~x ~x~ 

I 

I 
I 
I 
I 

I 
I 
I 

rJDr=JDx 
01 X ~~~~X =====:~X ~ 

rJDr=J D X 
/) 

01x ~~ I X X 

01x ~~~x ~x = 

~ X 
:======== 

X 

01x IEJix ~x = 

rJDr=JDx 
lxlD~x~DI~x = u L_j . ~) 

CJDr=JDIX 
CJDr=JD~Ix = 

~ X 

0.--------1 X ---.~~~ X X 

01 X ~~~ X X 



-
Deployment 11 ConfigMaker 11 X 11 X ~l X 11 X 11:(~~ ~ 

Easy IP (PAT, IPCP, and X X X X '~~ ~/, DHCP server) ·-~ ·- . f_S:/ .. · , L 

Network Address Translation X X X X X 
(NAT) 

Autolnstall for leased line X X X X X 
and Frame Relay 

Management SNMP, Telnet, console port X X X X X I = 
Cisco View, Cisco Works2000 X X X X X 

Simple Network Timing X X X X X 
Protocol ( SNTP) 

_Ç~õte: AppleTalk routing and bridging are not supported for asynchronous interfaces. 

1able 7: Data Onl ly Plus Feature Sets-Additional Features 

IP/ADSL 
IP/ADSL IP/ADSL FW/IDS 

Plus IP/ADSL Plus FWIIDS Plus 
Protocols/ IP/ADSL Plus IPSec Plus IPSec IP/ADSLIIPX 

Category Features Plus IPSec 56 3DES IPSec 56 3DES FW/IDS Plus 

WAN Frame Relay X X X X X X 
svc 

IP Routing BGP X X X X X X 

'-Qther NetWare X 
... g Link 

Services 
Protocol 

AppleTalk 
AURP, 
ATIP 

VPN/Security I IPSec DES I I X li X li X li X I 
IPSec Triple D D e DES 

rN 
" ""· 

~V=PN=/Tu=nn=els~'~'=L2=TP=, L2=F ~'~'X==~~~~ x==~~~~x==~~~~x==~~ 
11 11 11 11 11 1 1~~~:::::=:::==:=== 



\ 

QoS Resource X X X X X XC-J \ 

~Lv 
\ 

Reservation \!\ .J 
Protocol 1>-. i 

(RSVP) .," ·- c 
r· .• / 

Random X X X X X X 
Early 
Detection 
(RED) 

Cisco X X X X X X 
Express 
Forwarding 
(CEF) 

Committed D DDDD X 
access rate 
(CAR) 

NetFlow X X X X X X L 
RTP Header D DDDD X 
Compression 
(RTP-HC) 

li 11 11 11 11 11 

Multi media IP Multicast X X X X X X 
(Protocol 
Independent 
Multicast, or 
PIM) 

AppleTalk 
SMRP 
(multicast) 

Management Network X X X X X X 
Timing o Protocol 
(NTP) 

l'ote: FW denotes Cisco lOS Firewall Feature Set. Encryption is offered in special encryption feature sets (Plus IPSec 
~6 and Plus IPSec 3DES). To build an IP VPN, the recommended images are IP Firewall Plus IPSec 56 or IP Firewall 
Ilus IPSec 3DES. 

lable 8: Data and Voice Plus Feature Sets- Additional Features 

IP/ADSLN· 
Plus IP/ ADSLN o ice IP/ ADSL/FW IIDS/ IP/ADSLNoice Plus IPSec 

Category Protocoi/Features Plus Voice Plus Plus IPSec 56 3DES 

I WAN 11 Frame Relay SVC 11 X 



IP Routing 11 BGP 
11 X lx 

• Other NetWare Link 
Routing Services Protocol 

AppleTalk AURP, 
ATIP 

VPN/Security IPSec DES X 

IPSec Triple DES jx 
VPN!Tunnels L2TP, L2F X X 

QoS Resource X 

IX 
X c Reservation 

Protocol (RSVP) 

.L Random Early X 

11 X 
X IC -: 

Detection (RED) 

Cisco Express X IX X IC Forwarding (CEF) 

Committed Access X X X IC Rate (CAR) • 
I NetFlow X X j x 

11 X 

RTP Header X X 

I 

X c Compression 
(RTP-HC) 

fulti IP Multicast X X X X 
e dia (Protocol 

Independent 
Multicast, or PIM) 

AppleTalk SMRP 
(multicast) 

Codes G.711 
11 X X X X 

G.729a 
11 X 

X X X 

G.723 .1 
11 X • G.726 11 X 

X X X 

X X X ~ 
j 0(")Q nO n') . lnJIC ).. , 

I 11 

!CPMI . ( o REIO~ ~ 
I rs 
; I ) ~ 
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Voice Voice over IP 

I 
X 

li 
X 

I 
'\5-~~-- \ L Features ( 07 ' ' 

' cb '. ·:~ 

Fax support I X 

li 
X IX~~// c (group III fax) "::==.~~.~// 

Private Line X X X X 
Automatic 
Ringdown 
(PLAR) 

Support for Off- X X X c premise Extension 
(OPX) 

Support for FXS X X X X 

Support for FXO X X X X 

Support for E&M X X X X ~-) 

Support for ISDN X 
NTffE VIC 

Voice Activity X 
Detection (VAD) 

DTMF relay X 

~x==========~~=x========~C 
IC 

~x======~~x====~~~~x=== 

~X ============::=x~IC 
~x ~~x =IC 

11 X 'O 
~x===~~x===ll x 

X X 

I Busy out 

Comfort noise X 
generation 

H.323 Version 1 X 
and2 

X X 

FRF.12 X 

I QoS I MLPPP w/ LFI I X 

li 
X X IC (process-switched) 

FRF traffic X X X c shaping with per 
VC queuing 

jj x jj x x ~~~x = 

~~-~-~:-~-~-st---~~~x--------~~~~-x--------~~x------~~c 
IP R TP priority 



MLPPPw/ 

I 

I ?L\~~ C0 j ~ X X X \ LFI (fast-
['.. ~-_,,., ."( . switched) ~ ..... ~·· T;;.;;.,ro~ -' 

.~-

LLQ I X 

I 
X X IC (PQ/CBWFQ) 

FRF.ll (VoFR) li X X X li X 

DiffServ 
11 

X X X li X 

lAN Functionality 

Ç. What types o f LAN s does the Cisco 17 51 router support? 

A. The Cisco 1751 router supports one autosensing 10/100 Fast Ethemet connection, with one 10/lOOBaseTX 
ransceiver (RJ-45 connector). The 10/lOOBaseTX port can connect to an externall0/100BaseTX hub or switch or 
- -ectly to a PC Ethemet port (using a crossover cable) using inexpensive, unshielded twisted-pair (UTP) wiring. 

Ç. ls the 1 OBaseT Ethemet WIC supported on the 1751? 

A. Yes, the lOBase T Ethemet WIC is supported on the 1751 to provide dual Ethemet functionality. 

Ç. What LAN and routing protocols are supported by the Cisco 1751 router? 

• A. The Cisco 1751 router supports IP, Intemetwork Packet Exchange (IPX), AppleTalk routing, IBM Systems Network 
.,Architecture (SNA), and transparent bridging. Routing protocols supported include IP Routing Information Protocol 
IRIP), RIP V.2, Interior Gateway Routing Protocol (IGRP), Enhanced Interior Gateway Routing Protocol (EIGRP), IPX­
RIP, OSPF, on-demand OSPF, NHRP, and AppleTalk Routing Table Maintenance Protocol (RTMP). Additionally, Plus 
:éature sets including: BGP, NLSP and AppleTalk Update-Based Routing Protocol (AURP) are supported in Plus featurf 
~ets that support IPX and AppleTalk, respectively. 

Ç. Is it possible to manually set the Fast Ethemet (FE) speed on the Cisco 1751? 

A. Yes, this feature was implemented in releases 12.1 and 12.1T. With prior releases, the FE port speed is 
c onegotiated. 

Ç. Is ISL or IEEE802.1 Q supported on the Cisco 1751? 

A. IEEE802.1Q is supported on the Cisco 1751. ISL is not supported. The Cisco 1720 and 1750 do not support VLAN 
tiEEE 802.1Q or ISL). 

WAN Functionality 

Ç. What W AN interface cards are available? 

A. Available WAN interface cards are shown in Table 9. 

e lable 9: A vailable W AN Interface Cards 

~W=A=N==In=te=r=fu=c=e=C=ar=d~~~~=l=n=te=rf=a=ce=s========================~ll I 

I
' RQS no 03120U5t- f\' ! 

I CPMI . - CO~EIO~ ; 
I ;. 
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WIC-lT 1 serial, async and sync (Tl/El) I 
WIC-2T 2 serial, async and sync (T 1/E 1) I 
WIC-2A/S 2 low-speed (up to 128 kbps) serial, async, and sync 

WIC-lB-Srf 1 ISDN BRI S/T 

WIC-lB-U 1 ISDN BRI U with integrated NTl 

WIC-1DSU-56K4 1 integrated 56/64 Kbps 4-wire DSU/CSU 

WIC-lDSU-Tl 1 integrated Tllfractional TI DSU/CSU 

WIC-lENET 1 lOBaseT Ethemet (only supported in Slot O) 

WIC-lADSL 1 ADSL 

WIC-lSHDSL 1 G.SHDSL '{ ) 
WIC-lAM 1 V.90 modem card 

I WIC-2AM 2 V.90 modem card 

Ç. Are there any WIC slot dependencies with respect to order or maximum number of a certain type? 

A All WICs are supported in any slot and in any combination. 

Ç. Does the Cisco 1751 router support two ISDN BRI interfaces? 

A Yes. The Cisco 1751 router supports two BRI interfaces ( dial and ISDN leased line) with two ISDN BRI W AN 
nterface cards installed in the two W AN interface card slots. Multilink PPP (MP) can combine the four B channels to 
~chieve data rates up to 256 Kbps. 

Ç. Do the WIC-lT, WIC-2T, and WIC-2A/S WAN interface cards support asynchronous serial when installed ( 
Cisco 1 7 51 router? 

A Yes. The Cisco 1751 router supports asynchronous serial (up to 115.2 Kbps) as well as synchronous serial on the 
!erial W AN interface cards. The onboard aux port also supports asynchronous serial at speeds up to 115.2 Kbps. 

Ç. What W AN protocols does the Cisco 1 7 51 router support? 

A Point-to-Point Protoco1 (PPP), High-Leve1 Data Link Contro1 (HDLC), X.25 Link Access Procedure, Balanced 
tLAPB), Switched Multimegabit Data Service (SMDS), Frame Relay, and IBM/SNA are supported over permanent or 
!witched digitallines. PPP and Serial Line Internet Protocol (SLIP) are supported over asynchronous ana1og lines. 

Ç. Do the serial ports on the Cisco 1751 router support data-communications-equipment (DCE) functionality? 

A Yes, the Cisco 1751 router supports DCE (that is, supplies clocking), allowing the Cisco 1751 router to interconnect 
v.ithout requiring a null modem. Also, X.25 packet assembler/disassembler (PAD) functionality is supported. IBM 
~ynchronous Data Link Control (SDLC), bisync, and other serial protocols are supported. 

. ' · , · ~~ ,. 
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•. Will the Cisco 1751 support three WICs? 

A The Cisco 1751 can only support two W AN interfaces. The AUX port can be used as another W AN port. If your 
customer needs greater density, the Cisco 2600 would be the solution. 

Ç. Does the Cisco 17 51 Router support Modem WIC card? 

A Yes. The Cisco 1751 Router supports one and two-port V.90 modem WIC card. Product number is WIC-1AM and 
\\IC-2AM. For more details about the Modem WIC, please refer to the following data sheet: 

lttp: / /www.cisco.com/warp/publ ic/cc/pd/rt/ I 700/prodlit/ l 7srt ds .htm 

Voice Functionality 

Ç. Does Cisco 1751 support Survivable Remote Site Telephony (SRST)? 

( Yes. For the detailed information, please refer to the below documents 

.t\nnouncement: http: //www.cisco.com/cpropart/salesiools/cc/pd/rt/ 1700/prodlit/ 160 I po.htm 

[atasheet: http :/ /www .cisco.com/warp/partner/synchroni c d/ cc/pd/unco/ s rs tl/prodl i t/ srstd ds .htm 

_Ç. What voice interface cards (VICs) are supported on the Cisco 1751? 

A The voice interface cards currently supported are given in Table 10. 

lable 1 O· V oice Interface Cards Currently Supported . 
Voice Interface 
Card Interfaces 

I VIC-2DID 2-port direct inward dial (DID) voice/fax interface card 

(-'JC-2EIM 2-port voice interface card E&M 

VIC-2FXO 2-port voice interface card FXO 

I VIC-2FXS 2-port voice interface card FXS 

I 

VIC-2FXO-Ml 2-port FXO voice/fax interface card with battery reversal detection and Caller ID support (for 
U.S. and Canada) [enhanced version ofthe VIC-2FXO] 

I 

VIC-2FXO-M2 2-port FXO voice/fax interface card with battery reversal detection and Caller ID support (for 
Europe) [enhanced version ofthe VIC-2FXO-EU] 

VIC-2FXO-M3 2-port voice interface card FXO (for Australia) ~ 
I RQS no 03/2005 - I'~ 

t 

I VIC-2FXO-EU I 2-port voice interface card FXO (for Europe) !CPMI . CORREIO' i 
I 11 1 Fls:· }(.2 8 2 , _ ~ 
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f Qoc: _ 
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VIC-2BRI-

I NTffE 
2-port network side/terminal side ISDN BRI interface 

1-port RJ-48 multiflex trunk- T1 VWIC-lMFT-

I Tl 

VWIC-2MFT-

li Tl 
2-port RJ -48 multiflex trunk - T 1 

VWIC-2MFT- 2-port RJ -48 multiflex trunk - T 1 with drop and insert 
Tl-DI 

VWIC-lMFT- 1-port RJ-48 multiflex trunk- El 
El 

VWIC-2MFT- 2-port RJ -48 multiflex trunk - E 1 
El 

VWIC-2MFT- 2-port RJ-48 multiflex trunk- El with drop and insert .{·· ) 
El-DI 

VWIC-lMFT-

I 
1-port RJ-48 multiflex trunk- El G.703 

G703 

VWIC-2MFT-

I 
2-port RJ-48 multiflex trunk- El G.703 

G703 

Ç. How many DSPs are supported in the 1751? 

A The 17 51 has 2 DSP module slots on the motherboard, each o f which supports the 5 DSP module. This provides a 
ISP density of 10 DPS's. 

Ç. What are the PVDMNIC combinations that are supported? 

A. The supported combinations are shown in Table 11. 

lable 11: Supported PVDMIVIC Combinations 

I I 
Number of DSPs 

PVDM Supported VIC Combinations 

PVDM-256K-

I 
1 1 analog VIC 

4 

PVDM-256K-

I 

2 Up to 2 analog VICs 
8 o r 

1 voice-BRI VIC 

PVDM-256K-

I 

3 Up to 3 analog VICs 
12 o r 

1 analog VIC + 1 voice-BRI VIC 



• 
... ---·~~ .' • ;r,.~ 

PVDM-256K- 4 Up to 3 analog VICs (· ~<i,"\t ) ' 16 o r 
Up to 2 voice-BRI VICs . \ I / 
o r \ ..... ;I 

Up to 2 analog VICs+ 1 voice-BRIVIC 
\ "· ........... ;·"' ·-;-~'~{:;, ~1'·' 

'·~ ..... .......__:_,;;.Y 

PVDM-256K- 5 Up to 3 analog VICs 
20 o r 

Up to 2 voice-BRI VICs 
o r 

Upto 2 analog VICs+ 1 voice- BRIVIC or 1 analog VIC+up to 2 
voice-BRI VICs 

Ç. Are the PVDM-4 (supported in Cisco 1750) supported in Cisco 1751? 

A PVDM-4, 8,12 are not officially supported in the Cisco1751. 

· Are the PVDM-256K-4 (supported in Cisco 1751) supported in Cisco 1750? 

A PVDM-256K-4, 8,12 are not officially supported in the Cisco1751. 

Ç. Does the 1751 support digital VICs? 

A Yes, the 1751 supports digital VICs. At FCS, the ISDN BRI NT/TE VIC is supported, and 1 or 2 port Tl/E1 VWICs 
.a-e supported in Cisco lOS 12.2(4)YB or later releases. 

Ç. Does the Cisco 1751 support the T1/E1 VWICs (i.e. the multi-flex cards)? 

A Yes. From Cisco lOS 12.2(4) YB or later releases. lt will roll into 5th 12.2 T train release. 

Ç. How many DSPs are required to support the various VICs? 

Ç. The analog VICs require 1 DSPNIC, the ISDN BRI VIC requires 2 DSPsNIC. For T1/E1 VWICs, it depends on the 
wdec and how many voice channe1s are used. The number ofmaximum channels support per DSP is listed in Table 12. 

C' ble 12: Maximum Channels Support per DSP for Tl/El 
altiflex VWICs 

bJI I Max Channels/DSP 

Kbps (Digital Calls) 

~I 64 (PCM) li 6 

I G.729a 11 8 (CS-ACELP) I 3 

~I 16 (ADPCM) 3 

I G.723.1 115.3/6.3 (ACELP) 2 

EJI 32 (ADPCMILDCLP) 2 

~:t=Z::J:L3L 1 

! 
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Ior example, ifyou are running 12 G.711 digital T1/E1 voice calls, then you will need two DSPs. Ifthese are G.729 
calls, then you will need four DSPs. 

,, . .--"' -'"·:-·.-.. .. 
ISP used for the digital calls and for the analog calls have to be calculated separately an~~DSP c~'~pport multiple 
Codecs concurrently for T1/E1 VWICs. ( ( ))._ ' \ 

' c !):. ' 

Ç. Does Cisco 17 51 support CaBer ID? ~<!'C\;; Cv,: • .· · 
A Yes, Cisco 1751 supports Caller ID transmission on FXS, FXO-Ml and FXO-M2 interfac'ês-:--trpi ;vides Caller ID 
Uocking configurable at the source 1ocation on FXS, and ability to unblock Caller ID on FXO-M1, M2 interfaces. 

Ç. Does Cisco 1751 support analog DID trunk card? 

A Yes. 

Ç. What does toll reduction or toll bypass mean? 

A In most oftoday's corporate networks, voice networks are separate from data networks. Typically, data networks are 
Iriced by a monthly fixed cost basis andare usually much cheaper than the voice networks. An example ofthis is a 
eased-line environment. In this case, the customer pays for that network, whether data is flowing or not. In a tyr;~~l 
Ihone network, charges are incurred on a usage basis. Therefore, phone expenses on interoffice dialing can be ~L 
txpensive, especially since most interoffice calling occurs during "peak" business hours. 

\\hen you have the ability to put your interoffice voice calls across a lower-price or fixed-price network with a product 
mch as the Cisco 1751 platform, you can avoid the "toll" that is charged by the long-distance carrier, local exchange 
carrier (LEC), or Port, Telephone, and Telegraph {PTT). The voice call then travels over the same network that your dat 
rave1s over and avoids going into the Public Switched Te1ephone Network (PSTN) and, therefore, does not incur 
charges. 

:t is easy for companies to figure out the savings that they will get, because they receive accurate monthly reports that 
cescribe their costs from their LECs. Any company that does a great deal o f interoffice calling will save more money 
han one that does more "off-net" PSTN-type calling. 

Ç. What do the terms FXO, FXS, and E&M mean? 

A The Cisco 1751 router supports FXO, FXS, and E&M voice interface cards. Each type provides a slightly different 
nterface for connecting to different types of equipment. 

loreign Exchange Office o 
lhe FXO interface allows an analog connection to be directed at the central office (CO) of the PSTN. This interface is < 

'alue for off-premise extension applications. This is the only voice interface card that will be approved to connect to of 
Jremise lines. This interface may be used to provide backup over the PSTN or for Centrex-type operations. This 
'oice interface card needs to be approved by PTTs; it is not available in every country. Check the homologation status 
rage at http ://wwwin-eng.cisco .com/Eng/MSABU/Eng Ops/WWW/index. htmfor up-to-date availability information. 

loreign Exchange Station 

lhe FXS interface allows connection for basic telephone service phones (home phones ), fax machines, keysets, and 
rrivate branch exchange (PBXs) by providing ring voltage, dial tone, and so on. This interface will be used where 
rhones are connecting directly to the router. FXS will be very popular for trials because it allows the phones to be 
rlugged directly into the router. 

Ear and Mouth 



me n~1v1 mterrace ~uows connecnon ror r nA trullK unes ~ ne unes J. n 1s a s1gna1mg tecnruque ror tw~re 
dephone and trunk mterfaces. ( ;··~~\ \ 

1 Ç. What's tbe difference between FXO and FXO-MI, FXO-M2? . · \ l Çq, '\<f 'U ,) i 

A VIC-2FXO-M1 and VIC-2FXO-M2 support battery reversal detection and Caller ID. While the re~ai .. VJG.:~F;Xb 
coesn't. VIC-2FXO-Ml is for U.S. and Canada, VIC-2FXO-M2 is for Europe. -..... ...... .........;:_ .. -""" 

Ç. Does the Cisco 1751 support three analog VICs, or six analog voice ports? 

A Yes. Customers requiring this capability need to order the PVDM-256k-12 module (part number: PVDM-256k-12=), 
\\hich provides three DSPs. 

Ç. ls RAS for H.323 gatekeeper registration supported on the Cisco 1751 platform? 

A Yes. 

Ç. In a VoFR and VoiP environment, there are cases where people using OPX extensions would like to use their 
rressage waiting lights at the remote sites. To provide functionality, the 150 V signal must be sensed on the originating 
md and reproduced on the terminating side. ls the message waiting function supported on the Cisco 1751? 

_,[he FXS port does not have the ability to provide the voltage leveis necessary to perform this function. 

Ç. What are the key features when implementing voice on the Cisco 1751? 

A Please refer to Cisco 1700 Modular Access Voice Feature Overview 

llttp:/ /wwwin.cisco.com/cmclcc/pd/rt/ 1700/sales/orwir st.htm 

Cisco lOS Security 

Ç. What security functions are available for the Cisco 1751 router? 

A Cisco lOS software supports a wide range of security features. Standard features in base feature sets include access 
controllists (ACLs); authentication, authorization, and accounting (AAA) features such as Password Authentication 
Irotocol/Challenge Handshake Authentication Protocol (PAP/CHAP), TACACS+, RADIUS, and Token Ring; and Lock 
md Key. Optional features include the Cisco lOS Firewall Feature Set, IP Security (IPSec) encryption, and tunneling 

( <?tocols such as IPSec, generic routing encapsulation (GRE), L2F, and L2TP. 

'<;: Can I use the Cisco 1751 router as a firewall? 

A Yes. The Cisco lOS Firewall Feature Set is supported in the Cisco 1751 router. This feature set offers enhanced 
:fi.rewall functionality, including context-based access control (CBAC), which enables securing a network on a per­
<pplication basis. Additional firewall security features include Java applet blocking, denial-of-service detection and 
1revention, and more advanced logging capabilities. For more information, see: 
lttp ://www.cisco.com/warp/partner/synchronicd/cc/cisco/mkt/security/iosfw/index.htmpartner/synchronicdlcc/cisco/mkt 

Ç. Can I encrypt data on the Cisco 1751 router? 

A Yes. Two types of encryption technologies are supported: IPSec Data Encryption Standard (DES) 56 and IPSec Triplc 

. IES. 

Frocessor 

Ç. What is the processor on the Cisco 17 51 router? 

RQS n° 
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A 1ne t-Isco 1 o 1 romer uses a 1Y1owr01a lYl.rt-õour rowe~u1t-t- ar "+õ lYl.ttZ. 1ne t-Isco .L.ouu senes uses an lYlrt-õou 
lhe 860P processar o f the Cisco 1751 router has an integrated Fast Ethemet controller. This has implications on 
rerformance, as discussed in the Performance section. 

Ferformance /~-·-· -----·-·-... 

ç. How does the perfonnance of the Cisco 1700 series compare to that o f the Cisco 1600-R f{es?d; 0 Cv '\ \ 
\,\ \ Px 

A As Table 13 shows, the Cisco 17 51 router performance is greater than that o f the Cisco 1 60Q~R. ~e_ries, 
'•- ···--..... - ···· 

I 13 P fi 1ab e : er ormance c ompanson o fth C" e ISCO 1600 RS . - enes an d th C" e ISCO 1751 

I Feature Cisco 1600-R Series Cisco 1751 

Encryption IPSec DES 56 (256-byte packets) 128 Kbps 512 Kbps 

Encryption IPSec 3DES (256-byte packets) Not supported 256 Kbps 

I Fast Switching (64-byte packets) 2 Mbps ( 4000 pps) 4.3 Mbps (8400 pps) 

I Processor Switching (64-byte packets) 300 Kbps (600 pps) 768 Kbps (1 500 pps) 

Ç. How does the performance ofthe Cisco 1751 router compare with that ofthe Cisco 2600 series routers? 

A The Cisco 2600 series router has higher fast-switching performance (12,000 to 37,000 pps for 64-byte packets) 
mmpared to the Cisco 1751 router (8400 pps). However, the encryption and process switching performance for both 
rlatforms are similar (512 Kbps for IPSec DES 56 encryption with 256 byte packets; 768 Kbps or 1500 pps for process 
!witching o f 64-byte packets ). 

Ç. Why is the fast-switching performance o f the Cisco 17 51 router not equal to that o f the Cisco 2600 series when they 
cppear to use the same processor? 

A The Cisco 1751 router uses a Motorola MPC860P processor, which is different from the MPC860 processor on the 
Cisco 2600 series. The Motorola 860P has an integrated Fast Ethemet controller. This processor uses an arbitration 
!cheme that continuously polls for contenders for the Fast Ethernet bus in a round-robin fashion. Contenders are the 
!erial communications controllers (SCCs), Ethemet controller, and cache. This process ofround-robin polling uses up 
dock cycles, resulting in lower fast-switching performance. 

1nternal Expansion Slot and Encryption Card 

Ç. Can the internai expansion slot ofthe Cisco 1751 router support the advanced integration module (AIM) expansion 
<ards (for example, encryption) that is supported on the Cisco 2600 series? 

A No. The Cisco 2600 series has an AIM slot that is based on a protocol control information (PCI}-bus architecture; th 
Cisco 1751 router, on the other hand, uses a Q-bus to lower cost. Although the expansion cards on these platforms are 
rot the same, the encryption technology is interoperable and, therefore, creates a complete Cisco end-to-end solution. 

Ç. Does the Cisco 1751 support the 1700 VPN module that accelerates DES and 3DES for IPSec? 

A Y es. See VPN Module Q&A at: 
htp: //wwwin.cisco .com/Mkt/cmc/cc/cisco/mk t/accessl l 7Qül inte rnal /vpn 17 ga .htmvpn17 _qa.htm. 

Comnression · 
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A Y ~s. Up to 4:1 co~pression is supported. Th~ Cisco 1751 router supports both Stac and predictJ írl"ikBression } 1 } 
• dgonthms. Compress10n performance for the CISco 1751 router has not been measured yet. \~>-,.,_S:·{ J 

Ç. What compression algorithms are supported on the Cisco 17 51 router? -.........:._~~,;.Y 

A The W AN interfaces o f the Cisco 17 51 router support the types o f compression algorithms for each o f the W AN 
mcapsulations given in Table 14. 

1able 14: Compression Algorithms 
~ rt d th C" 1751R ~eUppo e on e ISCO outer 

Encapsulation Compression Algorithm 

I ppp Predictor stacker 

I Frame Relay Payload 

HDLC Stac 

X.25 Payload 

I LAPB Predictor Stac 

.JBM/SNA Features 

Ç. What IBM/SNA features are available for Cisco 1751 router? 

A The supported IBM/SNA features on the Cisco 1751 router are equivalent to those supported on the Cisco 1600-R, 
~500, and 2600 series routers (see Table 15): 

1able 15: IBM/SNA Features Su..,.,u .. u;;d o!}the ~ 1751 "Rtmt"" 

STUN NetBIOS 

ç ) DLC SNA priority queue 

SDLLC NetViewNSP 

Bisync BSTUN native client interface architecture (NCIA) server 

DLSW+ (data-link switching plus) Local acknowledgment 

QLLC RSRB (required for DLSw) 

FRAS (BNN, BAN, RFC 1490) Response time reporter (intemetwork performance monitor) 

IBM Network Manager/LAN Manager Ali CiscoWorks Blue (maps and so on) ~ 
__o_n_c,_ . n "" '"" G~, 

v v ' l..V fJ , 
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I DSPU 11 All Cisco IBM MIBs li 

l'ote: Token Ring and Advanced Peer-to-Peer Networking (APPN), supported on the Cisco 2500 and 2600 series, are 
rot supported on Cisco 1600-R series and 1751 routers. 

ç. Will the Cisco 1751 router support Token Ring interfaces? 

A No, there are no plans to support Token Ring on the Cisco 1751 router. 

Ç. When do I sell a Cisco 1751 router IBM solution? 

A The Cisco 1751 router is best sold for IBM/SNA opportunities that require: 

• One Ethernet/1-5 W AN configuration (including the AUX) 

• Modularitylflexibility-The Cisco 1751 series provides two W AN interface card slots, allowing customers to add 
or change W AN services as needed 

• Multiservice voice/data integration now or in the future 

Ç. What IBM/SNA software feature sets are available for Cisco 1751 router? 

A IBM/SNA feature sets available for Cisco 1751 router include: 

• IP/IPX/AppleTalk!IBM 

• IP/ADSLIIPX/AppleTalk/IBM Plus 

• IP/ADSLIIPX/AT/IBM/FW/IDS Plus IPSec 56 

• IP/ADSLIIPX/AT/IBM/FW/IDS Plus IPSec 3DES 

• IP/ADSLIIPX/AT/IBM/FW/IDSNoice Plus IPSec 56 

• IP/ADSLIIPX/AT/IBM/FW/IDSNoice Plus IPSec 3DES 

l'ote Use Plus for L2F, L2TP, BGP, NTP, NLSP, RSVP, IP multicast, Frame Relay SVC, and encryption supp~ 

Memory Architecture 

Ç. What memory architecture does the Cisco 1751 router use? 

Ç. The Cisco 1751 router uses the run-from-RAM memory architecture. 

Ç. What type o f DRAM memory does the Cisco 1751 router use? 

A The Cisco 1751 router uses synchronous DRAM (SDRAM). The default DRAM is 32MB fixed onboard for the 1751 
rrodel, and 64 MB for the 1751-V model. There is one DIMM slot for adding additional memory in increments o f 16, 
~2, and 64MB. The maximum DRAM for the 1751 model is 96MB (32 MB onboard plus 64MB DIMM). The 
rraximurri DRAM :fôr the 1751-V model is 128MB (64MB onboard plus 64MB DIMM). 

. I 11 li 



Cisco 1751 Cisco 1751-V 

el Default DRAM (MB) 32 64 

I Max. DRAM (MB) 96 128 

Ç. What type o f Flash memory does the Cisco 17 51 router use? 

A The Cisco 1751 router uses onboard (soldered on the motherboard) flash. The Cisco 1751 has 16 MB o f flash. The 
Cisco 1751-V have 32 MB of flash. This is a fixed configuration-it is not upgradeable and there is not a flash card slot 
m the motherboard to add more flash. 

Cisco 1751 Cisco 1751-V 

Default Flash (MB) 16 32 

Max. Flash (MB) 16 32 

Ç. What is the flash memory used for? 

A Cisco lOS software and configuration files are stored flash. Also, flash memory allows software upgrades to be 
cownloaded over the W AN or LAN link to be stored in the Mini-Flash card . 

• Ç. How are software images and configuration files stored in flash? 

A Flash come preprogrammed with Cisco lOS software. Software upgrades and configuration files must be copied usin~ 
lrivial File Transfer Protocol (TFTP) onto a Mini-Flash card in a Cisco 1751 router. 

Ç. Is dual Flash bank supported on Cisco 1751 routers? 
•. 

A Y es. Dual Flash bank is supported. Although both the Cisco 17 51 and Cisco 17 51-V support dual flash bank, we 
ecommend that customers requiring dual flash bank purchase the Cisco 17 51-V model since it comes with 3 2 MB flash. 

Ç. Does the Cisco 1751 use the same DRAM as the Cisco 172011750? 

c,Y es. However, the Cisco 1751 does not support the 4 and 8 MB DIMM (MEM1700-4D= and MEM1700-8D=). In 
<:ddition there is a new 64MB DIMM available for the Cisco 1751 

Ç. Does the Cisco 17 51 use the same flash as the Cisco 1720117 50? 

A No. The flash in the Cisco 1751 is soldered on the motherboard, and is therefore not upgradeable. 

Ç. Can the amount of shared (input/output [1/0]) memory on a Cisco 1751 router be configured? 

A Yes. It can be modified using Cisco lOS command-line interface (CLI) and saved as part ofthe router configuration. 

Fower Supply 

e Ç. What type o f power supplies does the Cisco 17 51 router use? 
_[Ci 

·j RQS n° 03/2005 - 1'-.J : 

A The Cisco 1751 router uses one universal power supply that is applicable for all countries. 1~Mhre n~G~iJ§l ~ : 

-(s 1Ê-6 
I 

1 11 óoc: 3 6 9 7 
- l_ .. -----····- ·· . 



~pecmc power suppues. 1 ne AL mpm vonage or rms uruversa1 power supp1y spans rrom 1 uu w L"+U v; me rrequency 
tom 47 to 64Hz. (Although this power supply works in all countries, the user still has to specify the power cord 
~propriate for a particular country.) The router also has a locking connector on the power socket to ensure that the 
IOwer cord remains securely fastened. _((_,· --· ·-··-··-. , 

' '\. 
/ \ 

MTBF . l ' \ 
'' ,l ~c.v -· ' 

Ç. What is the mean time between failures {MTBF) for the Cisco 1751 router? \\/f. . 
'-.,, _ . ·~ .· 

~ .. 
A The predicted MTBF is 514,526 hours. This predicted MTBF includes the chassis and externai power supply but not 
·he W AN interface cards or voice interface cards. 

Network Management 

Ç. How is the Cisco 1751 router managed? 

A Like all Cisco routers, the Cisco 1751 router can be managed via Simple Network Management Protocol (SNMP), vü 
< Telnet session, and through a directly connected terminal or PC running terminal emulator software. 

Ç. Do CiscoView, CiscoWorks2000, and Cisco Voice Manager support Cisco 1751 routers? 

A Y es, Cisco View, Cisco Works2000 and Cisco V o ice Manager supported. 

Ç. Does Cisco ConfigMaker support Cisco 1751 routers? 

A Yes, Cisco ConfigMaker supports Cisco 1751 routers, starting with Release 2.5b. 

Ç. Does the Cisco 1751 router support Remote Monitoring (RMON)? 

A The Cisco 1751 router supports only RMON lite. RMON lite covers two out of the nine RMON groups, alarms, and 
tvents. Full RMON (statistics, history, hosts, hostTopN, matrix, filter, capture) features are available forthe Cisco 2500 
md 2600 series routers. 
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Cisco lOS File System Commands 

This chapter describes the basic set of commands used to manipula te files on your routing device using 
the Cisco lOS File System (IFS) in Cisco lOS Release 12.2. 

Commands in this chapter use URLs as part ofthe command syntax. URLs used in the Cisco IFS contain 
two parts: a file system or network prefix, and a file identification suffix. The following tables list URL 
keywords that can be used in the source-url and destination-url arguments for ali commands in this 
chapter. The prefixes listed below can also be used in the filesystem arguments in this chapter. 

Table 18 lists common URL network prefixes used to indicate a device on the network. 

Táble 18 Network Prefixes for Cisco IFS UHls 

Prefix Description 

ftp: Specifies a File Transfer Protocol (FTP) network server. 

rcp: Specifies an remote copy protocol (rcp) network server. 

tftp: Specifies a TFTP server. 

Table 19 lists the available suffix options (file indentification suffixes) for the URL prefixes used in 
Tab1e 18. 

Táble 19 File 10 Sutfixes for Cisco IFS UHls 

Prefix 

ftp: 

rcp: 

tftp: 

Suffix Options 

[[I/[ usem ame[ :password]@] location ]/directory ]/fi lename 

For example: 

ftp ://network-config (prefix :! !filename) 

ftp://jeanluc:secret@enterprise.cisco.com/ship-config 

rcp: [[ /I [ usemame@ ]1ocation ]/ directory ] /fi lename 

tftp: [[/ /location ]/directory ] /fi lename 

Table 20 lists common URL prefixes used to indicate memory locations on the system. 

Cisco lOS Configuration Fundamentais Command Reference 
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Cisco lOS File System Commands 

Tãble20 File System Prefixes For Cisco /FS Ullls 

Prefix Description ... ,,< . . 
·-· 

bootflash: Bootflash memory. 

diskO: Rotating disk media. 

flash: Flash memory. This prefix is available on most platforms. For platforms that do 
[partition-number] not have a device named flash:, the prefix flash: is ali ased to slotO:. 

Therefore, you can use the prefix fl ash: to refer to the main Flash memory 
storage area on ali platforms 

flh: Flash load helper log files. 

nu li: Null destination for copies. You can copy a remate fil e to null to determine its 
size. 

nvram: NVRAM . This is the default location for the running-configuration file . 

slavebootflash: Internai Flash memory on a slave RSP card of a router configured with 
Dual RSPs. 

slavenvram: NVRAM on a slave RSP card. 

slaveslotO: First PCMCIA card on a slave RSP card. 

slaveslotl: Second PCMCIA card on a slave RSP card. 

slotO: First PCMCIA Flash memory card. 

slotl: Second PCMCIA Flash memory card. 

xmodem: Obtain the file from a network machine using the Xmodem protocol. 

ymodem: Obtain the file from a network machine using the Y modem protocol. 

For details about the Cisco IFS, and for IFS configuration tasks, refer to the "Configuring the Cisco lOS 
File System" chapter in the Release 12.2 Cisco lOS Configuration Fundamentais Configuration Guide. 

o 

Cisco lOS Confíguration Fundamentais Command Reference, Release 12.2 



• 

• 

c 

• 

Cisco lOS File System Commands 

cd 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

To change the default directory or file system, use the cd EXEC command. 

cd [filesystem:] 

filesystem: (Üptional) The URL o r alias o f the directory o r file systems followed by a 
colon. 

The initial default file system is flash:. For platforms that do not have a physical device named flash:, 
thc kcyword flash: is aliased to the default Flash device. 

I f you do not specify a directory on a file system, the default is the root directory on that file system. 

EXEC 

Release Modification 

I 1.0 This command was introduced . 

For ali EXEC commands that have an optionalfilesystem argument, the system uses the file system 
specified by the cd command when you omit the optionalfilesystem argument. For example, the dir 
EXEC command, which displays a list offiles on a file system, contain an optionalfilesystem argument. 
When you omit this argument, the system lists the files on the file system specified by the cd command. 

In the following example, the cd command is used to set the default file system to the Flash memory card 
inserted in slot 0: 

Router# pwd 
bootflash :/ 
Router# cd slotO: 
Router# pwd 
s lotO: / 

Command 

copy 

delete 

di r 

pwd 

show file systems 

undelete 

Description 

Copies any file from a source to a destination . 

Deletes a file on a Flash memory device. 

Displays a list o f files on a file system. 

Displays the current setting of the cd command . 

Lists available file systems and their alias prefix names. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

Cisco lOS Configuration Fundamentais Command Referenc .~~flíl2@ 3/ 
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configure network 

configure network 
The configure network command was replaced by the copy { rcp I tftp} running-config command in 
Cisco lOS Release 11 .0. To maintain backward compatibi1ity, the configure network command 
continues to function in Cisco lOS Release 12.2 for most systems, but support for this command may be 
removed in a future release . 

The copy { rcp I tftp} running-config command was replaced by the 
copy { ftp: I rcp: I tftp:} [filename] system:running-config command in Cisco lOS Re1ease 12.1. 

The copy { ftp: I rcp: I tftp:} [filename] system:running-config command specifies that a configuration 
file should be copied from a FTP, rcp, or TFTP source to the running configuration. See the description 
o f the copy in this chapter command for more information. 

o 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 



• 

• 

Cisco lOS File System Commands 

copy 

Syntax Description 

Timesaver 

To copy any file from a source to a destination, use the copy EXEC command. 

copy [/erase] source-url destination-url 

/e rase (Optional) Erases the destination file system before copying. 

source-url The location URL or alias ofthe source file or directory to be copied. 

destination-url The destination URL or alias o f the copied file or directory. 

The exact formato f the source and destination URLs varies according to the file o r directory location. 
You may enter either an alias keyword for a particular file or an alias keyword for a file system type (not 
a file within a type). 

Aliases are used to cut down on the amount oftyping you need to perform. For example, it is easier 
to type copy run start (the abbreviated form ofthe copy running-config startup-config command) 
than it isto type copy system:r nvram:s (the abbreviated formo f the copy system:running-config 
nvram:startup-config command). These aliases also allow you to continue using some ofthe 
common commands used in previous versions o f Cisco lOS software. 

Table 21 shows two keyword shortcuts to URLs. 

Tãble 21 Cornrnon Keyword Aliases to UHls 

Keyword Source or Destination 

running-config 

startup-config 

(Optional) Keyword alias for the system:running-config URL. 
The system:running-config keyword represents the current running 
configuration file. This keyword does not work in more and show file 
EXEC command syntaxes. 

(Optional) Keyword alias for the nvram:startup-config URL. 
The nvram:startup-config keyword represents the configuration file 
used during initialization (startup). This fileis contained in NVRAM for 
ali platforms except the Cisco 7000 family, which uses the 
CONFIG_FILE environment variable to specify the startup 
configuration. The Cisco 4500 series cannot use the 
copy running-config startup-config command. This keyword does not 
work in more and show file EXEC command syntaxes. 

The following tables list aliases by file system type. I f you do not specify an alias, the router looks for 
a file in the current directory. 

Table 22 Iists URL aliases for Special (opaque) file systems. Table 23 lists them for network file systems, 
and Table 24 lists them for local writable storage . 

Cisco lOS Configuration Fundamentais Command Referenk --
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lãble 22 URl Prefix Aliases For Special File Systems 

Alias Source or Destination 

flh: Source URL for flash load hei per log file s. 

modem: Destination URL for loading modem firmware on Cisco 5200 and 
5300 Series routers. 

O\'ram: Router NVRAM. You can copy the startup configuration into or 
from NVRAM. You can also display the size of a privare 
configuration file. 

nu li: Null destination for copies or files. You can copy a remote file to 
null to determine its size. 

s)·stem: Source or destination URL for system memory, which includes the 
running configuration. 

xmodem: Source destination for the file from a network machine that uses the 
Xmodem protocol. 

ymodem: Source destination for the file from a network machine that uses ü 
Xmodem protocol. 

lãble 23 URl Prefix Aliases For Network File Systems 

Alias Source or Destination 

ftp: Source or destination URL for an File Transfer Protocol (FTP) 
network server. The syntax for this alias is as follows: 
ftp: [[[/ lusername [ :password]@]location ]I directory ]/filename. 

rcp: Source or destination URL for a Remote Copy Protocol (rcp) 
network server. The syntax for this alias is as follows : 
rcp: [[[/ lusername@]location ]I directory ]/filename. 

tftp: Source or destination URL for a TFTP network server. The syntax 
for this alias is tftp: [[/I location ]/directory ]lfilename. 

lãble 24 URl Prefix Aliases For local Writable Storage File Systems 

) 

Alias Source or Destination o bootflash: Source or destination URL for boot flash memory. 

diskO: and diskl: Source o r destination URL o f rotating media. 

flash: Source or destination URL for Flash memory. This alias is 
available on ali platfonns. For platforms that lack a fl ash: device , 
note that flash: is aliased to slotO: , allowing you to refer to the 
main Flash memory storage area on ali platforms. 

slavebootflash : Source or destination URL for internai Fl ash memory on the slave 
RSP card o f a router configured for HSA . 

sla\'eram: NVRAM on a slave RSP card o f a router configured for HSA. 

sla\'eslotO: Source or destination URL o f the first PCMCIA card on a slave 
RSP card of a router configured for HSA . 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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Command Modes 

Command History 

Usage Guidelines 

.' / copy 
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7ãble24 
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UHl Prelix Aliases For local Writable Storage File Systems (continued) ' ·"-..:. ,=:~~/'' 

Alias Source or Destination 

slaveslotl: Source or destination URL o f the second PCMCIA slot on a si ave 
RSP card of a router configured for HSA. 

slotO: Source or destination URL ofthe first PCMCIA Flash memory 
card. 

slotl: Source or destination URL of the second PCMCIA Flash memory 
card. 

EXEC 

Release Modification 

11 .3 T This command was introduced. 

You can enter on the command Iine ali necessary source- and destination-URL inforrnation and the 
usemame and password to use, or you can enter the copy command and have the router prompt you for 
any missing information. 

Ifyou enter information, choose one ofthe following three options: running-config, startup-config, or 
a file system alias (se e previous tables.) The location of a file system dictates the format ofthe source or 
destination URL. 

The colon is required after the alias. However, earlier commands not requiring a colon rema in supported, 
but are unavailable in context-sensitive help. 

The entire copying process may take severa! minutes and differs from protocol to protocol and from 
network to network. 

In the alias syntax for ftp:, rcp:, and tftp: , the location is either an IP address or a host name. The 
filename is specified relative to the directory used for file transfers. 

This section contains usage guidelines for the following topics : 

Understanding Invalid Combinations o f Source and Destination 

Understanding Character Descriptions 

Understanding Partitions 

Using rcp 

Using FTP 

Storing lmages on Servers 

Copying from a Server to Flash Memory 

Verifying Images 

Copying a Configuration File from a Scrver to the Running Confi gu ration 

Copying a Confi gurat ion File fro m a Sen·er to the Startup Configu ratio n 

Storing the Running or Startup Configuration on a Scn'Cr 

Saving thc Running Configu ration to th c Startup Configu rar ion 

Cisco lOS Configuration Fundamentais Command Relerençe;-
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Using CONFIG_FILE, BOOT, and BOOTLDR Envi ronment Yariables 

Using the Copy Command with the Dual RSP Feature 

Cisco lOS file System Commands 

Understanding lnvalid Combinations of Source and Destination 

Some invalid combinations o f source and destination exist. Specifically, you cannot copy the following: 

From a running configuration to a running configuration 

From a startup configuration to a startup configuration 

From a device to the same device (for example, the copy flash: flash: command is invalid) 

Understanding Character Descriptions 

Tablc 25 describes the characters that you may se e during processing o f the copy command. 

Table 25 copy Character Descriptions 

Character Description 

! For network transfers, an exclamation point indicates that the copy 
process is taking place. Each exclamation point indicates the successful 
transfer often packets (512 bytes each) . 

For network transfers, a period indicates that the copy process timed out. 
Many periods in a row typically mean that the copy process may fail. 

o For network transfers, an uppercase O indicates that a packet was 
received out of order and the copy process may fail. 

e For Flash erasures, a lowercase e indicates that a device is being erased. 

E An uppercase E indicates an error. The copy process may fail. 

v A series o f uppercase V s indicates the progress during the verification 
o f the image checksum. 

Understanding Partitions 

You cannot copy an image or configuration file to a Flash partition from which you are currently running. 
For example, ifpartition I is running the current system image, copy the configuration file or image to 
partition 2. Otherwise, the copy operation will fail. 

You can identify the available Flash partitions by entering the show file system EXEC command. 

~~ o 
The rcp protocol requires a client to send a remete usemame upon each rcp request to a server. When 
you copy a configuration file or image between the router anda server using rcp, the Cisco lOS software 
sends the first valid username it encounters in the following sequence: 

1. The remete username specified in the copy command, i f a username is specified. 

2. The username set by the ip rcmd remote-username global configuration command, ifthe command 
is configured. 

3. The remete usemame associated with the current tty (terminal) process. For example, ifthe user is 
connected to the router through Telnet and was authenticated through the username command, the 
router software sends the Telnet username as the remete usemame. 

4. The router host name. 

Cis.co lOS Configuration Fundamentais Command Reference, Release 12.2 
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For the rcp copy request to process, an account must be defined on the netw IC~er,vertor.,the remote 
usemame. I f the network administrator of the destination server did not establis · . .. ;fé;'unt for the 
remote usemame, this command will not run. I f the serve r has a directory structure, the configuration 
file or image is written to or copied from the directory associated with the remote usemame on the server. 
For example, i f the system image resides in the h o me directory o f a user on the server, specify that use r 
name as the remote usemame. 

Ifyou are writing to the server, the rcp server must be properly configured to accept the rcp write request 
from the user on the router. For UNIX systems, add an entry to the .rhosts file for the remote user on the 
rcp server. Suppose the router contains the following configuration !ines: 

hostname Rtrl 
ip rcmd remote-username UserO 

If the router IP address translates to Routerl.company.com, then the .rhosts file for UserO on the rcp 
server should contain the following line: 

Routerl.company.com Rtrl 

Refer to the documentation for your rcp server for more details. 

Ifyou are using a personal compu ter as a file server, the computer must support the remote shell protocol 
(rsh). 

UsingFTP 

The FTP protocol requires a client to send a remote usemame and password upon each FTP request to a 
server. When you copy a configuration file from the roüter to a server using FTP, the Cisco lOS software 
sends the first valid usemame that it encounters in the following sequence: 

1. The usemame specified in the copy command, i f a usemame is specified . 

2. The usemame set by the ip ftp username command, i f the command is configured. 

3. Anonymous. 

The router sends the first valid password in the following list: 

1. The password specified in the copy command, i f a password is specified. 

2. The password set by the ip ftp password command, i f the command is configured. 

3. The router forms a password usemame@routemame.domain. The variable usemame is the 
usemame associated with the current session, routemame is the configured host name, and domain 
is the domain o f the router. 

The usemame and password must be associated with an account on the FTP server. Ifyou are writing to 
the server, the FTP server must be properly configured to accept the FTP write request from the user on 
the router. 

I f the server has a directory structure, the configuration file o r image is written to o r copied from the 
directory associated with the usem ame on the server. For example, i f the system image resides in the 
home directory o f a user on the server, specify that user name as the remo te usemame. 

Refer to the documentation for your FTP server for more details. 

Use the ip ftp username and ip ftp password global configuration commands to specify a usemame and 
password for ali copies. Include the usemame in the copy command ifyou want to specify a usemame 
for that copy operation only . 
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Storing lmages on Servers 

Use the copy flash: destination-url command (for example, copy flash: tftp :) to copy a system image 
or boot image from Flash memory to a network server. Use the copy ofthe image as a backup copy. Also, 
use it to verify that the copy in Flash memory is the same as that in the original file. 

Copying from a Server to Flash Memory 

Use the copy destination-urljlash: command (for example, copy tftp: flash:) to copy an image from a 
server to Flash memory. 

On Class B file system platforms, the system provides an option to erase existing Flash memory before 
writing onto it. 

Note Verify the image in Flash memory before booting the image. 

&. 
Caution 

Verifying lmages 

When copying a new image to your router, you should confirm that the image was not corrupted during 
the copy process. Depending on the destination filesystem type, a checksum for the image file may b~ 
displayed when the copy command completes. You can verify this checksum by comparing it to the 
checksum value provided for your image file on Cisco.com. 

I f the checksum values do not match, do not reboot the router. Instead, reis sue the copy command 
and compare the checksums again. Ifthe checksum is repeatedly wrong, copy the original image back 
in to Flash memory before you reboot the router from Flash memory. I f you have a corrupted image 
in Flash memory and try to boot from Flash memory, the router will start the system image contained 
in ROM (assuming booting from a network server is not configured). IfROM does not contain a fully 
functional system image, the router might not function and will need to be reconfigured through a 
direct console port connection. 

An altemate method for file verification is to use the UNIX 'diff command. This method can also be 
applied to file types other than Cisco lOS images. Ifyou suspect that a fileis corrupted, copy the suspect 
file and the original file to a Unix server. (The file names may need to be modified ifyou try to save the 
files in the same directory.) Then run the Unix 'diff command on the two files. Ifthere is no difference, 
then the file has not been corrupted. 

Copying a Configuration File from a Server to the Running Configuration 

Use the copy {ftp: I rcp: I tftp:} running-config command to load a configuration file from a netwo;; 
server to the running configuration of the router (note that running-config is the alias for the 
system:running-config keyword) . The configuration will be added to the running configuration as ift e 
commands were typed in the command-line interface (CLI). Thus, the resulting configuration file will 
be a combination ofthe previous running configuration and the loaded configuration file, with the loaded 
configuration file having precedence. 

You can copy either a host configuration file ora network configuration file. Accept the default value of 
host to copy and load a host configuration file containing commands that apply to one network server in 
particular. Enter network to copy and load a network configuration file containing commands that apply 
to ali network servers on a network. 
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Use the copy {ftp: I rcp: I tftp:} nvram:startup-config command to copy a configuration file from a 
network server to the router startup configuration. These commands replace the startup configuration file 
with the copied configuration file. 

Storing the Running or Startup Configuration on a Server 

Use the copy system:running-config {ftp: I rcp: I tftp:} command to copy the current configuration 
file to a network server using FTP, rcp, or TFTP. Use the copy nvram:startup-config { ftp: I rcp: I tftp:} 
command to copy the startup configuration file to a network server. 

The configuration file copy can serve as a backup copy. 

Saving the Running Configuration to the Startup Configuration 

Use the copy system:running-config nvram:startup-config command to copy the running 
configuration to the startup configuration. 

Some specific commands might not get saved to NVRAM. You will need to enter these commands 
again i f you reboot the machine. These commands are noted in the documentation. We recommend 
that you keep a listing o f these settings so you can quickly reconfigure your router after rebooting. 

Ifyou issue the copy system:running-config nvram:startup-config command from a bootstrap system 
image, a waming will instruct you to indicate whether you want your previous NVRAM configuration 
to be overwritten and configuration commands to be lost. This waming does not appear ifNVRAM 
contains an invalid configuration o r i f the previous configuration in NVRAM was generated by a 
bootstrap system image . 

On ali platforms except Class A file system platforrns, the copy system:running-config 
nvram:startup-config command copies the currently running configuration to NVRAM. 

On the Class A Flash file system platforms, the copy system:running-config nvram:startup-config 
command copies the currently running configuration to the location specified by the CONFIG_FILE 
environment variable. This variable specifies the device and configuration file used for initialization. 
When the CONFIG_FILE environment variable points to NVRAM or when this variable does not exist 
(such as at first-time startup), the software writes the current configuration to NVRAM. I f the current 
configuration is too Iarge for NVRAM, the software displays a message and stops executing the 
command. 

When the CONFIG_FILE environment variable specifies a valid device other than nvram: (that is, 
flash:, bootflash:, slotO:, or slotl: ), the software writes the current configuration to the specified devi c e 
and filename, and stores a distilled version o f the configuration in NVRAM. A distilled version is one 
that does not contain access list information. IfNVRAM already contains a copy of a complete 
configuration, the router prompts you to confirm the copy. 

Using CONFIG_FILE, BOOT, and BOOTLDR Environment Variables 

For the Class A Flash file system platforms, specifications are as follows : 

The CONFIG_FILE environment variable specifies the configuration file used during router 
initialization. 

The BOOT environment variable specifies ali sto f bootable images on various devices . 

The BOOT environment variable specifies a li st of bootable images on various devices. 

The BOOTLDR environment variable specifies the Flash device and fil ename containing the rxboot 
image that ROM uses for booting . 
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Cisco 3600 routers do not use a dedicated \pàt~~_lper !~g)Y(rxboot), which many other routers use 
to help with the boot process. lnstead, the BbQ__TLDR R~ monitor environment variable identifies 
the Flash memory device and filename that are useãâsthe boot helper; the default is the first system 
image in Flash memory. 

To view the contents of environment variables, use the show bootvar EXEC command. To modify the 
CONFIG_FILE environment variable, use the boot config global configuration command. To modify the 
BOOTLDR environment variable, use the boot bootldr global configuration command. To modify the 
BOOT environment variable, use the boot system global configuration command. To save your 
modifications, use the copy system:running-config nvram:startup-config command. 

When the destination o f a copy command is specified by the CONFIG_FILE or BOOTLDR environment 
variable, the router prompts you for confirmation before proceeding with the copy. When the destination 
is the only valid image in the BOOT environment variable, the router also prompts you for confirmation 
before proceeding with the copy. 

Using lhe Copy Command with the Dual RSP Feature 

The Dual RSP feature allows you to install two Route/Switch Processor (RSP) cards in a single router 
on the Cisco 7507 and Cisco 7513 platforms. 

On a Cisco 7507 o r Cisco 7513 router configured for Dual RSPs, i f you copy a file to 
nvram:startup-configuration with automatic synchronization disabled, the system asks ifyou also 
want to copy the file to the slave startup configuration. The default answer is yes. I f automatic 
synchronization is enabled, the system automatically copies the file to the slave startup configuration 
each time you use a copy command with nvram:startuJ)-configuration as the destination. 

The following examples illustrate uses o f the copy command. 

• Copying an Image from a Server to Flash Memory Examples 

Saving a Copy o f an Image on a Server Examples 

Copying a Configuration File from a Server to the Running Configuration Example 

Copying a Configuration File from a Server to the Startup Configuration Example 

Copying the Running Configuration to a Server Example 

Copying the Startup Configuration to a Server Example 

Saving the Current Running Configuration Example 

Moving Configuration Files to Other Locations Examples 

Copying an Image from the Master RSP Card to the Slave RSP Card Example 

Copying an lmage from a Server to Flash Memory Examples 

o 
The following three examples use a copy rcp:, copy tftp:, or copy ftp: command to copy an image file 
from a server to Flash memory: 

Copying an Image from a Server to Flash Memory Example 

Copying an Jmage from a Server to a Flash Memory Using Flash Load Helper Example 

Copying an Jmage from a Server to a Flash Memory Card Partition Example 
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Copying an lmage from a Server to Flash Memory Example 

This example copies a system image named file I from the remo te rcp server with an IP address o f 
172.16.1 O 1.1 O I to Flash memory. On Class B file system platforrns, the Cisco lOS software allows you 
to first erase the contents o f Flash memory to ensure that enough Flash memory is available to 
accommodate the system image . 

Router# copy rcp://netadmin@172.16.101.101/filel flash:filel 

Destination file name [file1]? 
Accessing file 'filel' on 172.16.101.101 ... 
Loading filel from 172 .16.1 01 . 101 (via EthernetO): [OK] 

Erase flash device before writing? [confirm] 
Flash contains files. Are you sure you want to erase? [confirm] 

Copy 'filel' from server 
as 'file1' into Flash WITH erase? [yes / no] yes 

Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee ... erased 
Loading filel from 172 . 16.101 . 101 (via EthernetO) : ! 

[OK - 984/8388608 bytesl 

Verifying checksum ... OK (Oxl4B3) 
Flash copy took 0:00:01 [hh : mm:ss] 

Copying an lmage from a Server to a Flash Memory Using Flash Load Helper Example 

The following example copies a system image into a partition ofFlash memory. The system will prompt 
for a partition number only i f there are two or more read/write partitions o r one read-only and one 
read/write partition and dual Flash bank support in boot ROMs. I f the partition entered is not valid, the 
process terminates. You can enter a partition number, a question mark (?) for a directory display o f ali 
partitions, ora question mark anda number (?number) for directory display of a particular partition. The 
default is the first read/write partition. In this case, the partition is read-only and has dual Flash bank 
support in boot ROM, so the system uses Flash Load Helper. 

Router# copy tftp: flash: 

System flash partition information : 
Partition Size Used Free Bank-Size 

2048K 
2048K 

State Copy-Mode 
1 4096K 2048K 2048K 
2 4096K 2048K 2048K 

Read Only RXBOOT-FLH 
Read/Write Direct 

[Type ?<nO> for partition directory; ? for full directory; q to abort] 
Which partition? [default = 2] 

**** NOTICE **** 
Flash load helper vl . O 
This process will accept the copy options and then terminate 
the current system i mage to use the ROM based image for the copy. 
Routing functionality will not be available during that time . 
If you are l ogged in via telnet, this connection will terminate . 
Users with con sole access can see the results of the copy operation. 

---- ******** 

Proceed? [confirm] 
System flash d irectory, partition 1: 
File 

1 

Length 
3459720 

Name/status 
mas ter/igs-bfpx.l00 - 4.3 

[ 3459784 bytes used, 734520 available, 4194304 total] 
Address or name of remete host [255.255.255.255]? 172 . 16.1 . 1 
Source fi le name? master/igs-bfpx-100.4.3 
Destination file name [default = source name]? 

Loading master/i g s -bfpx.l00-4.3 f rom 172. 16 .1.111: 
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Erase flash device before writing? [confirm] 
Flash contains files . Are you sure? [confirm] 
Copy 'master/igs-bfpx.100-4 . 3' from TFTP server 
as 'master /igs-bfpx.100-4.3' into Flash WITH erase? 

Copying an lmage from a Server to a flash Memory Card Partition Example 

Cisco lOS File System Commands 

The following example copies the file c3600-i-mz from the rcp server at IP address 172.23.1.129 to the 
Flash memory card in slot O o f a Cisco 3600 series router, which h as only one partition. As the operation 
progresses, the Cisco IOS software asks you to erase the fi les on the Flash memory PC card to 
accommodate the incoming file . This entire operation takes 18 seconds to perform, as indicated at the 
end o f the example. 

Router# copy rcp: s1ot0: 

PCMCIA SlotO flash 

Partition Size Used Free Bank-Size State Copy Mode 
1 4096K 3068K 1027K 4096K Read/Write Direct 
2 4096K 1671K 2424K 4096K Read/Write Direct 
3 4096K OK 4095K 4096K Read/Write Direct 
4 4096K 3825K 270K 4096K Read/Write Direct 

[Type ?<no> for partiti.on directory; ? for full dire ctory; q to abor t] 
Which partition? [default = 1] 

PCMCIA SlotO flash directory, partition 1 : 
File Length Name/status 

1 3142288 c3600-j-mz.test 
[3142352 bytes used, 1051952 available, 4194304 tot a l] 

Address or name of remate host [172 .23.1.129]? 
Source file name? /tftpboot/images/c3600-i-mz 
Destination file name [/tftpboot/images/c3600-i-mz] ? 
Accessing file '/tftpboot/images/c3600-i-mz' on 172.23.1.129 . . . 
Connected to 172 . 23.1 . 129 
Loading 1711088 byte file c3600-i-mz: ! [OK] 

Erase flash device before writing? [confirm] 
Flash contains files. Are you sure you want to erase? [confirm] 

Copy '/tftpboot/images/c3600-i-mz' from server 
as '/tftpboot/images/c3600-i-mz' into Flash WITH e rase? [yes/no] y e s 

Erasing device .. . eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee ... erased 
Connected to 172.23.1.129 
Loading 1711088 byte file c3600-i-mz: 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!! ! !!!!!!!! ! !!! ! !!!!!!!!!!!!!!! o 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! . 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

Verifying checksum... OK (OxF89A) 
Flash device copy took 00:00:18 [hh:mm:ss] 
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The following four examples use copy commands to copy image files to a server fo~e-~>·/ 
Copy an lmage from Flash Memory to an rcp Server Example 

Copy an lmage from a Partition o f Flash Memory to a Server Example 

Copying an lmage from a Flash Memory File System to an FTP Server Example 

Copying an lmage from Boot Flash Memory to a TFTP Server Example 

Copy an lmage from Flash Memory to an rcp Server Example 

The following example copies a system image from Flash Memory to an rcp server using the default 
remote usemame. Because the rcp server address and filename are not included in the command, the 
router prompts for it. 

Router# copy flash: rcp: 

IP address of remote host [255.255.255.255]? 172.16.13.110 
Name of file to copy? gsxx 
writing gsxx - copy complete 

Copy an lmage from a Partition of Flash Memory to a Server Example 

The following example copies an image from a particular partition o f Flash memory to an rcp serve r · 
using a remo te usemame o f netadmin I. 

The system will prompt i f there are two o r more partitions. I f the partition entered is not valid, the 
process terminates. You have the option to enter a partition number, a question mark (?)for a directory 
display o f ali partitions, or a question mark and a number (?number) for a directory display o f a 
particular partition. The default is the first partition. 

Router# configure terminal 
Router# ip rcmd remote-username netadmin1 
Router# end 
Router# copy flash: rcp: 
System flash partition information: 
Partition Size Used Free Bank-Size State Copy-Mode 

1 4096K 2048K 2048K 2048K Read Only RXBOOT-FLH 
2 4096K 2048K 2048K 2048K Read/Write Direct 

[Type ?<number> for partition directory; ? for full directory; q to abort] 
Which partition? [1] 2 

System flash directory, partition 2: 
File Length Name/status 

1 3459720 master/igs-bfpx.100-4.3 
[3459784 bytes used, 734520 available, 4194304 total] 
Address or name of remote host [ABC.CISCO.COM]? 
Source file name? master/igs-bfpx.l00-4.3 
Destination file name [master/igs-bfpx.100-4.3]? 
Verifying checksum for 'master/igs-bfpx.100-4.3' (file# 1) . . OK 
Copy 'master/igs-bfpx.100 -4.3 ' from Flash to server 
as 'master/igs -bfpx.100-4.3'? [yes/no] yes 
! ! ! ! ... 

Upload to server done 
Flash copy took 0:00:00 [hh:mm:ss] 

Copying an lmage from a Flash Memory File System to an FTP Server Example 

The following example copies the file c3600-i-mz from partition I ofthe Flash memory card in slot O to 
an FTP serverat IP address 172.23.1.129. 
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Router# show slotO: partition 1 

PCMCIA SlotO flash directory, partition 1: 
File Length Name/status 

1711088 c3600-i-mz 
(1711 152 bytes used, 2483152 available, 4194304 total) 

----. 
/ <, . 

(( 6,0 ~ 
'i'\;.; \ '· 

"-.._ ~ -
Routerij copy slot0:1:c3600-i-mz ftp://myuser:mypass@172.23.1.129/c360Õ~i.m~ 
Verifying checksum for '/tftpboot/cisco_rules/c3600-i-mz' (file# 1 ) . . . OK 
Copy '/tftpboot/cisco_rules/c3600-i-mz' from Flash to server 

as 'c3700-i-mz'? [yes/no) yes 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

Upload to server done 
Flash device copy took 00:00:23 [hh:mm:ss) 

Copying an lmage from Boot Flash Memory to a TFTP Server Exa mple 

The following example copies an image from boot Flash memory to a TFTP server: 

Router# copy bootflash:fi1el tftp://192.168.117.23/filel 

Verifying checksum for 'file1' (file# 1) ... OK 
Copy 'filel' from Flash to server 

as • filel '? [yes/no)y 
! ! ! ! ... 

Upload to server done 
Flash copy took 0:00:00 [hh:mm:ss) 

Copying a Configuration File from a Server to lhe Running Configuration Example 

The following example copies and runs a configuration filename host1-confg from the netadmin1 
directory on the remo te server with an IP address o f 172.16.101.1 O I: 

Router# copy rcp : //netadmin1®172.16.101 . 101/hostl-confg system:running-config 

Configure using host1-confg from 172 . 16.101.101? [confirm) 
Connected to 172.16.101.101 
Loading 1112 byte file host1-confg:! [OK) 
Router# 
%SYS-5-CONFIG: Configured from host1-config by rcp from 172.16.101. 1 01 

Copying a Configuration File from a Server to the Startup Configuration Example 

The following example copies a configuration file host2-confg from a remote FTP server to the startup 
configuration. The IP address is 172.16.1 O 1.1 O I, the remo te usemame is netadmin I, and the remote o 
password is ftppass. 

Router# copy ftp://netadminl:ftppass@172.16.101.101/host2-confg nvram:startup-config 
Configure using rtr2-confg from 172.16.101.101?[confirm) 
Connected to 172.16.101.101 
Loading 1112 byte file rtr2-confg:! [OK) 
[OK) 
Router# 
%SYS-5-CONFIG NV:Non - volatile store configured from rtr2 - config by 
FTP f rom 172.16.101.101 

Copying lhe Running Configuration to a Server Example 

The following example specifies a remote usemame o f netadmin I. Then it copies the running 
configuration file named rtr2-confg to the netadmin I direc tory on the remote host with an IP address o f 
172.16.101.101. 
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Router# configure terminal 
Router(config)# ip rcmd remote-username netadminl 
Router ( config) # end 

Rout e r#copy system:running-config rcp: 
Remete host[) ? 172.16.101.101 

Name of configuration file to write [Rtr2-confg)? 
Write file rtr2-confg on host 172 . 16.101.101 ? [confirm] 
Building con f iguration .. . [OK) 
Connected to 172.16 . 101.101 

Copying the Startup Configuration to a Server Example 

The following example copies the startup configuration to a TFTP server: 

Router#copy nvram:startup-config tftp: 

Remete host[)? 172.16.101.101 

Name of configuration file t o write [rtr2-confg)? <Cr > 
Write file rtr2-confg on host 172.16 . 101.101?[confirm) <Cr> 
! [OK) 

Saving the Current Running Configuration Example 

copy • 

The following example copies the running configuration to the startup configuration. On a Class A Flash 
file system platform, this command copies the running configuration to the startup configuration 
specified by the CONFIG_FILE variable. 

copy system:running-config nvram:startup-config 

The following example shows the warning that the system provides i f you try to save configuration 
information from bootstrap into the system: 

Router(boot)# copy system:running-config nvram:startup-config 

Warning : Attempting to overwrite an NVRAM configuration written 
by a full system image. This bootstrap software does not support 
the full configuration command set . If you perform this command now, 
some configuration commands may be lost. 
Overwrite the p r evious NVRAM configuration?[confirm) 

Enter no to escape writing the configuration information to memory. 

Moving Configuration Files to Other locations Examples 

On some routers, you can store copies of configuration files on a Flash memory device. Five examples 
follow. 

Copying the Startup Configuration to a Flash Memory Device Example 

The following example copies the startup configuration file (specified by the CONFIG_FILE 
environment variable) to a Flash memory card inserted in slot 0: 

copy nvram:s t a r tup-config s l ot O: router - confg 

Copying the Running Configuration to a Flash Memory Device Example 

The following example copies the running configuration from the router to the Flash memory PC card 
in slot 0: 

Rou t er# copy system:running-config slotO:berlin-cfg 

Bu i lding configuration . .. 
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5267 byt e s c opied in 0.7 20 sec s 

Copying to the Running Configuration from a Flash Memory Device Example 

The following example copies the file named ios-upgrade-1 from the Flash memory card in slot O to the 
running configuration : 

Rout e r# c opy slot0 :4:ios-upgrade - l system:running-config 

Copy ' ios -upgrade-1' from fl a s h device 
a s ' r unn ing-config' ? [yes/no ] yes 

Copying to the Startup Configuration from a Flash Memory Device Example 

The following example copies the router-image file from the Flash memory to the startup configuration: 

c opy flash:router-image nv r a m:startup - config 

Copying a Configuration File from one Flash Device to Another Example 

The following example copies the file running-config from the first partition in internai Flash memory 
to the Flash memory PC card in slot I . The checksum o f the file is verified, and its copying time o f ~" 
seconds is displayed. 

Router# c opy flash : 

Sy s tem flash 

Parti t ion Size 
1 4096K 
2 16384K 

slo tl: 

Used 
3070K 
1671K 

Free 
10 25K 

14 71 2 K 

Bank-Size State 
4096K Read/Write 
8192K Read/ Write 

Copy Mede 
Direct 
Direct 

[Type ?<nO > for partit i on directory ; ? for full directory ; q to abort] 
Which partition? [default = 1] 

System flash directory, partition 1 : 
File Length Name / s t atus 

1 314 27 4 8 dirt / images / mars- test / c 3600-j-mz. latest 
2 850 running-config 

[3143 7 28 bytes used , 1 0505 76 available, 4194304 t otal] 

PCMCI A Slot1 flash d i recto ry : 
Fi le Length Name / s t atus 

1 171108 8 dirt / images / c3600-i-mz 
2 85 0 running-config 

[17 120 68 bytes used, 248 2236 a v a i l a ble, 4194304 total] 
Sou rce fi le n ame? running - c onfig 
Des tination f i le name [running - conf ig] ? 
Verifying c hecksum for ' r unning-conf i g' (f ile # 2). . . OK 
Erase f l ash device b e for e wr i t ing? [conf i rm] 
Flash con tain s f iles. Are you sure you want to eras e? [conf i r m] 

Copy ' run n i ng-config ' from f l ash: device 
as ' running - config ' in to slot1: d evice WITH erase? [yes/no) yes 

Erasing d ev ice ... eeeee e eeeeeeeeee eeeeeeee e eeeeeeeee eeeeeeeeeeeee e eeeeeeee . .. erased 

[OK - 850/4194304 bytes] 

Flash device copy took 00:00:30 [hh : mm:ss] 
Verifyi ng checksum... OK (Ox16) 
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Copying an lmage from the Master RSP Card to the Slave RSP Card Example . ··-., "· ;' .. 1 

The following example copies the router-image file from the Flash memor-y·c~~'iiTiis~~~ slot I ofthe 
mas ter RSP card to slot O o f the slave RSP card in the same router: ··--~-
copy slo t l :router -image s laves l o tO: 

Command 

bootconfig 

boot system 

cd 

copy xmodem: flash: 

copy ymodem: flash: 

detete 

di r 

e rase 

ip rcmd 
remote-username 

reload 

show bootvar 

show (Flash file system) 

slave auto-sync config 

verify bootflash: 

Description 

Specifies the device and filename ofthe configuration file from which the 
router configures itself during initialization (startup) . 

Specifies the system image that the router loads at startup. 

Changes the default directory or file system. 

Copies any file from a source to a destination. 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. 

Displays a list o f files on a file system. 

Erases a file system. 

Configures the remote username to be used when requesting a remote 
copy using rcp . 

Reloads the operating system. 

Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the 
configuration register setting. 

Displays the layout and contents of a Flash memory file system. 

Turns on automatic synchronization of configuration files for a 
Cisco 7507 or Cisco 7513 router that is configured for Dual RSP Backup. 

E i ther o f the identical verify bootflash: o r verify bootflash commands 
replaces the copy verify bootflash command. Refer to the verify 
command for more information. 
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delete 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 
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To delete a file from a f'iãslí'"~emory device or NVRAM, use the delete EXEC command. 

delete URL [/force l!recursive] 

URL IFS URL o f the file to be deleted. lnclude the filesystem prefix, 
followed by a colon, and, optionally, the name of a file or directory. 

/force (Optional) Deletes the specified file or directory with prompting you 
for verification. 

Note Use this keyword with caution: the system will not ask you to 
confirm the file deletion. 

/recursive 

EXEC 

Release 

11.0 

(Optional) Deletes ali file s in the specified directory, as well as the 
directory itself 

Modification 

This command was introduced. 

If you attempt to dele te the configuration file or image specified by the CONFIG_FILE or BOOTLDR 
environment variable, the system prompts you to confirm the deletion. Also, ifyou attempt to delete the 
last valid system image specified in the BOOT environment variable, the system prompts you to confirm 
the deletion. 

When you delete a file in Flash memory, the software simply marks the file as deleted, but it does not 
erase the file . To I ater recover a "deleted" file in Flash memory, use the unde1ete EXEC command. You 
can delete and undelete a file up to 15 times. 

To permanently delete ali files marked "deleted" on a linear Flash memory device, use the squeeze 
EXEC command. 

The following example deletes the file named "test" from the Flash filesystem: 

Router# delete flash:teat 
Delete f lash:test? [conf irm] 

Command Description 

cd Changes the default directory or file system. 

di r Displays a list offiles on a file system. 

o 
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• Command 

show bootvar 

squeeze 

undelete 

c 

• 

delele 

Description 

Displays the contents o f the BOOT environment variable, the na me o f the 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the configuration 
register setting. 

Permanently deletes Flash files by squeezing a Class A Flash file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 
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• dir 

di r 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

To display a list o f files on a file system, use the di r EXEC command. 

dir [/ali] rfilesystem: ]rfile-url] 

/ali 

filesystem: 

(Optional) Lists deleted files , undeleted files, and files with errors. 

(Optional) File system or directory containing the files to list, 
followed by a colon. 

file-url (Optional) The name ofthe files to display on a specified device. The 
files can be o f any type . You can use wildcards in the filename. A 
wildcard character (*) matches ali patterns. Strings after a wildcard 
are ignored. 

The default file system is specified by the cd command. When you omit the /ali keyword, the Cisco I 
software displays only undeleted files. 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use the show (Flash file system) command to display more detail about the files in a particular file 
system. 

The following is sample output from the dir command: 

Router# dir slotO: 

Directory of slot O:/ 

1 -rw - 4720148 Aug 29 1997 17:49 : 36 hampton/nitro/c7200-j - mz 
2 - rw - 4767328 Oct 01 1997 18:42:53 c7200-js-mz 
5 -rw- 639 Oct 02 1997 12:09:32 rally 
7 - rw - 639 Oct 02 1997 12 : 37:13 che c i me -

20578304 bytes total (3104544 bytes free) 

Router# dir /a11 slotO: 

Directory o f slotO : / 

- rw - 4720148 Aug 29 1997 17:49 : 36 hampton/nitro/c7200 - j - mz 
2 - rw- 4767328 Oct 01 1997 18 : 42 : 53 c7200 - js-mz 

- rw- 7982828 Oct 01 1997 18:48:14 [rsp - j sv-mz] 
4 - rw - 639 occ 02 1997 1 2 : 09 : 1 7 [c he time] -

o 
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Related Commands 

5 -rw-
6 - rw-
7 -rw-

639 Oct 02 1997 12 :09 :32 rally 
639 Oct 02 1997 12:37:01 [the_time] 
639 Oct 02 1997 12 : 37:13 the time 

Table 26 describes the significant fields shown in the displays. 

Tãble 26 dir Fie/d Descriptions 

Field Description 

Index number of the file . 

dir • 

-rw- Permissions. The file can be any o r ali o f the following: 

d-directory 

r-readable 

• w-writable 

x-executable 

4720148 Size o f the file. 

Aug 29 1997 I 7:49:36 Last modification date. 

hampton/nitro/c7200-j-mz Filename. Deleted files are indicated by square brackets around the 
filename . 

Command Description 

cd Changes the default directory or file system. 

delete Deletes a file on a Flash memory device. 

undelete Recovers a file marked "deleted" on a Class A or Class B Flash file system. 
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• erase 

e rase 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 
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To era se a file system, use the erase l=XEC Cgiílrtíand. The era se nvram: command replaces the write 
erase command and the erase startup-config command. 

e rase jilesystem: 

jilesystem: 

EXEC 

Release 

File system name, followed by a colon. For example, flash: or 
nvram: 

Modification 

This command was introduced. """'\ ________________________________ J 11.0 

When a file system is erased, none o f the files in the file system can be recovered. 

The erase command can be used on both Class B and Class C Flash file systems only. To reclaim space 
on Flash file systems after deleting files using the delete command, you must use the erase command. 
This command erases ali o f the files in the Flash file system. 

Class A Flash file systems cannot be erased. You can delete individual files using the delete EXEC 
command and then reclaim the space using the squeeze EXEC command. You can use the format EXEC 
command to format the Flash file system. 

On Class C Flash file systems, space is dynamically reclaimed when you use the delete command. You 
can also use either the format or erase command to reinitialize a Class C Flash file system. 

The erase nvram: command erases NVRAM. On Class A fi le system platforms, ifthe CONFIG_FILE 
variable specifies a file in Flash memory, the specified file will be marked "deleted." 

The following example erases the NVRAM, including the startup configuration located there: 

erase nvram: 

The following example erases ali ofpartition 2 in internai Flash memory: 

Router# erase flaah:2 

System flash directory, partition 2: 
File Length Name/status 

1 1711088 dirt/images/c3600 - i-mz 
[17 11 152 bytes used, 15066064 available, 16777216 total] 

Erase flash device, partition 2? [confirm] 
Are you sure? [yes /no] : yes 
Eras i ng device.. eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee eeeeeeeeeeeeeeeee ee .. erased 

o 

The following example erases Flash memory when Flash is partitioned, but no partition is specified in 
the command: 

. I 
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Related Commands 

erase • 

Router# erase flash: 

System f lash partition information: 
Partition Size Used Free State Copy-Mode 

RXBOOT-FLH 
Direct 

409 6K 2048K 20 48 K Read Only 
Read/Write 2 4096K 2048K 2048K 2048K 

[Type ?<no> for par tition directory; ? for full direc tory; q to abort] 
Which partition? [default = 2] 

Thc system will prompt only ifthere are two or more read/write partitions. Ifthe partition entered is not 
valid or is the read-only partition, the process terrninates . You can enter a partition number, a question 
mark (?) for a directory display o f ali partitions, o r a question mark and a number (?number) for 
dtrcctory display o f a particular partition. The default is the first read/write partition. 

Syscem : lash directory, partition 2 : 
F1le Length Name/status 

3459720 master/igs-bfpx.l00-4.3 
[ 3459784 bytes used, 734520 a vai lable , 4194304 total] 

Erase :lash device, partition 2? [confirm] <Return> 

Command 

bootconfig 

delete 

more 
nvram:startup-config 

show bootvar 

undelete 

Description 

Specifies the device and filename o f the configuration file from which 
the router configures itself during initialization (startup) . 

Deletes a file on a Flash memory device. 

Displays the startup configuration file contained in NVRAM or 
specified by the CONFIG_FILE environment variable. 

Displays the contents o f the BOOT environment variable, the name o f 
the configuration file pointed to by the CONFIG_FILE environment 
variable, the contents o f the BOOTLDR environment variable, and the 
configuration register setting 

Recovers a file marked "deleted" on a Class A or Class B Flash file 
system. 
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erase bootflash 
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Cisco lOS File System Commands 

The erase bootflash: and erase bootflash commands have identical functions. See the description ofthe 
erase command in this chapter for more information. 

o 
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file prompt 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

file prompt 

To specify the levei o f prompting, use the file prompt global configuration command. 

file prompt [alert I noisy I quiet] 

alert 

noisy 

quiet 

alert 

Global configuration 

Release 

11.0 

(Optional) Prompts only for destructive file operations. This is the 
default. 

(Optional) Confirms ali file operation parameters. 

(Optional) Seldom prompts for file operations. 

Modification 

This command was introduced. 

Use this command to change the amount o f confirmation needed for different file operations. 

This command affects only prompts for confirmation of operations. The router wili always prompt for 
missing information. 

The foliowing example configures confirmation prompting for ali file operations: 

file prompt noisy 
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formal 

format 

.&. 
Caution 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Cisco lOS File System Commands 

To fonnat a Class A or Class C Flash file system, use the format EXEC command. 

Class C Flash File System 

formal .filesystem I: 

Class A Flash File System 

formal (spare spare-number] filesysteml: [[filesystem2:][monlib-filename ]] 

Reserve a eertain number o f memory sectors as spares, so that i f some sectors fail , mosto f the Flash 
memory card can still be used. Otherwise, you must refonnat the Flash card when some ofthe sectors 
f ai!. 

spare 

spare-number 

filesystem 1: 

filesystem2: 

monlib-filename 

(Optional) Reserves spare sectors as specified by the spare-number 
argument when formatting Flash memory. 

(Optional) Number ofthe spare sectors to reserve on fonnatted Flash 
memory. Valid values are from O to 16. The default value is zero. 

Flash memory to fonnat, followed by a colon. , 

(Optional) File system containing the monlib file to use for 
fonnatting filesysteml followed by a colon. 

(Optional) Name ofthe ROM monitor library file (monlib file) to use 
for fonnatting thefilesysteml argument. The default monlib fileis the 
one bundled with the system software. 

When used with HSA and you do not specify the monlib-filename 
argument, the system takes ROM monitor library file from the slave 
image bundle. I f you specify the monlib-filename argument, the 
system assumes that the fi les reside on the slave devices. 

The default monlib file is the one bundled with the system software. 

The default number o f spare sectors is zero (0). o 
EXEC 

Release Modification 

11.0 This command was introduced. 

Use this command to format Class A or C Flash memory file systems . 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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In some cases, you might need to inserta ne~M.éfí\ Flash memory card and load images or backup 
configuration files onto it. Before you can use a new Flash memory card, you must format it. 

Sectors in Flash memory cards can fail. Reserve certain Flash memory sectors as "spares" by using the 
optional spare argument on the format command to specify O to 16 sectors as spares. I f you reserve a 
small number o f spare sectors for emergencies, you can still use mosto f the Flash memory card. If you 
specify O spare sectors and some sectors fail , you must reformat the Flash memory card, thereby erasing 
ali existing data. 

The monlib file is the ROM monitor library. The ROM monitor uses this file to access files in the Flash 
file system. The Cisco lOS system software contains a monlib file. 

In the command syntax,filesystem1: specifies the device to format andfilesystem2: specifies the optional 
device containing the monlib file used to formatfilesystem1 :. lfyou omit the optionalfilesystem2: and 
monlib-filename arguments, the system formatsfilesystem1: using the monlib file already bundled with 
the system software . Ifyou omit only the optional filesystem2: argument, the system formatsfilesystem 1: 
using the monlib file from the device you specified with the cd command. Ifyou omit only the optional 
monlib-filename argument, the system formatsfilesystem1: using thefilesystem2: monlib file. When you 
specify both arguments-filesystem2: and monlib-filename-the system formats filesystem 1: using the 
monlib file from the specified device. You can specify filesystem1:'s own monlib file in this argument. 
I f the system cannot find a monlib file, it terminates its formatting . 

Caution You can read from or write to Flash memory cards formatted for Cisco 7000 series Route Processar 
(RP) cards in your Cisco 7200 and 7500 series routers, but you cannot boot the Cisco 7200 and 7500 
series routers from a Flash memory card formatted for the Cisco 7000 series routers. Similarly, you 
can read from or write to Flash memory cards formatted for the Cisco 7200 and 7500 series routers 
in your Cisco 7000 series routers, but you cannot boot the Cisco 7000 series routers from a Flash 
memory card formatted for the Cisco 7200 and 7500 series routers. 

The following example formats a Flash memory card inserted in slot 0: 

Router# format slotO: 

Running config file on this device, proceed? [confirm] y 
All sectors will be erased, proceed? [confirmly 
Enter volume id (up to 31 characters) : <Return> 
Formatting sector 1 (erasing) 
Format device slotO completed 

When the console returns to the EXEC prompt, the new Flash memory card is formatted and ready for 
use. 

Related Commands Command Description 

cd 

copy 

dele te 

show file systems (Flash file 
system) 

Changes the default directory or file system. 

Copies any file from a source to a destination . 

Deletes a file on a Flash memory device. 

Lists available file systems . 

I J 
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Command 

squeeze 

undelete 

Cisco lOS File System Commands 

Description 

Permanently deletes Flash files by squeezing a Class A Flash 
file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash 
file system. 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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fsck 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

fsck 

To check a Class C Flash file system for damage and repair any problems, use the fsck EXEC command. 

fsck [/nocrc] jilesystem : 

/nocrc (Optional) Omits cyclic redundancy checks (CRCs). 

jilesystem: The file system to check. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

The following example checks the Flash file system: 

Router# fsck flash: 

Fsck operation may take a while. Continue? [confirm] 
flashfs[4] : O files, 2 directories 
flashfs[4] : O orphaned files, O orphaned directories 
flashfs[4] : Total bytes: 81 28000 
f lashfs[4]: Bytes used : 1024 
flashfs[4]: Bytes available : 81269 76 
flashfs[4] : flashfs fsck took 23 seconds . 
Fs c k of flash : complete 

Cisco lOS Confi Fundamentais Command 
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mkdir 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Cisco lOS File System Commands 

To create a new directory in a Class C Flash file system, use the mkdir EXEC command. 

mkdir directory 

directory The name o f the directory to create. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

If you do not specify the directory name in the command line, the router prompts you for it. 

The following example creates a directory named newdir: 

Router# mkdir newdir 

Mkdir file name [newdir)? 
Created dir flash : newdir 
Router# dir 
Directory of flash: 

2 drwx O Mar 13 1993 13:16:21 newdir 

8128000 bytes total (8126976 bytes free) 

Command Description 

di r Displays a list o f files on a file system. 

rmdir Removes an existing directory in a Class C Flash file system. 
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more 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

more • 

To display a file, use the more EXEC command. 

more [/ascii I /binar y I /ebcdic]ji/e-ur/ 

/ascii (Optional) Displays a binary file in ASCII format. 

/binary (Optional) Displays a file in hex/text format. 

/ebcdic (Optional) Displays a binary file in EBCDIC format. 

file-url The URL o f the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The more system:running-config command displays the same output as the show running-config 
command. The more nvram:startup-config command replaces the show startup-config command and 
the show configuration command. 

You can use this command to display configuration files, as follows : 

• The more nvram:startup-config command displays the startup configuration file contained in 
NVRAM or specified by the CONFIG_FILE environment variable. The Cisco lOS software informs 
you whether the displayed configuration is a complete configuration or a distilled version. A 
distilled configuration is one that does not contain access lists. 

• The more system:running-config command displays the running configuration. 

These commands show the version number ofthe software used when you last changed the configuration 
file. 

You can display files on remate systems using the more command. 

The following partia! sample output displays the configuration file named startup-config in NVRAM: 

Router# more nvram:startup - config 

No config uration change since l ast restart 
NVRAM config last update d at 02:03:26 PDT Thu Oct 2 1997 

version 12.1 
service timestamps debug uptime 
service timestamps log uptime 
service password-encryption 
service udp-small-servers 
service tcp-small-servers 
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Related Commands 

Cisco lOS File System Commands 

end 

The following is partia! sample output from the more nvram:startup-config command when the 
configuration file has been compressed: 

Rou t er# more nvram: startup-config 

Using 21542 out of 65536 bytes, uncompressed size 142085 bytes 

v ersion 12 . 1 
serv ice compress-config 

hostname rose 

The following partia) sample output displays the running configuration: 

Router2# more system:running-config 

Building configuration . .. 

Current configuration : 

version 12.1 
no service udp-small-servers 
no service tcp-small-servers 

hostname Router2 

end 

Command 

boot config 

service 
compress-config 

show bootvar 

Description 

Specifies the device and filename o f the configuration file from which the 
router configures itself during initialization (startup ). 

Compresses startup configuration files . o 
Displays the contents o f the BOOT environment variable, the na me o f the 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable , and the configuration 
register setting. 
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pwd 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

pwd 

To show the current setting of the cd command, use the pwd EXEC command. 

pwd 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use thc pwd command to show which directory or file system is specified as the default by the cd 
command. For ali EXEC commands that have an optionalfilesystem argument, the system uses the file 
systcm specified by the cd command when you omit the optionalfilesystem argument. 

For example, the dir command contains an optionalfilesystem argument and displays a list offiles on a 
panicular file system. When you omit thisfilesystem argument, the system shows a list ofthe files on the 
file system specified by the cd command . 

The following example shows that the present working file system specified by the cd command is slot 0: 

Router> pwd 
s lotO: / 

The following example uses the cd command to change the present file system to slot I and then uses 
the pwd command to display that present working file system: 

Router > cd slotl: 
Router > pwd 
s l ot l: / 

Command 

cd 

di r 

Description 

Changes the default directory or file system. 

Displays a list of files on a file system. 
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rename 

rena me 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 
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To rename a file in a Class C Flash file system, use 1Jierename EXEC command. 

rename urll ur/2 

urll The original path and filename. 

ur/2 The new path and filename. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

In the following example, the file named Karen.l is renamed test: 

Router# di r 

Directory o f diskO:/Karen.dir/ 

o -rw- o Jan 21 1998 09:51:29 Karen.1 
o -rw- o Jan 21 1998 09:51:29 Karen. 2 
o -rw- o Jan 21 1998 09:51:29 Karen. 3 
o -rw- o Jan 21 1998 09:51:31 Karen . 4 

243 -rw- 165 Jan 21 1998 09:53:17 Karen . cur 

340492288 bytes total (328400896 bytes free) 

Router# rename diskO:Karen.dir/Karen . l diskO :Karen . dir/test 
Router# dir 

Directory of diskO:/Karen. dir/ 

o -rw- o Jan 21 1998 09:51:29 Karen.2 
o - rw - o Jan 21 1998 09:51:29 Karen. 3 
o -rw- o Jan 21 1998 09:51:31 Karen . 4 

243 -rw- 165 Jan 21 1998 09:53:17 Karen.cur 
o -rw- o Apr 24 1998 09:49: 1 9 test 

340492288 bytes total (328384512 bytes free) 

o 
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rmdir 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

rmdir • 

r>-'~ 
; \ ( ~.x%f) 1; i\ ' 

To remove an existing directory in a Clas~,~ F.:,J_ash file ~.yj,te~, use the rmdir EXEC command. 

\ ' ·,, . ._~ __ :.~:})/ rmdir directory 

directory Directory to delete . 

EXEC 

Release Modification 

11 .3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

The following example deletes the directory named newdir: 

Router# dir 

Directory of flash : 

2 drwx o Mar 13 1993 13:16:21 newdir 

8128000 bytes total (8126976 bytes free) 
Router# rmdir newdir 
Rmdir file name [newdir)? 
Delete flash:newdir? [confirm) 
Removed dir flash:newdir 
Router# dir 
Directory of f las h: 

No files in directory 

8128000 bytes total (8126976 bytes free) 

Command Description 

di r Displays a list offiles on a file system. 

mkdir Creates a new directory in a Class C Flash file system. 

Cisco lOS Configuratíon Fundamentais Command Referenc , 
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• show configuralion 

show configuration 
The show configuration command is replaced by the show startup-config and more 
nvram:startup-config commands. See the description ofthe show startup-config and more commands 
for more information. 

o 
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show file descriplors • 

show fi I e descriptors 
1 / 0{\, '\.' 
i .. ,\ A~ í. .1 i 

\ ' -, - ,x.'V v ' ' 
-~ \,_ / <' i! 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To display a list of open file descriptors, use the sho~ril;.!r~sçJ;tt$'t~rs EXEC command. 

show file descriptors 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

Fi le descriptors are the internai representations of open files . You can use this command to leam i f 
another user has a file open. 

The following is sample output from the show file descriptors command: 

Router# show file descriptors 

File Descriptors : 

FD Position 
o 187392 
1 184320 

Open 
0001 
030A 

PID . Path 
2 tftp: //dirt / hampton/ c4000-i-m.a 
2 flash:c4000-i-m . a 

Table 27 describes the significant fields shown in the display. 

7ãble27 show file descriptors Field Descriptions 

Field Description 

FD File descriptor. The file descriptor is a small integer used to specify 
the file once it has been opened. 

Position Byte offset from the start o f the file . 

Open Flags supplied when opening the file . 

PID Process ID of the process that opened the file. 

Path Location of the file . 
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show file information ~
··· ... _ 

: 
I 

__ $Gv 
/ 

"-... ·, 
\.,..,_ 

.. !'···· show fi I e information .~ · . 

Syntax Description 

Command Modes 

Command History 

Examples 

•.,_,, ~--·· ,...,. 

To display infonnation about a file, use the show file information EXEC command. 

show file informationfi/e-ur/ 

fi/e-ur/ The URL o f the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The following is sample output from the show file information command: 

Router# show file information tftp://dirt/hampton/c2500 - j-l.a 

tftp ://dirt/hampton/c2500-j-l.a : 
type is image (a.out) [relocatable, run from flash] 
file size is 8624596 bytes, run size is 9044940 by tes [8512316+112 248+420344] 
Foreign image 

Router# show file information slot0:c7200-js-mz 

slotO:c7200-js-mz: 
type is image (elf) [] 
file size is 4770316 bytes, run size is 4935324 by tes 
Runnable image, entry point Ox80008000, run from ram 

Router1# show file information nvram:startup-config 

nvram : startup-config: 
type is ascii text 

Table 28 describes the possible file types . 

7ãble28 Possible File 7ypes 

Types Description 

image (a .out) Runnable image in a.out fonnat. 

image (elf) Runnable image in elf fonnat. 

ascii text Configuration file or other text file. 

coff Runnable image in coff fonnat. 

ebcdic Text generated on an IBM mainframe . 

lzw compression Lzw compressed file . 

ta r Text archive file used by the Channel Interface Processa r (CIP). 
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show file systems 

show file systems 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To list available fi le systems, use the show file systems command in EXEC mode. 

show file systems 

This command has no arguments or keywords . 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

Use this command to leam the alias names (Prefixes) o f the file systems your router supports. 

The following is sample output from the show file systems command: 

Router# show file systems 

File Systems: 

Size(b) 

4194 3 04 

131066 

Free(b) 

4190616 
129185 

Type 
opa que 
opa que 
opa que 
opa que 

network 
network 
network 

flash 
nvram 

opa que 

Flags Prefixes 
rw null: 
rw system: 
r o xmodem : 
r o ymodem: 
rw tftp: 
rw rcp: 
rw ftp : 
rw flash: 
rw nvram: 
wo lex: 

Table 29 describes the significant fields shown in the display. 

Tãble29 show file systerns Field Oescriptions 

Type Description 

Size(b) Amount ofmemory in the file system (in bytes). 

Free(b) Amount of free memory in the file system (in bytes). 

Type Type offile system. 

Flags Permissions for fi le system. 

Prefixes Alias for file system. 

disk The file system is for a rotating medium. 

flash The file system is for a Flash memory device. 

:----L-
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Tãble29 

Type 

network 

nvram 

opaque 

rom 

tty 

unknown 

,·· .>--·-..., '\ 
/ .~ o.._ \.\ 

; l\vry Gv ; l 
. . . li- :• f 

show file systems Field Descripii,~mzfcontinu~!,,; 
\. .......~ ~ .r ' ' • / 

' 
? '.,·· - · ' 

Description ~.~ ,__ ....... -'" .. 

The file system is a network file system {TFTP, rcp, FTP, and so 
on). 

The file system is for an NVRAM device. 

The file system is a locally generated "pseudo" file system (for 
example, the "system") or a download interface, such as brimux. 

The file system is for a ROM or EPROM device. 

The file system is for a collection o f terminal devices. 

The file system is o f unknown type . 

Table 30 describes file system flags. 

Tãble 30 Possible File System Flags 

Flag Description 

ro The file system is Read Only. 

rw The file system is Write Only. 

wo The file system is Read/Write. 

o 
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squeeze 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

.6 
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squeeze 

To permanently erase files tagged as "deleted" or "error" on Class A Flash file systems, use the squeeze 
command in EXEC mode. 

squeeze [/nolog] (lquiet]filesystem: 

/nolog 

/quiet 

filesystem: 

EXEC 

Release 

11.1 

12.2{1) 

12.2(4)XL 

12.1(9), 12.0(17)S 
12.0(17)ST, 12.2(2), 
12.2(2)T, 12.2(2)B, 
12.1(9)E 

(Optional) Disables the squeeze log (recovery data) and accelerates 
the squeeze process. 

(Optional) Disables status messages during the squeeze process. 

The Flash file system, foliowed by a colon. Typicaliy flash: or slotO:. 

Modification 

This command was introduced. 

This command was implemented in images for the Cisco 2600 and Cisco 
3600 series. 

This command was implemented in images for the Cisco 1700 series . 

The /nolog and /quiet keywords were added. 

When Flash memory is fuli, you might need to rearrange the files so that the space used by the files 
marked "deleted" can be reclaimed. (This "squeeze" process is required for linear Flash memory cards 
to make sectors contiguous; the free memory must be in a "block" to be usable.) 

When you enter the squeeze command, the router copies ali valid files to the beginning o f Flash memory 
and erases ali files marked "deleted." After the squeeze process is completed, you can write to the 
reclaimed Flash memory space . 

Caution After performing the squeeze process you cannot recover deleted files using the undelete EXEC 
mode command. 

In addition to removing deleted files, the squeeze command removes any files that the system has 
marked as "error". An error file is created when a file write fails (for example, the device is fuli). To 
remove error files, you must use the squeeze command. 

Rewriting Flash memory space during the squeeze operation may take severa! minutes. 

Using the /nolog keyword disables the log for the squeeze process. In most cases thi s will speed up the 
squeeze process. However, i f power is lost or the Flash card is removed during the squeeze process, ali 
the data on the Flash card will be lost, and the device wili have to be reformatted . 

f 
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• squeeze 

Examples 

~ .. 
Note 

Step 1 

Step2 

Cisco lOS File Syslem Commands 

Using the /nolog keyword makes the squeeze process uninterruptible. 

Using the /quiet keyword disables the output of status messages to the console during the squeeze 
process. 

I f the optional keywords are not used, the progress o f squeeze process will be displayed to the console, 
a log for the process will be maintained, and the squeeze process is interruptible. 

On Cisco 2600 or Cisco 3600 series routers, the entire fil e system needs to be erased once before the 
squeeze command can be used. After being erased once, the squeeze command should opera te properly. 
on the Flash file system for the rest o f the Flash file system 's history. 

To erase an entire flash file system on a Cisco 2600 or 3600 series router, perform the following steps: 

lfthe Flash file system has multiple partitions, enter the no partition command to remove the partitions. 
The reason for removing partitions is to ensure that the entire Flash file system is erased. The squeeze 
command can be used in a Flash file system with partitions after the Flash file system is era;;ed once. 

=~~~-rase co-mm~e the F~~~------·__) 

In the following example, the file named "config I" is deleted, and then the squeeze command is used to 
reclaim the space used by that file. The /nolog option is used to speed up the squeeze process. 

Router# delete configl 
Delete filename [config1]? 
Delete slotO:conf? [confirm] 
Router# dir slotO: 
! Note that the deleted file name appears in square brackets 
Directory of slotO:/ 

1 -rw- 4300244 Apr 02 2001 03:18:07 c72 00-boot-mz.122-0.14 
2 -rw- 2199 Apr 02 2001 04:45:15 [config1] 
3 -rw- 4300244 Apr 02 2001 04:45 :23 ima ge 

20578304 bytes total ( 11975232 bytes free) 
!20,578,304 - 4,300,244 - 4,300,244 - 2,199 - 385 = 11975232 

Router# squeeze /no1og slotO: 
%Warning: Using /nolog option would render squeeze operation uninterruptible. 
All deleted files will be removed. Continue? [conf i rm] 
Squeeze operation may take a while. Continue? [conf irm] 

Squeeze of slotO completed in 291.832 secs . 
Router# dir s1ot0: 
Directory of slotO:/ 

1 -rw-
2 -rw-

4300244 
4300244 

Apr 02 2001 03:18:07 c 7200-boot-mz .122 -0 .14 
Apr 02 2001 04:45:23 image 

20578304 bytes total (11977560 bytes f ree) 
! 20,578,304 - 4,300,244 - 4,300,244 - 256 = 11977560 

o 
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squeeze 

Related Commands Command Description 
... . .. 

'"" ...... ·-· .......... ,. ........ ~ 

delet e Deletes a file on a Flash memory device . 

di r Displays a list o f files on a file system. 

undelete Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

( __ 

c 
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undelete 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

To recover a file marked "deleted" on a Class A or Class B Flash file system, use the undelete EXEC 
command. 

undelete index [filesystem:] 

index 

filesystem: 

A number that indexes the fi le in the dir command output. 

(Optional) A file system containing the file to undelete, followed by 
a colon. 

The default file system is the one specified by the cd command. 

EXEC 

Release Modification 

11.0 This command was introduced. 

For Class A and B Flash file systems, when you delete a file, the Cisco lOS software simply marks the 
file as deleted, but it does not erase the file . This command allows you to recover a "deleted" file on a 
specified Flash memory device. You must undelete a file by its index because you could have multiple 
deleted files with the same name. For example, the "deleted" list could contain multiple configuration 
files with the name router-config. You undelete by index to indicate which ofthe many router-config files 
from the list to undelete. Use the dir command to Ieam the index number ofthe file you want to undelete. 

You cannot undelete a file if a valid (undeleted) file with the same name exists. Instead, you first delete 
the existing file and then undelete the file you want. For example, ifyou had an undeleted version ofthe 
router-config file and you wanted to use a previous, deleted version instead, you could not simply 
undelete the previous version by index. You would first delete the existing router-config file and then 
undelete the previous router-config file by index. You can delete and undelete a file up to 15 times. 

On Class A Flash file systems, i f you try to recover the configuration file pointed to by the 
CONFIG_FILE environment variable, the system prompts you to confirm recovery ofthe file . This 
prompt reminds you that the CONFIG_FILE environment variable points to an undeleted file . To 
permanently delete ali files marked "deleted" on a Flash memory device, use the squeeze EXEC 
command. 

On Class B Flash file systems, you must use the erase EXEC command to recover any space taken up 
by deleted files . 

The following example recovers the deleted file whose index number is I to the Flash memory card 
inserted in slot 0: 

unde le ce 1 s lo tO : 
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undelete 

Related Commands Command 

delete Deletesã-file on a Flash memory device. 

di r Displays a list o f files on a file system. 

squeeze Permanently detetes Flash files by squeezing a Class A Flash file system. 
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verify 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 
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····... ~ ~ -·~ .. .---···,:>/ 
To verify the checksum of a file on a Flà'ltll.memóiy file system, use the verify EXEC command. 

verify filesystem: [file-url] 

jilesystem: 

file-url 

Flash memory file system containing the file s to list, followed 
by a colon. Standard file system keywords for this command 
include flash:, bootflash: , and slotO:. 

(Optional) URL ofthe file to verify. Generally this consists only 
o f the filename(s), but you may also specify directories (file 
paths ), separated by forward-slashes (/). The files can be o f any 
type . You can use wildcards in the filename . A wildcard 
character (*) matches ali pattems. Strings after a wildcard are 
ignored. 

The current working device is the default device. 

EXEC 

Release Modification 

11.0 This command was introduced. 

This command replaces the copy verify and copy verify flash commands. 

Use the verify command to verify the checksum of a file before using it. 

Each software image that is distributed on disk uses a single checksum for the entire image. This 
checksum is displayed only when the image is copied into Flash memory; it is not displayed when the 
image file is copied from one disk to another. 

To display the contents ofFiash memory, use the show flash command. The Flash contents listing d 
not include the checksum of individual files. To recompute and verify the image checksum after th 
image has been copied into Flash memory, use the verify command. 

Note The verify command only performs a check on the integrity ofthe file after it has been saved in the file 
system. 1t is possible for a corrupt image to be transferred to the router and saved in the file system 
without detection. 
To verify that a Cisco lOS software image was not corrupted while it was transfered to the router, copy 
the image from where it is stored on your router to a Unix server. Also copy the same image from CCO 
(Cisco.com) to the same Unix server. (The name may need to be modified ifyou try to save the image 
in the same directory as the image that you copied from the router.) Then run a Unix diff command on 
the two Cisco lOS software images. lfthere is no difference then the image stored on the router has not 
been corrupted. 
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Examples 

Related Commands 

verify 

The following example verifies that the file named c7200-js-mz is on the Flash memory card inserted in 
slot 0: 

Router# dir slotO: 
Directory of slotO: / 

1 -rw- 4720148 Aug 29 1997 17:49 :3 6 hampton/nitro/c7200-j-mz 
2 -rw- 4767328 Oct 01 1997 18:42:53 c7200-js-mz 
5 - rw- 639 Oct 02 1997 12 : 09:32 rally 
7 -rw- 639 Oct 02 1997 12 : 37 : 13 the time -

20578304 bytes total (3104544 bytes free) 
tw3-7200-1# verify slotO: 
Verify filename []? c7200-js-mz 
Verified s lotO: 

The following example also verifies that the file named c7200-js-mz is on the Flash memory card 
inserted in slot 0: 

Router# verify slotO:? 
slotO:c7200-js-mz slotO:rally slotO : hampton/nitro/c7200-j-mz slotO:the_time 

Router# verify s1otO:c7200-js-mz 
Verified slotO:c7200-js-mz 

Command 

cd 

copy 

di r 

pwd 

show file systems 

Description 

Changes the default directory or file system. 

Copies any file from a source to a destination, use the copy 
EXEC command. 

Displays a list of files on a file system. 

Displays the current setting o f the cd command. 

Lists available file systems. 
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• write erase 

write erase 
The write erase command is replaced by the erase nvram: command. See the description ofthe erase 
command in this chapter for more information. 

o 
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write tenninal . . · ~ ......... 
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write terminal 
The more system:running-config command replaces the write terminal command. See the description 
o f the more command in this chapter for more information . 
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Smart Serial Connector Cables . . : !)..~ fv ) ~i 1. 

The following cables are specific to the new dual-serial port WAN interface cards and,feafure Cisco'sJ{'whompact, high­
density Smart Serial connector to support a wide variety of electrical interfaces when used with·:ttt:e-~priate transition 
cable. Two cables are required to support the two ports on the WIC. Each port on a WIC carlsuppm'f a different physical 
interface (protocol and DTE/DCE). 

Table 9-9: Smart Serial Connector Cables 

WAN Interface Card CableType Product Number 

WIC-2NS (up to 128 kbps Sync or 115.2 kbps 
Async) 

V35 DTE CAB-SS-V35MT(=) 

WIC-2T (high speed serial) V35 DCE CAB-SS-V35FC(=) 

RS-232 DTE CAB-SS-232MT(=) 

RS-232 DCE CAB-SS-232FC(=) 

RS-449 DTE CAB-SS-449MT(=) 

RS-449 DCE CAB SS-449FC(=) 

X.21 DTE CAB-SS-X21 MT(=) 

X.21 DCE CAB-SS-X21 FC(=) 

RS-530 DTE CAB-SS-530MT(=) 

RS-530 A DTE CAB-SS-530AMT(=) 

Visit Cisco Connection Online at www.cisco.com 

Length 

I O ft (3.048 m) 

I O ft (3.048 m) 

I O ft (3.048 m) 

I O ft (3.048 m) 

10 ft (3 .048 m) 

I O ft (3.048 m) 

lO ft (3.048 m) 

lO ft (3.048 m) 

10 ft(3.048 m) 

10ft (3.048 m) 

Gender 

Mal e 

Female 

Mal e 

Female 

Mal e 

F e mal e 

Mal e 

Female 

Mal e 

Mal e 
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CHAPTE 

Overview of Cisco 3700 Series Routers 

Cisco 3700 series routers are modular access routers with LAN and WAN connections that can be 
configured by means of interchangeable network modules and interface cards. 

This chapter describes the features and specifications ofthe routers and includes the following sections: 

• Hardware Features, page I -1 

Modules, Interface Cards, and Memory, page 1-3 

• Memory, page I -4 

• Power Supply Options, page I -5 

System Specifications, page 1-7 

• Regulatory Compliance, page 1-8 

Hardware Features 

Cisco 3725 

OL-2180-04 

Cisco 3700 series includes the Cisco 3725 and the Cisco 3745 routers, which provide the following 
features: 

• Cisco 3700 compact Flash cards 

• Advanced integration module (AIM) slots 

Support for double-width network modules 

• Two sockets for synchronized DRAM (SDRAM) 

• User-configurable memory (shared memory or processar memory) 

• Two FastEthemet ports 

• High-speed console and auxiliary ports (up to 115.2 kbps) 

Cisco 3725 routers include the following additional features: 

• High-performance 240-MHz Reduced Instruction Set Computer (RISC) processar 

• Up to 256 MB SDRAM 

Up to 128MB Flash memory 

• Two slots for network modules, one of which can accommodate a double-width network module 

• Three interface card slots 

Cisco 3700 Series Hardware 
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Hardware Features 

Cisco 3745 

Chapter 1 Overview of Cisco 3700 Series Routers 

• Two Cisco 3700 compact Flash slots (one externai and one internai) 

• Two AIM slots 

Can be installed in a 19- or 23-inch rack or on a desk 

Supports the Cisco Redundant Power System 

2 rack units (RU) chassis height 

Figure 1-1 shows the rear pane! o f the Cisco 3725 . 

Figure 1-1 Rear Pane! of the Cisco 3725 Router 

1 Double-width network module slot 6 Compact Flash slot 

2 Interface card slots 7 FastEthernet 0/0 port 

3 Power supply 8 FastEthernet 011 port 

4 Auxiliary port 9 Single-width network module slot 

5 Console port 

Cisco 3745 routers include the following additional features: 

• High-performance 350-MHz RISC processar 

Up to 256 MB SDRAM 

Up to 1L8 MB Flash memory 

c;; 
"' "' "' 

Four slots for network modules that can accommodate up to two double-width network modules 

Three interface card slots 

Two Cisco 3700 compact Flash slots (one externai and one internai) 

Two AIM slots 

Can be insta ll cd in a !9- or 23 -inch rack or on a desk 

Supports the C isco Redundant Power System 

3 rack units (RU) chassis he ight 

Cisco 3700 Series Hardware lnstallation Guide 
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Modules, Interface Cards, and Memory 

Fi gure 1-2 shows the rearpanel of the Cisco 3745 . 

Figure 1-2 Rear Pane/ of the Cisco 3745 Router 

1 Interface card slots 6 Cisco 3700 compact Flash slot 

2 Network modules 7 Auxiliary port 

3 Power supply 8 Console port 

4 FastEthernet 0/0 port 9 Power supply 

5 FastEthernet 011 port 10 Network modules 

Modules, Interface Cards, and Memory 

Ol-2180-04 

The latest information on network modules, WAN interface cards (WICs), voice interface cards (VICs), 
advanced integration modules (AIMs), and memory is available online and on the documentation 
CD-ROM. 

• For information on installing network modules, refer to the following documents: 

- Quick Start Guide: Network Modulesfor Cisco 2600 Series, Cisco 3600 Series, and Cisco 3 700 
Series Rourers 

- Cisco Ne twork Modules Hardware fn srallation Guide 

• For in fo rmation on installing WICs and VICs, refer to the fo llowing docum ents: 

- Quick Starr Guide: lnwface Cards for Cisco 1600, 1700, 2600. 3600, and 3 700 Series 

- Cisco 111Terfuce Cards Hardware lnstallalion Guide 

• For in fo rmati on on installing AIMs, refe r to the following documents: 

- AIM lnsrullat ion Quick Srarr Guide: Cisco 2600, 3600. und 3700 Series 

- lns talling Advanced ln tegrurion Modules in Cisco 2n00 Series. Cisco 3600 Scries. and Cisco 
3 700 Series Routers 

'
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Chapter 1 Overview of Cisco 3700 Series Routers 

Memory 

..--:-:;:------. 
/ ::,)>.;._"" ""\For information about installing DRAM, SDRAM, NVRAM, and Flash memory SIMMs, refer to 

1
/ ( "' \.\· .. \,lhe following hardware configuration notes: 

I ~ 'J"o-. ~ ' 

l ·. \, ~ W) } - Upgrading S1·stem Mem01:v in Cisco 3 700 Series Routers 

\' -,,_ f)-. ', .f - lnslalling Field Repluceable Un ils in Cisco 3745 Rou/ers 

''-...-. .. ~"?:._~·:.>{ For information about installing compact Flash memory cards, refer to the following hardware 
configuration note: 

Memory 

- lnstulling and Formatling Cisco 2691. Cisco 3631 , and Cisco 3700 Compac/ Flash Memory 
Curds 

Cisco 3 700 series routers support the following types o f memory: 

SDRAM-Serves two functions : lt stores the running configuration and routing tables and is used 
for packet buffering by the network interfaces. Cisco lOS software executes from SDRAM memory. 

o NVRAM-Stores the system configuration file and the virtual configuration register. (For more 
information, see Appendix C, "Configuration Register.") 

Compact Flash memory-Stores the operating system software image. You can increase compact 
Flash memory by adding Cisco 3700 compact Flash cards. Refer to the l nstal!ing and Formatting 
Cisco 3631, and Cisco 3700 Compact Flash Memory Cards document. 

o EPROM-based memory-Stores the ROM monitor, which allows you to boot an operating system 
software image from Flash memory or Cisco Flash. 

Table 1-1 and Table 1-2 list processor and memory specifications for Cisco 3700 series routers. 

Tãble 1-1 Cisco .1725 Router Processar and Memory Specilícations 

Description Specification 

Processor 240-MHz PMC-Sierra RM7061A RISC processor 

SDRAM 128 to 256MB 

NVRAM 56 KB 

Compact Flash 32, 64, or 128 MB 

Boot ROM 512 KB 

o 
Tãble 1-2 Cisco 3745 Router Processar and Memory Specilícations 

Description Specification 

Processor 350-MHz PMC-Sierra RM7000A RISC processor 

SDRAM 128 to 256MB 

NVRAM 152 KB 

Compact Flash 32, 64 , or 128 MB 

Boot ROM 704 KB 

Cisco 3700 Series Hardware lnstallation Guide 
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Chapter 1 Overview of Cisco 3700 Series Routers 

Power Supply Options 

Power Supply Options 
Table 1-3 lists the power supply options supported by Cisco 3 700 series routers . Depending on the 
configuration specified when you placed your order, your router may not support ali o f these options. 

lãble 1-3 Power Supply Options for Cisco 3700 Series Routers 

Power Supply Option Cisco 3725 
1
Cisco 3745 

AC input power Yes ;ves 

DC input power No 1Yes 

-48V telephony power module provides inline power to IP phones Yes ;ves 

Dual hot-swappable power supplies No 
1
Yes 1 

Compatible with Cisco Redundant Power System Yes ;ves 

I. Duc to increased power consumption in high-tcmperature environments, a fully loadcd Cisco 3745 rcquircs both powcr 
supplics when ambient temperaturc cxceeds 40"C. Cisco 3745 routers operating undcr these conditions do not support thc 
onlinc rcplaccment of power supplies. 

Internai -48V T elephony Power Modules 

Ol-2180-04 

Cisco 3 700 series routers provi de inline power to IP phones connected to the router through Ethemet 
Switch Network Modules. This power is supplied by special -48V modules that connect directly to the 
chassis power supplies in Cisco 3725 and Cisco 3745 routers. A single -48V power module meets the 
power needs ofup to 36 IP phones. A Cisco 3745 router with two -48V power modules installed provides 
redundant power for up to 36 IP phones. Figure 1-3 and Figure 1-4 show the -48V power modules as 
they appear when installed in Cisco 3700 series routers . 

Cisco 3700 Series Hardware 
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Chapler 1 Overview of Cisco 3700 Series Roulers 

Power Supply Options 

Figure 1-3 Cisco 3725 Router with Optionai-48V Power Module lnstalled 

power module 

power module 

Figure 1-4 Cisco 3745 Router with Optionai-48V Power Modules lnstal/ed 

-48V power modules 

Ciscp ~700 Series Hardware lnslallalion Guide 
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,/~ System Specifications 
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// "" '\ 
System Specifications \; ~C\; 0 _) _/ 

Table 1-4 and Table 1-5 list Cisco 3700 series system specifica~:~~.S:,:/ 
Tãble 1-4 Cisco 3725 Router System Specifications 

Description Specification 

Dimensions (H x W x D) 3.5 x 17.1 x 15.0 in . (8 .9 x 43.4 x 38.1 em), 2 RU chassis height 

Weight 14 lb (6.4 kg) 

Input voltage, AC power supply 100 to 240 VAC, autoranging 
Frequency 47 to 63Hz 
Input surge current (AC) 50 A maximum, one cycle (-48 V power module included) 

Power dissipation 135 W (maximum) 

Console and auxiliary ports RJ-45 connector 

Operating humidity 5 to 95%, noncondensing 

c Operating temperature 32 to 104°F (O to 40°C) 

Nonoperating temperature -40 to 162°F (-40 to 72°C) 

Noise levei 52 dBA (maximum) 

Regulatory compliance FCC Part 15 Class A. 

For additional compliance information, refer to the Cisco 2600 

• Series, Cisco 3600 Series, and Cisco 3 700 Series Regulatory 
Comp/iance and Safety ln.formation document that accompanied the 
router. 

Safety compliance UL 60950; CAN/CSA C22.2 No. 60950-00; IEC 60950, EN 60950; 
AS/NZS 3260; TSOO I 

• Cisco 3700 Series Hardwa 

Ol-2180-04 



Regulatory Compliance 
Chapter 1 Overview of Cisco 3700 Series Routers 

lãble 1-5 Cisco 3745 Router System Specilications 

Description Specification 

Dimensions (H x W x D) 

Weight 

Input voltage, AC power supply 
Frequency 
Input surge current (<\C) 

Input rating, DC power supply 
Operational between 
Input surge current (DC) 

Power dissipation 

Console and auxiliary ports 

Operating humidity 

Operating temperature 

Nonoperating temperature 

Noisc levei 

Regulatory compliance 

Safety compliance 

5.25 x 17.25 x 15.00 in . (13 .3 x43.8 x 38.1 em), 3 RU chassis height 

32 lb (14.5 kg) , including chassis and four network modules 

1100 to 240 VAC, autoranging 
;47 to 63 Hz 
80 A maximum one cycle (-48 V power module included) , 

-48 to -60 VDC, I O A maximum 
-38 to -75 VDC, lO A maximum 
50 A, < lO ms 

230 W (maximum) 

RJ-45 connector 

5 to 95%, noncondensing 

32 to 104°F (O to 40°C) 1 

-40 to 162°F ( -40 to 72°C) 

60 dBA (maximum) 

FCC Part 15 Class A. 

For additional compliance information, refer to the Cisco 2600 
Series, Cisco 3600 Series, and Cisco 3700 Series Regulatory 
Compliance and Saf"ety !nf"ormation document that accompanied the 
router. 

UL 60950; CAN/CSA C22.2 No. 60950-00; IEC 60950, EN 60950; 
AS/NZS 3260; TSOOl 

I. Dueto increased power consumption in high-temperarure environments, a fully loadcd Cisco 3745 requires both power 
supplies when ambient temperature exceeds 40"C. 

Regulatory Compliance 
For compliance information, refer to the Cisco 2600 Series, Cisco 3600 Series , and Cisco 3 700 Series 
Regulator:v Compliance and Safety lnformation document that accompanied the router. · 

Cisco 3700 Series Hardware lnstallation Guide 

Ol-2180-04 



c-

c 

, RQS no 03/2005 - I.N 
CPMI - CORRE IO~ . 

. Fls , 1 3 2 1 I 
1J'Q~c: 3 6 9 7 /' 

l._ . ___ ___ ·~· -~ ~- --------.. 



• 

( 

• 

CISCO SYSTEMS 

Cisco Products 

~:~~~-/~ . . ~~*~ ~ 
·\·:~I~i . sX •.. 

·· ~ ··.;·\ -.. :. 
'J . 

Quick Reference Guide 
April 2003 

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
http://www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

Customer Order Number: DOC-785983 
Text Part Number: 78-5983-11 

Cisco Products Quick Reference Guide 
Copyright © 2003 , Cisco Systems, In c. 
Ali rights reserved . 

3697 



c 

• 

c 

...,.~.~~ 

/'/>·-:~\ 
(o( A~o~. );) 
, · •·.<A V ,., ) 
\\. '\--~ '", '~~<<./ 

'···~ .. Y 

General Disclaimer 
Although Cisco has attempted to provide accurate information in 
this Guide, Cisco assumes no responsibility for the accuracy of 
the information. Cisco may change the programs or products 
mentioned at any time without prior notice. Mention of 
non-Cisco products or services is for information purposes only 
and constitutes neither an endorsement nor a recommendation o f 
such products or services or o f any company that develops or 
seUs such products or services. 
ALL INFORMATION PROVIDED ON THIS WEB SITE IS 
PROVIDED "AS IS," WITH ALL FAULTS, AND WITHOUT 
WARRANTY OF ANY KIND, EITHER EXPRESSED OR 
IMPLIED. CISCO AND ITS SUPPLIERS DISCLAIM ALL 
WARRANTIES, EXPRESSED OR IMPLIED INCLUDING, 
WITHOUT LIMITATION, THOSE OF MERCHANTABILITY, 
FITNESS FOR A PARTICULAR PURPOSE AND 
NONINFRINGEMENT, OR ARISING FROM A COURSE OF 
DEALING, USAGE, OR TRADE PRACTICE. 
CISCO AND ITS SUPPLIERS SHALL NOT BE LIABLE FOR 
ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR 
INCIDENTAL DAMAGES INCLUDING, WITHOUT 
LIMITATION, LOST PROFITS OR REVENDES, COSTS OF 
REPLACEMENT GOODS OR SERVICES, LOSS OR 
DAMAGE TO DATA ARISING OUT OF THE USE OF THE 
GUIDE OR ANY CISCO PRODUCT OR SERVICE, OR 
DAMAGES RESULTING FROM USE OF OR RELIANCE ON 
THE INFORMATION PROVIDED, EVEN IF CISCO OR ITS 
SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY 
OF SUCH DAMAGES. 
Many o f the Cisco products and services identified in this Guide 
are provided with written software licenses and limited 
warranties. Those licenses and warranties provide the purchasers 
ofthose products with certain rights. Nothing in this Guide shall 
be deemed to expand, alter, or modify any warranty or license 
provided by Cisco with any Cisco product, or to create a~;-;;LY03:;;-;;~"Tiw0'3-12-00-5 -_ ~ 
or additional warranties or licenses . / CPMI · Cf }RREI 
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lntroduction 

Cisco Products Quick Reference Guide (CPQRG) 

CPQRG Background 

The Cisco Products Quick Reference Guide (CPQRG) is a handy, compact reference 
tool that includes brief product overviews, key features, sample part numbers, and 
abbreviated technical specifications for many o f Cisco 's products. The CPQRG is 
primarily published to support Cisco partners, resellers, sales account teams, and even 
end-user customers who need a broad, high-level overview of Cisco products, but at 
that moment do not have access to Cisco 's Web si te, the Cisco Connection Online 
(CCO) at http://www.cisco.com. 
Because this book is only published twice per year, there are likely to be new products, 
configurations, and part numbers not included in this edition. Note: For the most 
up-to-date and comprehensive information about Cisco products and solutions, please 
refer to our on-line information or consult a Cisco representative. 

CPQRG Ordering lnformation 

Additional printed copies o f this book can be purchased on an as-needed basis or 
through an annual subscription. To order, see http://shop.cisco.com/login. 
For questions regarding the CPQRG ordering process, please send an email to 
companystore@external.cisco.com. 
For questions, comments or to download an Adobe PDF version of the CPQRG, go to 
http://www.cisco.com/go/guide. 

How to Get More Complete Product lnformation 
Cisco Product For more comprehensive information on ali of Cisco's products, pease referto the Cisco Product Cataog at: 
Catalog http://wwwcisco.com/univercd/cc/td/doc/pcat/ 

Cisco Connection For even more complete productand solution ilformation, please go to CCO at lttp://www.cisco.com. 
Online (CCO) In addition to product, technology. and networksolutions support, CCO provides a wealth of information including 

how tofind an authorized repesentative or partner, howto order products, technicalsupport/customerservice, 
Cisco Corporate new; and information, and links to training/ewnts/seminars. 
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Cisco Systems Overview //"J..~~\ 
Cisco Systems, Inc. is the worldwid~ leader i.n networking for t~e Internet. Cisco's ( ( ~O \ t I 
Internet Protocol-based (IP) networkmg solutwns are the foundatwn ofthe Internet and\ \\~v C(; I 1 

most corporate, education, and govemment networks around the wor1d. Cisco provides \ c'\.__ .. / ;/ 
the broadest 1ine of so1utions for transporting data, voice and video within bui1dings, ~Y 
across campuses, or around the wor1d. 
Today, the Internet and computer networking are an essential part ofbusiness, learning 
and personal communications and entertainment. Virtually all messages or transactions 
passing over the Internet are carried quick1y and securely through Cisco equipment. 
Cisco so1utions ensure that networks both pub1ic and private operate with maximum 
performance, security, and flexibility. In addition, Cisco solutions are the basis for most 
large, complex networks used by corporations, public institutions, telecommunication 
companies, and are found in a growing number o f medium-sized commercial 
enterprises. 
Cisco was founded in 1984 by a group o f compu ter scientists from Stanford University. 
Since the company's inception, Cisco engineers have been prominent in advancing the 
development ofiP- the basic language to communicate over the Internet and in private 
networks. The company's tradition of innovation continues today with Cisco creating 
1eading products and key techno1ogies that will make the Internet more useful and 
dynamic in the years ahead. These technologies include: advanced routing and 
switching, voice and vídeo over IP, optical networking, wireless, storage networking, 
security, broadband, and content networking. 
In addition to technology and product leadership, Cisco is recognized as an innovator 
in how business is conducted. The company has been a pioneer in using the Internet to 
provide customer support, sell products, offer training, and manage finances. Drawing 
upon the company's own Internet best practices and core-value of customer focus, 
Cisco has established the Internet Business Solutions Group (IBSG) dedicated to 
helping top business leaders transform their own businesses into e-businesses. 
As a company, Cisco operates on core values of customer focus and corporate 
citizenship. The company 's philanthropic efforts are committed to helping 
communities prosper whi1e a1so encouraging Cisco employees to leam about the needs 
o f the communities where Cisco operates. Also, to help bolster education around the 
world, the company has founded Cisco Networking Academies in 128 countries 
dedicated to teaching students to design, build, and maintain computer networks. 
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Cisco Channel Partner Program . "--~~ 

Whether you provide services, solutions ora combination ofboth, Cisco is committed .. ~--0\\ 
to your success. The Cisco Channel Partner Program can help partners create a i tf)..,.O } ·: i 
sustainable business model in a fast-changing environment, where customers requl(eAJ 0 / ) 
value-added services, focused technical expertise, and higher leveis o f satisfactiori, AS.'··----<·(,,/ 
a Cisco certified partner, you'll have the backing of the Cisco brand, and access to · -... _ _:__;,.,:/ 
world-class products and service packages, technical support, productivity tools, 
online training, marketing resources and sales promotions. 
The Partner Program integrates the technology focus of each Cisco Partner 
Specialization, flexible individual career certification requirements, customer 
satisfaction targets, and pre- and post-sales support capabilities. These elements make 
up the points-based structure of the overall program requirements. There are three 
partner certification leveis: Gold Certification, Silver Certification, and Premier 
Certification . 
The Partner Program requires every partner to specialize in technology areas as part of 
the program requirement. You may choose the technology area for Specialization, but 
must earn a minimum number of Specialization points to become certified. You may 
decide to be strictly a specialized partner or specialize your organization as a means to 
achieving certification. Either way, you'll have access to structured training roadmaps, 
free online technical and sales education and video-on-demand content to build your 
knowledge and skilllevel through the Partner E-Leaming Connection 
http://cisco.partnerelearning.com 

For More lnformation 

See the Channel Partner Program Web Site: 
http://www.cisco.com/go/channelprograms 
If you are interested in reselling Cisco product without becoming certified or 
specialized, see http://www.cisco.com/go/reseller 

Reseller and Customer Support 

Reseller Sales and Technical Assistance Contact lnformation 

Customer Help Lines 
US Distribution Presales Helplines1 

Presales-Partner/Reseller Helpline 

Post-Sales-Technical Assistance Center (TAC) 

Contact lnformation 
Comstor: 800-COMSTOR, option 3 
lngram Micro: 800-445-5066, ente r lngram customer 11, dia I 
extension 24041 
Tech Data : 800-237-8931, extension 77776 
800 553-6387 (within U.S.I 
408 526-7208 (outside U.S.I 
http://QscoPa rtner. c usth elp.c o m/ 
800 553-6387 (within U.S.I 
408 526-7209 (outside U.S.) 
tac@cisco.com (e-mail) 

1. Follow vaie e prompts to access: Pre-sales Assistance of Network Validation & Product lnformation, Reseller 
Support, Customer Servi c e, Service Contract Sales, Reporting a technical problem/open a trouble ticket and 
Seminars, Events, Training & Certification 

Cisco Channel Partner Program 
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Helpful Cisco Web Sites 

Cisco Web Site 
Worldwide Contacts 

Cisco office bcations; directions; maps; and sales, partners, and channel 
contacts. 
Partner Relationship Central 

Finda ChanneiAccount Manager (CAM). DiS:ributor, apply to the Cisco 
Channel Partner Program, o r update your profile. 

http://wwwcisco.com/go/WWcontacts 

http://wwwcisco.com/go/prc 

Technical Support 

For customer support tips software cente~ online documents, and more. 

http://wwwcisco.com/go/support 
http://wwwcisco.com/public/i!ch_support.shtnl 
http://wwwcisco.com/public/technotes/serv tips.shtml 

Cisco Products Quick Reference Guide 

This guide is available on line (in PDF and HTML); it is continually updated 
between b~yearly printings. eco login required. 

http://wwwcisco.com/go/gui;le 

Cisco Subscription Service http://shop.ciscocom/login 

Ordering servi c e for one-time purchase of or annual subscriptionsto this 
guide o r other Cisco documentsand C Os; order online, o r order by phone by 
calling 800 768-7162 (U.S. or Cana da) or 925 327-4072 (outside the US.). 
Partner Help http://ciscopartnercusthelp.com/ 

Search partners frequentlyasked questions and ask forthe help you need 
Certification/Specialization Application http://wwwcisco.com/warp/custome(765/partner_program 

Apply for a Cisco Certification o r Specialization s/apply/ 

Find a Channel Account Manager http://tools.cisco.com'WWChannelsiCAMLOC/jsp/cam_loca 

Search for the CiscoChanneiAccount Manager assgned to yourcompany 
tor.jsp 

Partner Registration http://tools.cisco.com/WWChannelsiGETLOG/jsp/Getloginj . 

Begin your relationshipwith Cisco byregistering as a Cisco Registered a 
Certified Partner 
Toollndex 

Get CCO Access 

Register for a guest-level Cisco. com lO as a prerequiste for partner lewl 
access 
Associare Myself With A Partner 

/f you are an employeeof Cisco Registered andCisco Certified or 
Specialized Partners,you can assoe iate yourself w~h your company and 
upgradeyour current Cisco.comiD to partnerlevel 
Partner Sei! Service 

Use this suite of tools to rrenage personaland company inforrretion in the 
Cisco partner data base 

sp?page=PartnerUserHomePage 

http://wwwcisco.com/en/US/partnersAJartners_tool_index. 
html 
http://tools.cisco.com/RPF/register/register.do 

http://tools.cisco.com/WWChannelsiGETLOG/jsp/Getloginj 
sp?page=PartnerUserHomePage 

http://tools.cisco.com'WWChannels/GETLOG/wet:ome.do 

Update Company Data htt.p://wwwcisco.com/warp/putJic/765/tools/certification/ 

/f you are a registered partneradministrator, you can update companyand 
contact information 
Worldwide Distributors Web Site http://wwwcisco.com/go/disti 

Ust, by country, of authorized Cisco Distributorswho stock and resell Cisco 
products 
Distribution Product Relerence Guide (DPRG) http://wwwcisco.com/dprg 

Complete list oi pricing information, part numbers, and more for distribution 
(2-tier) products.Data is refreshed nightly. CCO login required. 
Partner Business Centrai-Browse and Configure Products http://wwwcisco.com/go/partner/bizcentral 

An ecommerce web ste with a confi~u~ation tool to vali:late channel 
product options also select and com pai!! products, check price and 
availability, and submit yourorderto your distributor onlile. eco login 
required-click on "Browse and Configure Products~ 
End-of-Life Matrix http://wwwcisco.com/go/eol 

Last order and end-of-life datesfor Cisco products 
Training http://wwwcisco.com/go/ciscou 

Cisco University-Offers detailed course material on the latest technical http://cisco.partnereearning.com 
topics throughoutthe year targeted for Resellers, Partners and Cisco Sales 
representatives.Aiso se e the Partner E-l.earning Connection. 

1. Additional CCO access required for most URLs . 
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Partner and Reseller Service and Support Offerings ///>·-~'\ \ 
Various partner and reseller service and support programs are available accordin~ ~~./),_'À 0... Cv } i , 
certification levei and method ofpurchase from Cisco: \ \ / i ____________________________________ __:...,. ____c" ,.· ! 

Method of ~-': --:-~,)/ 
-......____;,..,... 

Purchase 
Direct from Cisco 
(only available to 
Partners with 
Direct contractsl 

2-Ti e r (through a 
Distributorl 

Service and Support Offerings 
• S~tem lntegrator Support-System lntegrator Support 98 (SIS98) program is designed for Silve r and Gold 

partnerswho wish to provi de their own brand of 9.lpport to theirend customers with back-end supportfrom 
Cisco 
- SMARTspares provides partners usilg SIS98 the opportunl:yto leverage Cisco's logistics infrastructure to 

provi de their customerswith enhanced delivery services. 
• Shared Support-Currently only available in the US, Cisco's Shared Suppot program is designed for Silve r and 

Gold partners vJlo wish to provide their own bmnd of support to theirend customers while leveraging Cisco's 
Technical Assistance Gente r (TAC) and logistics infrastructure 

• Cisco Brand Resale-Program allows partnersto provide Cisco's services (SMARTnet,etc.) directlyto their end 
customers 

• Packaged Services-Partners and Resellers may purchase warranty extension, hardware replacement. 
installation and configuration, technicalsupport, software upgrades. and oriine services. Severa I of these 
services h ave been bunded together to offer convmient servi c e solutionsfor Cisco customers. 

Packaged Resalable Service Products (only via Distributors/2-Tier): 

Product Description 
Maintenance Services 
SMARTnet Provides customers with softwaremaintenance. registered accessto CCO, advancereplacementof hardware, 
Maintenance and technicalsupport requred for sef -maintenance. SMARTnetmaintenance h as threedelivery options: 

SMARTnet Onsite 

Cisco Advance 
Replacement 

Software Application 
Support plusUpgrades 
(SASU) 

Noncontract and 
Consulting Ser.ices 
Startup Services 
Totallmplementation 
Services (TI SI 

• SMARTnet Bx!i<NBD (Next BusinessDay)--8 hours/day, 5 days/week, next-business-day hardware 
replacement 

• SMARTnet 8x5x4--a hour$"day, 5 days/week, 4-hour hardware replacement 
• SMARTnet 24x7x4--24 hourS/day, 7 da'fS/week, 4-hour hardv.are replacement 
Available through resellers and distributors. 
Provides ali the benefits of SMARTnd: maintenance, pus one of the folbwing onsite hardware services for 
repairs: 
• SMARTnet Onsite8x5xNBD-8 hours/day, 5 days/week, next-business-day response 
• SMARTnet Onste Bx5x4--a hourS/day, 5 da',5/week, 4-hour response 
• SMARTnet Onste 24x7x4--24 hourS/day, 7 days/week, 4-hour response 
Packaged SMARTnet DnSte 24x7x4 provides SMARTnetDnSite 24x7x4 servi c e in a shrink-wrapped package, 
.allovving it to be effectively marketed through resellers. 
Advance Replacementoffers customers the flexibiity to cover their equipment with an advance 1eplacement 
servi c e only. Cisco Advance Replacement comeswith a full year of advance replacement coverage,guest 
accessto the public portion of Cisco Conneclon Dnline (CCO), anda single technical supportincident. This 
servi c eis intended to beused bycustomerswho need tosupplement service offered bytheir reseller with a 
replacement option from Cisco. 
Software Application Supportplus Upgrades provides customers with software upgradesand maintenance 
releases for Cisco Application Software, registered accessto Cisco. com plus technicalsupport, forone year. 
For when a customer needs investment protection on software purchases and/or access to the latest software 
while eliminating unexpected budget revisons. 
Cisco provides noncontract services at current time-and-materials rates. For more information contact 
Customer Services at 1-800-553-NETS or 1-415-326-1941. 

Cisco Totallmplementation Solutions (lSI is a portfolio of services that delverthe tools, expertise, and 
resources neededto insta li, configure,and implementCisco equipment. TIS is intendedto supplementservices 
that resellers provide, either directly or indirectly, to theircustomers. Product Components:lnstallation, 
Configuration, and lmpementation. For more information,see http://wwwcisco.com/go/tis 

For More lnformation 

See the Partner and Reseller Support Services Web page at: 
http://www.cisco.com/en/US/products/index.html (CCO login required) 

Partner and Reseller Service and Support 

.... -
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Product Warranty lnformation 
All Cisco hardware and software products are covered for a minimum of90 days . Some 
products have a longer or more appropriate coverage, ranging from One-Year to 
Limited Lifetime warranties. Note that all Warranties are applicable to original owner 
only and support is subject to product end-of-life terms. 

Warranty1 

Cisco Standard 90-day 
Hardware Warranty, 
Software Warranty and 
License Agreement 
(78-5235-vvrr) 
90-Day Limited Hardware 
Warranty(78-5236-vvrr) 

Entitlements Description 
• Advance Replacement shipping.vithin 10 business da~ from AMA date, wthin 90 da~ of original 

shipmentfrom Cisco orfrom Cisco Reseller 
• 90-Day Assurancethatthe Media SW is delivered is defect-freeand the SW conformsto its published 

specifications 
• Guest Access to Cisco Connection O nine (CCO) 

• Advance Replacement shipping.vithin 10 business da~ from AMA date, wthin 90 da~ of original 
shipment from Cisco orfrom Cisco Reseller 

• 90-Day Assurance thatthe Media SW is delivered is defect-freeand the SW conformsto its published 
specifications 

• Guest Access to Cisco Connection Onlne (CCO) 
One-Year Limited Hardware • Advance Replacement shipping.vithin 10 business da~ from AMA date withinOne Year of original 
Warranty (78-10747-vvrr) shipmentfrom Cisco orfrom CiscoReseller 

• 90-Day Assurancethatthe Media SWis delivered is defect-freeandthe SW conformsto its published 
specifications 

• Guest Access to Cisco Connection Onlne (CCO) 
Limited Lifetime Hardware • Advance Re~acement shippingwithin 10 business da~ from AMA date during suppated life of the 
Warranty (78-6310-vvrr) product,starting original ship date from Cisco o r Cisco reseller.(fan and power supplywarranty limited 

to 5 years from ship-date) 

End-User Software License 
Agreement and Software 
Warranty (78-3621-vvrr) 

• 90-Day Assurance thatthe Media SW is delivered is defect-freeand the SW conformsto its published 
specifications 

• Guest Access to Cisco Connection Onlne (CCO) 
• 90-Day Assurancethatthe Media SW is delivered is defect-freeand the SW conformsto its published 

specifications 
• End Use r Ucense Agreement terms 
• Guest Access to Cisco Connection Onlne (CCO) 

5-Years Limited Hardware • Replacementshipping within 15 business da~ from RTF datewithin 5 yearsfrom the original ship date 
and 1-Year Limited Software from Cisco or Cisco reseler 
Warranty (78-13712-vvrr) • One-Year SW support ilcludes availability of bug fixesaríd maintenance relea!!s 

• Cisco TAC 24x7 supportforP1/P2 cases for five years 
• Guest Access to Cisco Connection Onlne (CCO) 

1. "w" and "rr" suffixes of the warranty document numbers representthe revision and version numbers 
respectively. 

For More lnformation 

See the Web site: 
http://www.cisco.com/en/US/products/prod_warranties_listing.html 

Cisco Capital Financing 
Cisco Systems Capital offers a variety offinancing and equipment leasing alternatives, 
both short term and long term, to customers and partners in the United States, Canada, 
Europe, Asia, Australia, and Latin America. Cisco Capital 's financiai solutions offer 
customers the ability to acquire new technologies or refresh existing equipment 
through flexible, easy-to-use programs. 

For More lnformation 

See the Cisco Systems Capital Web site: http://www.cisco.com/go/CiscoCapital 
Within the United States, call 800 730-4090 . 

• Product Warranty lnformation - 3697 
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Cisco Authorized Refurbished Equipment (US and Cana da Only) 
Customers looking for used Cisco equipment can now be assured o f the quality and __. .... _. . 
support they come to expect from new Cisco products, through the Cisco Authorized ,·'_> , :-.:~,\ 
Refurbished Equipment program. Cisco Authorized Refurbished Equipment gives · / (p \ . 
customers a price competitive altemative to buying uncertified and unlicensed , _ { )-C!\ (v ) ; j 
products offthe secondary market. All equipment sold through this program is labeled\?' / / 
"Refurbished by Cisco Systems," indicating that the product is Cisco tested, _.~:~ :~ -~::~·j.~- - · 
refurbished, authorized, and supported. The program is limited to certain countries, 
so interested customers should check with their local Cisco account manager o f Cisco 
authorized reseller for availability. 

For More lnformation 

End Users/Customers: 
cisco.com/en/US/ordering/or6/or17/order_refurbished_equipment_program_description.html 
Resellers: http://www.cisco.com/go/refurb (click on "Refurbished Products") 

Cisco Services 
Cisco Services offers a wide range o f services and support to customers, partners and 
resellers. Through a suíte o f support services Cisco enables you to improve the overall 
efficiency ofyour network operations and network performance, while benefiting from 
the broad range o f Cisco engineering knowledge and experience base, leading practices 
and innovative, web-based tools. 
Cisco Advanced Services (AS) is a comprehensive suíte o f professional engineering 
support offerings o f Cisco networking solutions delivering the highest leveis o f 
availability, quality o f service, and security for your specific network needs to realize 
business retum on investment through high performance networking and 
communications applications enablement. Cisco Technical Support Services (TSS) 
offer leading-edge services to improve customer productivity, protect customer 
investment, and maximize operational efficiency. Cisco TSS solutions provide access 
to highly skilled engineers with technical expertise on multiple disciplines of 
technology. In addition, Cisco TSS provides you with the online tools and resources, 
software support and hardware replacement options to address your challenges and 
provide rapid problem resolution. Key support tools and knowledge provide your staff 
with the ability to avoid problems, maximize network utility, and expedite problem 
resolution. 

For More lnformation 

Technical Support Services: 
http://www.cisco.com/en/US/products/svcs/ps3034/ps2827/serv_group_home.html 
Advanced Services: 
http://www.c i se o.com/e n/US/prod ucts/svcs/ps11 /serv _ categ ory _home.htm I 

I~ 
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Routers 

- ,,_ , .. , .. , ..... -.. ~ 

Routers ata Glance 

Product 
Cisco lOS® Software 

Features Page 
See lhe Chapter 9---CiscoiOS Software and NetworkManagementforan overview of Cisco 9-4 
I OS Software 

Cisco SOHO Series Se cure Ethernet. A~ L. ADSL over ISDN, and G.SHDSL Routers for Small Office and H ame Ofices 1-8 
Broadband Routers o lntegrated securty o f Cisco lOS Software with Statefullnspection lirewall and 

software.lJased 30ES encryption 
o Easy setup and deployment usilg Cisco Router Web Set Up Tool (CRWS) 
o Offers many local and remate debug and troubeshooting features in Cisco lOS Software 

Cisco 800 Series Ethernet, ADSL,ADSL ave r ISDN, G.SHDSL, ISDN, and serial routers forsmall remate offices 1-9 · 
Router and tele111.0rkers 

Cisco 1700 Serias 
Router 

Cisco 2500 Series 
Router 

Cisco 2600 Series 
Router 

Cisco 3600 Series 
Router 

o 1-port Ethernet, 1-portADSL, ADSL ave r ISDN o r G.SHDSL o r 1-port BRI (optional NT1 ), 1-port 
seriaiWAN 

o 4-port Ethernethub ar 101100 swithch on most models and 2 analogtelephoneports on ISDN 
models and 4 analog wice portson 827-4V 

o Advanced securiyfeatures incuding statefulinspectionfirewall and hardwareassisted 
encryption (Bll series) 

o Toll quality voice with VoiP (Cisco 827-4V) 
o Dia I back up and out-of-band rranagement (Cisco 830 series) 

Flexible, secure, modularaccess routers 1-11 
o 1-port autoseming 1W100 Fast Ethernet LAN 
o Modular slots support a wide variety of WAN and vai c e interfacecards 
• Supports secure Internet, intranet,and extranetaccessaswell as newWAN applications 

includingVPNs, integrated vai c e/data (VoiP), and broadband services 
o VLAN Capa biity 
o Supports upto three Ethernet connectionswith 1FE and 2 ENET WICs 

Fixed-port configuration accessservers 1-14 
o lhe CiscoAS2509-RJ/AS2511-RJ acces!iterminal servers provi de Ethemet LAN connectivity 

and enable8 o r 16 (respective~) user!idevices 1.1a async connections 
o Ideal forlow-density analog telephone lne dia I access applications via externai modems 

Modular multiservice router 1-16 
o Single ar dual LAN (Ethernet 10/100 Mbps Ethernet, bken Ring and rrixed Ethernet options) 
o Wide variety of interfacesupport,including integrated 16-port switching, high-density analog 

and digital, voice, Cisco lOS Firewall and VPN, async and sync serial, ISDN, Fractional and 
channelizedT1/E1, Ethemet, analog modems, ADSL, G.SHDSL, switching integration, and 
ATM support 

o SharesWAN interface cards and networkmodules with Cisco 1700, 3600 and 3700 series 
o Cisco 2610XM, 2620XM, and 2650XM modelsoffer thefeaturesof Cisco 2600 with more default 

memory, capacity, performance andFE support on ali models. 

Modular multiservice high-densiy access router 1-22 
o 2-, 4-, and 6-slot models 
o Wide variety of media support including:high density analog and digital voice, Cisco lOS 

Firewall and VPN, integrated 16-port switching, ADSL, and G.SHDSL async and sync serial, 
BRI and PRIISDN, channelizedT1/E1, Ethernet. Fast Ethernet, Token Ring, digital and analog 
modems, and ATM 

• Digital and analog IDice/fax overiP or Frame Relayor ATM 
o The Cisco 3640 is no longer orderable. Customers are encouraged to rrigrate to the Cis:o 

3700 Series Routers. On an interim basis we h ave ma de available the Cisco3640A as an 
alternatilo€ for customers with configurations not available on the Cisco3700. 

r---·----,"----
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Chapter 1 Routers • 
Product Features Page 
Cisco 3700 Series Router Modular multiservice high-densty access router 1-26 

Cisco 7100 Serias 
VPN Router 

Cisco 7200 Serias 
Router 

Cisco 7300 Serias 

Cisco 7400 Serias 
Router 

Cisco 7500 Serias 

Cisco 7600 Serias 

Cisco 111000 Series 

• Enable higher lewls of application andservice integration in enterprise branch offices in a 
small form factor 
- Supportsintegrated firewall,intrusion detection, and VPN capabiities and offloads 

processing toon-board Advancedlntegration Module (AIM) 
- Combinesflexible routing and lowdensityswitching in a single platformwith new 16 and 

36-port EtherSwitch modue 
- Delivers internai in-line powerforthe EtherSwitch portsfor a single platform Branch Dffice 

IP Telephony and \bice Gateway 
-Conserves WAN bandwidth with Content Enginemodule to combine intellgent caching, 

content routing and management 
- Higher performanceenables scalable deployment of multi pie, concunent applications 

• Wide variety of interface support,including integrated36 and 16-port switching, high-density 
analog anddigital, voice, Cisco lOS Frewaii/IDS and VPN, Fractional and channelizedT1/E1 
and DS-3, Ethernet. Gigabit Ethernet and AI:SL. 

• SharesWAN interface cardsand networkmoduleswith Cisco 1700, 2600/2600XM, and 3IDO 
series 

Large branch and centralsite VPN router, for a dedicated site-to-siteVPN solution 
See Chapter5-VPN and Securityfor information onthe Cisco 7100 Series VPN Routers 

5-11 

WAN-edge router pro1.1ding intelligentservices, modularitv. high performance, imestment 1-31 
protection,and scalablity in a small form factor 
• Modular 3 RU Chassis 
• 4- or 6-slot modelsand choiceof system processors for up to 1 Mpps performance 
• Wide variety of LAN and WAN options, including Ethernet.Fast Ethernet, Ggabit Ethernet, 

Token Ring, FDDI. serial, ISDN, HSSI, ATM, Packet over SONET. DPT/RPR 

Network Edge routerwith high performance IP servicesdelivered at opticalspeedsfor servi c e 1-35 
providers and enterprise networks 
• Compact and moduar 4 rack unit chassis-4 slots 
• High performance connecti>ity-T3through OC48'STM16 with 3.5 Mpps performance 
• Built-in Gigabit Ethernet connectitty 
• Multiprotocol routing:IP.IPX, AppleTalk. DLSw 
• Compact sile, high availability and optimal cooling 

Highest performance 1 rack unit router inthe industry. with a stackable architecture that is 1-38 
designed for servi c e provider and enterprise networks 
• One port adapterslot, two built-in 10/100/GE Ethernet ports, anda broad range of WAN media 

interfacesfrom OSO to OC3 (40+ port adapters) common with Cisco 7x00-series port adapters 
• High-density broadband aggregation 
• Managed CPE for servi c e provi der demarcation point 
• Gigabit Ethernet to Ggabit Ethemet IP services applicationsplatform 

High-end services-enabled coreand WAN aggregatiJn routerfor enterprise and service 1-40 
provider applications 
• 5-, 7-, and 13-slot models 
• 1-, 2-, or 4-bus models offering 1, 2, or 4 Gbps backplanes 
• Wide variety of LAN and W\N optionsincluding Ethernet, Fas Ethernet, Gigabit Ethernet, 

Token Ring, FDDI, serial, ISDN, HSSI, ATM, and Packet over SONET 

Service provider and high-end enterprise-class router deivering opticaiWAN and 1-45 
Metropoitan Are a Networkservices with high-touch IPservices at the networkedge. 
• Consolidated lAN/WAN/MAN in a single platform 
• Scalable bac~lane bandv.idth from32 Gbps to 256 Gbps and performance fiJm 15 Mpps to 

30 Mpps 
• High-volume aggregation of Ethernet traffic (arver farms) 
• Wide range of IMN/MAN interfacesfrom NxDSO, TI, T3 to OC-48 with line rate services 
• Ideal for Internet data centermetropolitan a!IJregation, WAN edge aggregation, and 

enterprise core applications 
• Also suppcrts Catal15t 6000 series line cards 

Service provider-class edge services router 1-47 
• High-Performance IP. MPLS, and Broadband Services- The Cisco 10000 Series enables 

servi c e providers to deploy revenue-generating services without worl)ing about 
performance degra dation 

• Carrier-Ciass High Availability- With its carrier-class high availability, the Cisco 10000 
Series minimizes costly network outages and maximizing end-i:ustomer satisfaction 

• Application lntegration- The Cisco 10000 Series leverages servi c e providers' current 
investments by enabling leased line and broadband aggregationfeatures on a single platform 

• Application Flexibility- The Cisco 10000 Series h as a broad range of channeli:ed, clear 
channei,ATM and LAN interfaces.Physical interface speeds from E1/T1 upto 
OC-48c/STM-16c 
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1. Chapter 1 Routers 

• 
Product Features Page 
Cisco 10700 Series Service provider-class metro edge services router 1-49 

• Optimized building blockfor the next genellltion metro Ethernet/IPaccess networks ,..., .. ·.:~~. 
• Equipped with eitherl24) 1!Y100 or 4 GbE and 8 FE ports forcustomer acce!li and / · .• ~-~~ '\ 

OC-48c/STM-16c dynamic packet transport/re91ient packet ring IDPT/RPR) techndogy o r ;· ,/' · (\, \ 
Packet Over SONET IPOS for metro optical connectivity .· O,_ .r . . 

• Powered by Cisco lOS 12.0S software and the parallel expressforwarding IPXFJ architecture .:. 1\')<.. C(; } ; ~~ 
• Cost-effective,reliable, high-performanceplatfonn supportingfull suite of IP/MPLSfeatures ::'A , 

and servicesfound in Cisco Internet Routers <. ' ·,, •• / f 
• With OPT/RPR architecture, enablesoptimal fiber connectivity as well asfeaturessuch as IP .> ....... ~;,'' .,,/· 

class of servi c e, VoiP, L2 VPN IEoMPLS and L2TPv3) and L3VPN IMPLS) services · -....._,.._; •• :.;.·· 
~~~~~----~~~~--~-7--~~--~--~~~~--~~--~~----~~--
Cisco 12000 Series Premierhigh-end routingportfolio for service providerbackbone and highspeed edge 1-51 

Cisco SN 5400 Series 
Storage Router 

applications With itsunique, modulardistributed s'y5tem architecture, theCisco 12000 Series 
Router. isthe industry choice for building Carrier IP/MPLSnetworks with its portfolioof 10Gbps 
s'y5tems and interfaces: 
• Seven chassis options thatfit your scaíng and real esta te requirements offering the only 

complete SJiution for small to large POPs; backbone oredge. 
• The only platforms supporting backbone--{)r edge-oplimized line cards in the same chassis, 

maximize the value of line-rate edge applicatons with 1 OG uplinks, and sustained line-rate 
performance as theyscale to maximum capacty. 

• Proven investment protection with simple, field upgrades to t'igher switching capacities 
• The only complete priority packet delivery solution set-the industrYS only IP QoS 

implementation that uniquelyenables premium real time IP se,;ces such as Vai P and vídeo. 
• Extensive portfolio of in e cards offering leading edge technologiesiPOS, ATM, DPT/RPR, 

GbE/FE),support awide range ofnetworking speedsltrom DS1 to OC-192c/STM-64c). 
• The industry's only high-end router proven I via independentlab testing)to maintain customer 

connectionsand network trafficwith zero packetloss despite a mute processar failure. 

Enablesdirect acce9i to storages'y5tems anywhere on an IP network.Enables SCSI over IP 1-55 
liSCSI); the firs: storage implementation basedon IP standards. 
• Cisco SN 5428: Migrates DAS IDirect Attached Storage)environmentsto SAN IStorage Area 

Networks) for small I medium businesses and enterprise workgroups. This is a full function 
Fibre Channel switchthat addsiSCSI, providing very low price perport networked storage 
configurations 

Sample Routing Solutions Overview-WAN & Internet Data Center 
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• 
Cisco Routers Port Matrix 

• In 
Cl) In In In ·;:: In Cl) Cl) Cl) 
Cl) . !! ·;:: ·;:: ·;:: 

U) a; cu cu cu 
o cn U) U) 

:c U) g !i g o = = .... I.D 
U) CIO ... N C"'' 

Fixed Ports Only X X 

Fixed & Modular X X x• X 
Ports 

Modular Ports Only x2 
LAN Ports 

10-MB Ethernet X X X X X X 

10-MB Ethernet X 
(fiber) 

100-MB Ethernet X X X X 

100-MB Ethernet X 
(fiber) 

10/100-MB Eth X X X X X X 

( 
Token Ring X X X 

FOOI/CDDI 

ATM X X X X X 

Gigabit Ethernet X 

WAN Ports 

Sync Serial X X X X X 

Sync Serial w/ CSU X X X X • ISDN BRI (S/TI X X X X X 

ISDN BRI (U) X X X X X 

ISDN PRI/Ch T1 X X X 

ISDN PRI w/ CSU X X X 

Async X X X X 

Analog/POTS X X X X 

lntegrated Modems X X X 

lntegrated Modem X X X X 
WICs 

HSSI x3 X X 

DS3 X X X c ATM OC-3 

ATM OC-12 

xJ X X 

ATM X X X 

ATM- T1/E1 X X X 

POS OC-x/STM-x 

DPT/RPR 
OC-12/STM-4 

DPT/RPR 
OC-48/STM-16 

DPT/RPR 
OC-192/STM-64 

ADSL X X X X X X 

ADSL over ISDN X X 

G.SHDSL X X X X X 

IDSL X X X X 

DPT 

• Cisco Routers Port Matrix 
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In In In In In 
Cl) Cl) Cl) Cl) Cl) 

·;:: ·;:: ·;:: ·;:: ·;:: 
cu cu cu cu cu 

U) U) U) U) U) 

g g g g g .... ... N C"'' ..,. 
C"'' .... .... .... .... 

X X 
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X X X X 
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Chapter 1 Routers • 
111 111 111 .. :t Cl) 111 111 111 111 111 111 111 111 111 111 Cl) Cl) ( ·;:: 111 Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) ·;:: 

~I 
; .'/ ·-· .. 

Cl) Cl) ·;:: ·;:: ·;:: ·;:: ·;:: ·;:: ·;:: ·;:: ·;:: ·;:: Cl) ' a v.l ·;:: Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) Cl) v.l 
o Cl) v.l v.l v.l v.l v.l cn cn v.l v.l v.l = ~ I = 
:c v.l = = = g g g ~ § ~ = = ! g c i = !8 !8 !8 8 

,.... _ ,.... ,.... .... N ~ -· :_ ::::!_,.~ v.l .... N "" "" ,.... ,.... ,.... ,.... ,.... ,.... .... 
Voice Ports '• '"' .. 1'. 

---
Analog X X X X X ·--~ 

Digital X X X X X X X X 

lnt11g111tlld Switching 

lntegrated 16-port X X X 
Switching 

lntegrated 36-port xt X 
Switching 

lnline Power x• x4 X 

Content Acceleration and Delivery 

Content Engine X X X 

SecurityNPN 

Encryption X xt X 
Advanced c lntegration 
Modules 

Encryption x2 X 
Network Module 

1. Cisco 3660 only 
2. Cisco 3620 and 3640 
3. Supported on the 2691 only 
4. Requires externai power source 

• 

c 

• 
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Chapter 1 Routers • 
Memory lnformation for Routers 

• . --~~ 
Default Default 

, .. ... 
.. .. ----~\ 

Router Memorylype Slots Memory Max Memory Configuration (Notes) 
~q;CU \o ~. 

SOHO 78 Flash 8MB 8MB No Upgradeable IVemory ~ )-} ORAM 16MB 16MB 

SOHO 90 Flash 8MB 8MB 
/ t 

No Upgradeable IVemory _ _.! ! 
··- .••' 

ORAM 32MB 32MB >- . ~-1·' 
' . .;..~F 

801. 802. 803, Flash 8MB 12MB 4MB on board and4MB or8MB Mini .. -..... ~ ...... 
and 804 ORAM 4MB 12MB flash card 

4MB onboard and 4MB or8MB OIMM 
module 

805 Flash 4MB 12MB 
ORAM 8MB (On boardl 16MB 4MB On board+ 4MB Mini Flash 

811 and 813 Flash 8MB 12MB 4MB On board+4MB or8MB Mini Flash 
ORAM 8MB 16MB 8MB on board and4MB or 8MB OIMM 

Module 

827-4V, 828 Flash 8MB 16MB 8MB On board +4MB Mini Flash 
ORAM 16MB (827-4V: 32MB 16MB Onboard and 4MB or 8MB or 

24MB, 806: 32MB) 16MB OIMM Module 

831. 836. 837 Flash 8MB 24MB 
ORAM 32MB 48MB 

1721 Flash 16MB 16MB Uses Mini Flash 

c ORAM 32MB (On board) 48MB 

1751 Flash 16MB 48MB 
ORAM 32MB 96MB 

1760 Flash 16MB 64MB 
ORAM 1 32MB 96MB 

2500 Series Flash 2 8MB 16MB Slot0=8MB 
ORAM 4MB 16MB 

2600 Series Flash (261xXM. 262xXM, 16MB 48MB 16MB on M!Xher Board; Slot D= 32MB 

• 265xXM) 
Flash (261 x) 8MB 16MB Slot O =8MB 
Flash (262x,265x) 8MB 32MB Slot O =8MB 
Flash (2691) 2 32MB 128MB Slot 0= 32MB 
ORAM (261XM, 262xXMl 2 32MB 128MB Slot O= 32MB; Slot 1 = empty 
ORAM (265xXM) 2 64MB 128MB Slot O= 64MB; Slot 1 = empty 
ORAM (261x, 262x) 2 32MB 64MB Slot O= 32MB; Slot 1 = empty 
ORAM (265x) 2 32MB 128MB Slot O= 32 MB; Slot 1 = empty 
ORAM (2691) 64MB 256MB Slot O= 64MB; Slot 1 = empty 

3620 and 3640 Flash (PCMCIA) o 32MB 
Flash (SIMM) 2 16MB 32MB Slot0=8 MB 
ORAM 4 32MB 64MB (3620) Slot O= 16MB; Slot 1 = 16MB 

128MB (3640) 

3660 Flash (PCMCIA) 2 o 32MB 
Flash (SIMM) 2 16MB 64MB c SORAM 2 32MB 256MB 

3700 Flash (Internai) 32MB 128MB 
Flash (Externai) OMB 32-128 MB 
ORAM (SoOIMMl 128MB 256MB Slot0=128MB 

7100 Series Flash (PCMCIA) 2 48MB 110MB Slot0=48MB 

System SORAM 64MB 256MB Slot0=64MB 
Packet SORAM 64MB 64MB 

7200 Series Flash (PCMCIA) 20MB 128MB 
Flash (non-volatile, fixed config) 128 KB 128KB 
Flash (C7200-10-FE bootflash) 1 4MB 4MB 
Flash (C7200-10-2FE, 4 or8 MB 4or8MB 
C7200-IO-GE/E bootflash) 
ORAM (NPE-225) 128MB 256MB Slot O= 128MB OIMM 
ORAM (NPE-300) 4 32+128MB 32+256 MB Slot O= 32MB OIMM, Slot 2 = 128MB 

OIMM 
ORAM (NPE-400) 128MB 512MB Slot O= 128MB SoOIMMs ~ • ORAM (NSE-1) 128MB 256MB Slot O= 128MB OIMM 
ORAM (NPE-Gl) 256MB 1GB Slot O= 128 MB SoOIMM, Slot 2 = 128 

MB SoOIMM 

7300 Series Flash (CFM) 64MB 128MB 

ORAM 128MB 512MB 

Memory lnformation for Routers 
i 
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Chapter 1 Routers 

• 
Default Default 

Router MemoryType Slots Memory Max Memory Configuration (Notes) 
7400 Series Flash (PCMCIA) 2 64MB 128MB -~~ 

ORAM (NSE-1) BB 256MB 512MB /'-''-:~\ ORAM (NSE-1) CP 128MB 512MB 

7500 Series Flash (PCMCIA) RSP2, RSP4+ 16MB 20MB .'/ / ~~ - \.' 
Flash (PCMCIA) RSP8 2 20MB 40MB ' ' I}_ cu ''l 

Flash (PCMCIA) RSP16 48MB 128MB \ \JX J; 
Flash (SIMM) 8MB 8MB \\ / I 
ORAM (RSP2) 4 32MB 128MB .,<:::.:;.f;:/' 
ORAM (RSP4+, RSP8) 2 64MB 256MB 
ORAM (RSP16) 2 128MB 1GB 
ORAM (VIP2-40) 32MB 64MB 
ORAM (VIP2-50) 32MB 128MB 
ORAM (VIP4-50/80) 64MB 256MB 
ORAM (VI P6-lll) 64MB 256MB 

7600 Serias Flash (PCMCIA) 16MB 20MB 
ORAM (Sup 2) 128MB 512MB 
ORAM (MSFC2) 128MB 512MB 
ORAM (PFC2) 128MB 256MB 

10000 Series Flash (PCMCIA) 48MB 128MB 1 x 48MB ships as default; 128MB is 
Flash (Internai) 32MB 32MB optional 

( 
Shared (PRE-1) 128MB 128MB 
ORAM (PRE-1) 512MB 512MB 

10700 Series Flash (Internai) 32MB 64MB Maximum memory is configured v.ith 
SORAM RP 256MB 256MB No Option 

Packet Buffer 1 64MB 64MB 

12000 Serias Flash (PCMCIA) 2 20MB 20MB 
ORAM (GRP-B) 1/2 128MB 512MB Route Memory 
SORAM (PRP-1) 1/2 512MB 1GB Route Memory 
ORAM (Line Cards) 1/2 128-256 MB 256-512 MB Route Memory (line card dependent) • SORAM (line Cards) 1/2 128-256 MB 256-512 MB Packet Memory (line card dependent) 
Shared (PRE-2) 128MB 128MB 
ORAM (PRE-2) 512MB 512MB 

c 

Memory lnformation for 
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Chapter 1 Routers • 
Cisco SOHO Series Ethernet, ADSL 
over ISDN, ADSL and G.SHDSL 
Routers 
The Cisco SOHOseries provides an 
affordable, secure, multi-user access solution 
to small office/home office (SOHO) 
customers while reducing deployment and operational costs for service providers. 
Through the power ofCisco lOS software technology, the Cisco SOHO 91 Ethemet to 
Ethemet Router, the SOHO 96 ADSL over ISDN, the SOHO 97 ADSL and SOHO 78 
G.SHDSL routers provide superior manageability and reliability. 

Whento Sell 

Sell This Product 

Cisco SOHO 91 

Cisco SOHO 96 

Cisco SOHO 97 

Cisco SOHO 78 

Key Features 

When a Customer Needs These Features 
• Ethernet VIAN port for use with an eJCternal DSL ar cable modem w~h 4-port 10/100 switch, stateful 

firewall and software based encryption 

• ADSL modem for use of ADSL over ISDN with 4-port 10/100 switch, stateful firewall and sdtware 
based encr,ption 

• ADSL modem for ADSL ave r POTS with 4-port 10!100 switch, stateful fil!!wall and software based 
encryption 

• 4-port Ethernet Hub and lG.SHDSL port with firewall security and Cisco lOS manageabilty and 
reliability 

• Integrated security of Cisco lOS Software with Stateful Inspection Firewall and 
. software-based 3DES encryption (no encryption on the SOHO 78) 

• Easy setup and deployment using Cisco Router Web Set Up Tool (CRWS) 
• Offers many local and remate debug and troubleshooting features in Cisco lOS 

Software 

Competitive Products 

• 3Com: OfficeConnect 810 • Netopia: R6100, 4533 
• AI catei: Speed Touch Pro Router • Westel: Wirespeed 36R566 
• Cayman: 3220H • Zyxel: 641 , 782 
• Efficient: $61, 5660 • Nokia: MW1352 
• Lucent: CeiiPipe !DA • Unksys: Etherfast models 

Specifications 

Feature SOHO 91 SOHO 96 SOHO 97 SOHO 78 
Fixed LAN Ports 4-port 1G'100 Switch 4-port 10/100 Switch 4·port 10!100 Switch 4-port Ethernet 

(lOBASE·T) 

Fixed WAN Ports l·port Ethernet (connect to 1-port ADSL ave r ISDN l·port ADSL ave r POTS l·port G.SHDSL 
externai DSL o r cable modem 

Flash Memory 8MB 8MB 8MB 8MB 

ORAM Memory 32MB 32MB 32MB 16MB 

Dimensions (HxWxD) 2.0 X 9.7 X 8.5 in. 2.0 X 9.7 X 8.5 in. 2.0 X 9.7 X 8.5 in. 2.0 X 9.9 X 8.3 in. (5. 1 X 
25.2 x 21.1 em) 

For More lnformation 

See the Cisco SOHO Web site: http://www.cisco.com/go/soho90 

Cisco SOHO Series Ethernet, ADSL over ISDN, ADSL and G.SHDSL Routers 

I I ' I 
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• 
Cisco 800 Series 
The Cisco 800 series router provides enhanced network 
security and proven reliability through Cisco lOS " __ __:, 
software, for small offices and telecommuters. It connects users to the Intemet ·or._.t.ô.~, 
corporate LAN via one ADSL, ADSL over ISDN, G.SHDSL, IDSL, ISDN, or s~ri~ (o\\ 
connection (up to 512 Kbps ), o r with an Ethernet WAN port connected to an externai '\; '~ ) ~ 

broadband modem. , . . !y...rx // / 

When to Sei I -.. :.::.~~j';)/ 

Sell This Product When a Customer Needs These Features 
Cisco 800 Series • Companies who Cisco IOS-based netwaks who wantto add telecommuters 

• Service providers who offer value-added Slrvices to small offices 
• VARs who are familiarwith Cisco lOS softv..are and want to p10fitably servi c e small office customers 
• Ethernet LPl'-J ports and variety of WAN connectility, including: ISDN BRI, Frame Relay, ADSL, G.SHDSL, 

async dialup (see Specificationsfor details) 

Key Features 

• Fixed configuration support for several types of WAN connections 
• Standard security with ACLs, PAT/NAT, PAP/CHAP, MS-CHAP, Lock and Key, 

and Generic Routing Encapsulation (GRE) tunneling 
• Enhanced security with stateful inspection firewall, IPSec encryption (hardware 

based on Cisco 830s and AES encryption on Cisco 830s) 
• Toll quality voice with VoiP on Cisco 827-4V 
• Integrated 4-port 10/100 Ethernet Switch on Cisco 830 series 
• Bandwidth optimization features such as compression, Bandwidth-on-Demand, 

Dial-on-Demand, Always-On-Dynamic-ISDN (AODI), and X.25 over D channel 
(Cisco 801- 804) 

• Support for CAPI applications in the European market 

Competitive Products 

• 3Com: Office Connect Remete 511/521 • Neto pia: R3100, R6100, 4533 
• Alcatel: Speed Touch Pro Routers • Nortei/Bay: Nautica 250 
• Ascend: Pipeline 1.i/85 • Nokia: MW1352 
• Efficient: !B61 I 5660 • Zyxel: 782 
• Intel: Express 8100 • link~: Etherfast 

Specifications 

Cisco 801. 802. 803, 804, 805, 811 and 813 

Feature 801 802 803 804 811 813 
Fixed LAN Port 1-port Ethernet 1-port Ethernet 4-port Ethernet 4-port Ethernet 1-port Ethernet 4-port Ethernet 
Connections (10BASE-T) (10BASE-T) hub (10BASE-T) hub (10BASE-T) (10BASE-T) hub (10BASE-T) 

Fixed WAN Port 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 
Connections (S/TI (U) NT-1 (S/T) (U)NT-1 S/T and 1-(tort S/T and 1-(tort 

2 analog ports 2 analog ports ISDN BRI U) NT-1 ISDN BRI U) NT-1 
2 analog ports 

Flash Memory 8MB (default) 8MB (default) 8MB (default) 8MB (defaut) 4MB (default) 8MB (default) 
12MB (max) 12MB (max) 12MB (max) 12MB (max) 12MB (max) 12MB (max) 

ORAM Memory 4MB (default) 4MB (default) 4MB (default) 4MB (defaut) 8MB (default) 8MB (default) 
12MB (max) 12MB (max) 12MB (max) 12MB (max) 16MB (max) 16MB (max) 

Dimensions 2.0 X 9.9 X 8.3 in. Same as Cisco Same as Cisco Same as Cisco Same as Cisco Same as Cisco 
(HxWxD) (5.1 X 25.2 X 21.1 801 801 801 801 801 

em) 

Cisco 800 Series 

Doe: 
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• 
Cisco 800 Series (805, 836, 827-4V, 828, 836, 837) 

Feature 805 827-4V 828 831 
Fixed LAN Port 1-port Ethemet 1-port Ethemet 4-port Ethemet 4-port Ethemet 
Connections (10BASE-T) (10BASE-TI hub (10BASE-TI (10BASE-T) 

Fixed WAN Port 1-port Serial 1-portADSL 1-port G.SHDSL 1-port Ethernet 
Connections (Up to 512 KBPSI 

Flash Memory 4MB (defaultl 8MB (defaultl 8MB (defaultl 8MB (defautl 
12MB (maxl 16MB (maxl 16MB (maxl 24MB (maxl 

ORAM Memory 8MB (defaultl 24MB (defaulll 16MB (defaulll 32MB (defaulll 
16MB (maxl 32MB (maxl 32MB (maxl 48MB (maxl 

Oimensions 2.0 X 9.9 X 8.3 in. Same as Same as 2.0 X 9.7 X 8.5 in. 
(HxWxOI (5.1 x 25.2x 21.1 Cisco 805 Cisco 805 

cml 

Selected Part Numbers and Ordering lnformation 1 

Cisco 800 Serias Routers 
CISC0801 
CISC0802 

1-port 10BASE-T. 1-port BRI (S/TI, IP s/w 
1-port 10BASE·T. 1-port BRI (UI w/ NT-1, IP s/w 

836 
1-port Ethemet 
(10BASE-T) 

1-port 
ADSL-over-ISDN, 
1-port ISDN SIT 
8MB (defaultl 
24MB (maxl 

32MB (defaultl 
48MB (maxl 

2.0 X 9.7 X 8.5 in. 

CISC0803 
CISC0804 
CISC0805 

4-port 10BASE-T hub, 1-port BRI (S/TI, 2-port POTS, IP s/w 
4-port 10BASE-T hub, 1-port BRI (UI w/ NT-1, 2-port POTS, IP s/w 
1-port 10BASE-T.1-portserial, IP s/w 

CISC0801-CAPI 
CISC0803-CAPI 
CISC0827-4V 
CISC0828 
CISC0831-K9 USO 649.00 
CISCOIIJ6.K9 
CISC0837-K9 

ISDN/Ethernet Router with one-u!!r CAPIIicense 
ISDN/Ethernet Router withone-user CAPIIicense, 4-port hub 
1-port ADSL, 1-port 10BASE-T. 4 ports FXS, IP/Voice s/w 
1-port G.SHDSL, 4-port 10BASE-T hub, I P s/w 
Cisco 831 Ethernet Router 
Cisco 836 ADSL over ISDN Router 
Cisco 837 ADSL Router 

Cisco 800 Serias CO Faature Packs 
CD08-BHL-12.0.7XV= Cisco 800 Series IP/IPX/FW Plus IPSec 56 
CD08-BP-12.07.XV= Cisco800 Series IP/IPX/Pius 
CD800-5CAPI= CAPI 5 Use r CO 
CD08-IC-12.0.5T = Cisco 800 Series Internet DSL 
CD08-ICHL-12.0.5T= 
CD08-IBHL-12.0.5T = 

Cisco 800 Series Internet DSL FVV IPSec56 
Cisco 1110 Series Internet DSL IPX FW IPSec56 

Cisco 800 Serias Memory Options 
MEM800-4F= Cisco 000 Serias, 4MB Flash Mini-Card 
MEM800-8F= Cisco IKIO Series, 8MB Flash Mini-Card 
MEMB00-40= Cisco 800 Series, 4MB ORAM DIMM 

Cisco 800 Series, 8MB ORAM OIMM 
Cisco 820 Flash upgrade 8Mbyte-16Mbyte 

837 
4-port Ethemet 
(10BASE·TI 

1-&ortADSL over 
P TS 

8MB (defaultl 
24MB (maxl 

32MB (defaultl 
48MB (maxl 

2.0 X 9.7 X 8.5 in. 

MEM800-8D= 
MEM820-8U16F 
M EM820-16U20D 
MEM820-24U320 

Cisco 820 ORAM upgrade 16Mbyte-20Mbyte (16Mbyte-24Mbyte & 16Mbyte-32Mbyte ais o availablel 
Cisco 820 ORAM 24Mbyte upgrade to32 Mbytes 

Cisco 800 Serias Accassories 
PWR-8xx-WW1 = Cisco 8xx Series. AC Power Supply Spare 
Cisco 800 Serias Basic Maintananca 
CON-SNT-PKG1 Cisco 800 Series SMARTnet Mainterance (8x5xNBOI 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco 800 Series Web site: http://www.cisco.com/go/800 
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Cisco 1700 Series 
The Cisco 1 700 series modular access routers are 
designed to provide a cost-effective integrated 
access platform for small and medium-sized 
businesses and enterprise small branch offices. 
These Cisco IOS-based routers deliver high-speed network access, comprehensive 
security features, and multiservice data/voice/video/fax integration to meet the most 
demanding business requirements. Within the Cisco 1700 series, Cisco 171 O security 
access routers work with existing broadband modems to provide advanced routing and 
security functionality, Cisco 1721 modular access routers provide flexible, 
high-performance data access , and Cisco 1751 and Cisco 1760 modular access routers 
are optimized for both voice and data traffic, providing a simple and cost-effective path 
to multi-service networking-today or in the future. 

Whento Sell 

Sell This Product 

Cisco 1710 

Cisco 1721 

Cisco 1751 

Cisco 1760 

Key Features 

When a Customer Needs These Features 
• Advanced routing and S!curity functionalityin one device when connecting to lhe Internet using a 

broadband nndem 
• Hardware-assisted 30ES VPN encryption at fuiiTl/El speeds 

• Se cure data-only accesssolution that adailS to customers" evolving network requirements 
• Support for data application!including VPNs and broadband acces services 
• A broad array of WAN services supported,including Frame Relay, leased in e, ADSL, G.SHDSL. ISDN 

BRI, X.25, SMDS and more 
• IPSec 3DES VPN encryption at full TVEl speeds 
• IEEE 11!2.10 VLAN Support 

Ali the above, plus: 
• Analog and digitalwice support il a desk-top form factor 
• 3 modularslotsforWAN andVoice interface calds 

Ali the above, plus: 
• 19" rackmount forn factor 
• 4 slots with 2 WICNIC and 2VIC slots 
• Multiservice analog anddigital voice support 
• Highest performance multi-service routerin the Cisco 1700 family 
• Higher densty analog and dgital voice support than Cis:o 1751 

• Support for up to 4 serial interfaces or 2 ISDN BRI; I autosensing 10/100 Mbps 
Fast Ethernet LAN connection; 1 auxiliary (AUX) port for dial-up management or 
low-speed asynchronous connections (up to 112.5 kbps) 

• Flexibility-Cisco 1700 Series supports a diverse set ofWAN and Voice Interface 
Cards that are shared with the 1600 (WAN only), 2600/2600XM, and 3600 series 
routers enabling field upgradeability to evolve with the needs of growing 
businesses 

• Integrated Device-Cisco 1700 series combines WAN routing, VPN and 
multiservice access in a single device 

• Expansion Slot-Supports optional hardware VPN module for wire-speed IPSec 
3DES encryption and can enable future technologies (VPN Module standard on 
Ciscol710) 

• Integrated Security-The 1 700 series supports context-based access control for 
dynamic firewall filtering, denial-of-service detection and prevention, Java 
blocking, real-time alerts, lntrusion Detection System (IDS), and en 

• IEEE 802. 1 Q VLAN Support 
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Specifications 

Feature 
Fixed LAN Ports 
(connections) 

Fixed WAN Ports 

Modular Slots 

Cisco 1710 Cisco 1721 
1-part autasensilg 1-part autasensilg 
10/100 Mbps Ethernet 10/100 Mbps Ethernet 

1-part 10BASE-T Ethernet Nane 
for braadband modem 

None 2WAN slots 
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Cisco 1751/1151-V Cisco 1760/1760-V 
1-part autasensilg 1-part 
10/100 Mbps Ethernet autasensing1W100 Mbps 

Ethernet 

Nane Nane 

3 slots (2 WAN ar Vaie e 4 Slats (2 WAN ar Vaie e 
slots and 1 Vaice-anly slot)slots and 2 Voice-anly 

slots) 

WAN Interface Card (WIC) Nane 
Modules 

Se e Part Numbers and See Part Numbers and See Part Numbers and 
Ordering lnformation Ordering lnformatian Ordering lnformation 

Voice Interface Cards 
(VIC) Modules 

Nane Nane See Part Numbersand See Part Numbers and 
Ordering lnfarmatian Ordering lnformatian 

Flash Memory 16MB Flash (default/max) 16MB (default); 16MB 
(max) 

1751 base model: 16MB 
(default); 16MB (max) 
1751-V multiservice 
ready configuration: 
32MB (default); 
32MB (max) 

1760 base model: 
16-MB Flash Memory 
(an board)64-MB (max) 
1760-V: 32-MB Flash 
64-MB (max) 

ORAM Memory 64MB 32MB (default);96 MB 1751 base model: 32MB 1760 base madel:32 MB 
(maxl (default); 96MB (max) (default~ MB 

1751-V multiservice-ready (max)1760-V:64 MB 
configuration:64 MB (defaultSS MB (max) 
(default); 96MB (max) 

Dimensions (HxWxD) 3.1 x 11.2x 8.7 in. 3.1 x 11.2x8.7in. 4.0 X 11.2 X 8.7 in. 1.7 X 17.5 X 12.8 in. 

Cisco lOS Software and Memory Requirements1 

Distribution lOS lmage Flash Memory ORAM Memory 
Part Number Feature Pack Description Release Required Required 
C017-C- 12.x IP only 12.1 Mainline 4MB 16MB 

IP/AOSL 8MB 20MB 

C017-CH-12.x IP/FW 12.1 Mainline 4MB 20MB 

C017-CP-12.x IP Plus 12.1 Mainline 4MB 20MB 

C017-CHK2-12.x IP/FW Plus IPSEC 30ES 12.1 Mainline 8MB 32MB 

C017-CVP-12.x IPNoice Plus 12.1 Mainline 8MB 24MB 

C017-CHV-12.x IP/FWNoice Plus 12.1 Mainline 8MB 24MB 

C017-CHVK2-12.x IP/FWNoice Plus IPSEC30ES 12.1 Mainline 8MB 24MB 

CD17-C- 12.x IP only 12.1T 4MB 16MB 

C017-CH-12.x IP/FW 12.1T 4MB 20MB 

CD17-CP-12.x IP Plus 12.1T 8MB 24MB 

C017-CK2-12.x IP Plus IPSEC 30ES 12.1T 8MB 32MB 

CD17-CHK2-12.x IP/FW Plus IPSEC 30ES 12.1T 8MB 32MB 

CD17-CVP-12.x IPNoice Plus 12.1T 8MB 32MB 

CO 17 -CHV-12.x IP/FWNoice Plus 12.1T 8MB 32MB 

C017-CVK2-12.x IPNoice Plus IPSEC 30ES 12.1T 8MB 32MB 

C017-CHVK2-12.x IP/FWNoice Plus IPSEC 30ES 12.1T 8MB 32MB 

1. For the complete list of lOS Feature Sets, referto the parts list. via the URLiisted under "For More lnformation." For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 1700 Series Modular Access Routers 
CISC01760 10/100 Modular Routerw/2WICNIC,2VIC slots,19 inch Chassis 
CISC01760-AOSL 10/100 BaseT Modular Router w'AOSL WIC, IP/AOSL 
CISC01760-SHOSL 10/100 BaseT Modular G.SHOSL Router. 19 in c h Chassis 
CISC01760-VPN/K9 1760 VPN Bundle v.ith VPN Module, 48MB ORAM, IP Plus/FW/3DES 
CISC01760-VPN/K9-A 1760 VPN Bun. w/AOSL WIC, VPN Module, 48MB ORAM, 1Pt/FW/30ES 
CISC01760-V 10/100 Modular RouterwNoice IPNOICE Plus, 19 inch Chassis 
CISC01751 10/100 Modular Routerw/ 3 slots, lOS IP, 16F/320 
CISC01751-V 
CISCD1751 -VPN/K9 
CISCO 1751 -VPN/K9-A 
CISC01721 -ADSL 

10/100 Modular RouterwNoice, lOS IP/VDICE Plus, 32F/64D 
1751 VPN Bundle v.i th VPN Module, 48MB ORAM, IP Plus/FW/3DES 
1751 VPN Bun. w/ADSL WIC, VPN Module, 48MB ORAM, 1Pt/FW/3DES 
10/100 BaseT Modular ADSLRouter, IP/DSL 1 

f\QS no 0312 05 - I.N 
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CISC01721 10/lOOBaseT ModularRouterw/2 WAN slots, 16M Flash/32M ORAM 
CISC01721-VPN/K9 1721 VPN Bundle wth VPN Module, 48MB ORAM, IP PluS/FW/30ES 
CISC01721 -VPN/K9-A 1721 VPN Bun. w/AOSL WIC, VPN Module, 48MB ORAM, IP+/FW/30ES 
CISC01721-SHOSL 10/100 BaseT ModularG.SHOSLRouter, IP/DSL 
CISC01710-VPN-M/K9 Ouai-Ethernet SecurityAccess Router. VPN Module, IP/30ES/FW 
Cisco 1751 Software Feature Packs for Cisco lOS Release 12.1.(5)YB 
C017-C-12.1.5= IP 
C017-C-12.1.5= IP AOSL 
C017-C7P-12.1.5= 
C017-C7K2-12.1.5= 
C017-CH-12.1.5= 
C017-8-12.1.5= 
C017-87HP-12. 1.5= 
C017-C7HK2-12. 1.5= 
C017-07HK2-12.1.5= 
C017-C7VP-12.1.5= 

IP Plus AOSL 
IP Plus IPSec 30ES AOSL 
IP/FW/IOS 
IP/IPX 
IP/IPX/FW/IOS PlusAOSL 
IP/FW/IOS Plus IPSec 30ES AOSL 
IP/IPX/AT/IBM/FW/IOS Plus IPSec 30ES 
IPNoice Plus 

C017-C7VP-12.1.5= IPNoice Plus AOSL 
C017-C7HV-12. 1.5= I PNoice/FW/IDS Plus AOSL 
C017-C7VK2-12.1.5= IPNoice Plus IPSec 30ES AOSL 
C017-C7HVK2-12. 1.5= IPNoice/FW/IDS Plus IPSec 30ES AOSL 
C017-Q7HVK2-12.1.5= IP/IPX/AT/18M/FW/IOSNoice Plus IPSec 30ES 
Cisco 1700 Serias Memory Options 
MEM-1700-4MFC= Cisco 1700 Series, 4MB Mini-Flash Card 
MEM-1700-8MFC= Cisco 1700 Series, 8 M8 Mini-Flash Card 
MEM-1700-160= Cisco 1700 Series, 16MB ORAM OIMM 
MEM-1700-320= Cisco 1700 Series. 32 M8 ORAM OIMM 
MEM-1700-640+ Cisco 1700 Series. 64 M8 ORAM OIMM 
Cisco 1700 Series WAN Interface Cards (WICs) 
WIC-tT 1-port Serial WAN lntertace Card 
WIC-2T 2-port SeriaiWAN lntertace Card 
WIC-2A/S 2-port Async/Sync Serial VIAN Interface Card 
WIC-1 8-S/T 1-port BRI (S!T) WAN lntertace Card (dialand leased i n e) 
WIC-1 8-U 1-port 8RI w/NT-1 WAN lntertace Card (dialand leased line) 
WIC-1 OSU-56K4 1-port 4-Wire 56/64 Kbps w/ (OSU/CSU) WAN Interface Card 
WIC-1 OSU-T1 1-port Tl/Fr Tl w!(OSU/CSU) WAN Interface Card 
WIC-lAOSL= 1-portAOSL VIIAN Interface Card 
WIC-lSHOSL 1-port G.SHOSL WAN Interface Card 
WIC-1ENET= 1-port Ethernet lntertace Card 
Cisco 1751/1760 Voice Interface Cards 
VIC-2FXS 2-port Voice Interface Card ll<S 
VIC-4FXS 4-port Voice Interface Card ll<S 
VIC-2FXO 2-port Voice Interface Card 9<0 
VIC-2E/M 2-port Voice Interface Card E&M 
VIC-2FXO-EU 2-port Voice Interface Card FXO forEurope 
VIC-2FXO-M 32-port Voice lntertace Card FXO for Australia 
VIC-28RI-NT/TE 2-port Voice lntertace Card-BA (NT & TE) 
VIC-2FXO-M1 2-port FXO for U.S. with baneryreversal 
VIC-2FXO-M2 2-port FXO for Europe with baneryreversal 
VIC-2010 2-port FXO analog OID 

Cisco 1700 Multiflex Voice I WAN interface Cards 
VWIC-1MFT-E1 1-Port RJ-48 Multiflex Trunk- El 
VWIC-1MFT-E1= 
VWIC-1 MFT-G703 
VWIC-1 MFT-G703= 
VWIC-2MFT-E1 
VWIC-2MFT-E1= 
VWIC-2MFT-E1-0I 
VWIC-2MFT-E1-01= 
VWIC-2MFT-G703 
VWIC-2MFT-G703= 
VWIC-1 MFT-Tl 
VWIC-1MFT-T1= 
VWIC-2MFT-T1-0I 
VWIC-2MFT-T1 -01= 
VWIC-2MFT-Tl 
VWIC-2MFT-T1= 

1-Port RJ-48 MultiflexTrunk - El 
1-Port RJ-48 MultiflexTrunk - G.703 
1-Port RJ-48 MultiflexTrunk- G.703 
2-Port RJ-48 Multiflex Trunk- El 
2-Port RJ-48 MultiflexTrunk- El 
2-Port RJ-48 Multiflex Trunk - El With Orop and lnsert 
2-Port RJ-48MultiflexTrunk- E1 With Orop and lnsert 
2-Port RJ-48 Multiflex Trunk - G.703 
2-Port RJ-48 Multi!! ex Trunk- G.703 
1-Port RJ-48 Multiflex Trunk - T1 
1-Port RJ-48 Multiflex Trunk- Tl 
2-Port RJ-48 Multiflex Trunk- T1 With Orop and lnsert 
2-Port RJ-48 Multi!! ex Trunk - T1 With Orop and lnsert 
2-Port RJ -48 Multiflex Trunk- Tl 
2-Port RJ -48 Multiflex Trun k- Tl 
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Cisco 1700 Modula Options 
MOD1700-VPN Cisco 1700 SeriesVPN Module 
Cisco 1700 Sparas and Accassories 
PWR-1700-WW1 = Cisco 1700 AC Power Supply-worldwide 
PVDM-256K-4= 4-Channel Packet lklice/Fax DSP Module for the 1751 
PVDM-256K-8= 8-Channel Packet lklice/Fax DSP Module for the 1751 
PVDM-256K-12= 12-Channel Packet lbice/Fax DSP Module forthe 1751 
PVDM-256K-16= 16-Channel Packet lbice/Fax DSP Module forthe 1751 
PVDM-256K-20= 20-Channel Packet lbice/Fax DSP Module torthe 1751 
Cisco 1700 Serias Basic Maintenance 
CON"SNT-PKG4 Cisco 1751-V SMARTnet Maintenance 
CON-SNT-PKG3 Cisco 1751 and 1710-VPN-M/K9 SMARTnet Maintenance 
CON-SNT-PKG2 Cisco 1720 and 1720-ADSL SMARTnet Maintenance 

Chapter 1 Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco 1700 Series Web site: http://www.cisco.com/go/1700 

Cisco 2500 Series 
The Cisco 2500 series router has served for years as the 
most deployed and popular branch office router in the 
world, and provides low cost routing functionality for 
data-only applications (no voice support). There are currently two access servers to 
choose from, 8 or 16 asynchronous ports, each with 1 Ethernet port, for aggregating 
multiple network elements to provide a single Telnet access point (telemetry 
application)-or for attaching 8 to 16 externai analog or digital modems in 
environments where T1/E1 digital circuits are not available, but multiple dial-up 
telephone lines can be leveraged for low cost remote access. 
For higher performance requirements, where a wider variety ofWAN/LAN interfaces 
are needed, as well as voice support, refer to Cisco 2600/2600XM/3600 or 1700 series 
routers. 

When to Se li 

Sell This Product 

Cisco AS2509-RJ 
and AS2511-RJ 

Key Features 

When a Customer Needs These Features 

• Data-only networkrequirement 
• An access servercombining a terminal serve r, protocoltranslator, console portaggregato~ anda router 

in a single devi c e 
• One Ethemet LAN and dual serial ports 
• 8 o r 16 asynchronousserial ports with RJ-11 jacks, ideal for attaching 8 to 16 externai modems 

• Proven technology with a full suíte of Cisco lOS Software 
• Setup with Cisco ConfigMaker, a free tool for configuring a network o f routers 
• With Cisco Works for Windows, allows remo te management and maintenance 

from a central location 

~ 
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• 
Specifications 

... -::·--::?"-7 ........... .. -----~ '\, 

Feature Cisco AS2509-RJ 
/-· àv"\ 

Cisco AS2511-RJ _ { f').__ü r _ . ) ·; ~ 
~ ,f i! 

Throughput Performance (pps) 3-5 Kpps (dependingon configuration) 

Memory 8-MB dual Flash bank option (default) 
16MB (max) 

3-5 Kpps (depending on configwati(> / / 

Same as CiscoAS2509-RJ .- ~ __ ... _ _ 
·· -. .... . • • .. ]~~: ....... J · 

........ ~,. ....... ~ .. 
16MB ORAM (default) 

Power Supply AC, with optional OC o r redundant power supp~ Same as CiscoAS2509-RJ 

Fixed LAN Ports 

Fixed WAN Ports 

1-port Ethemet 

1-port sync serial 
8-port async 

1-port Ethernet 

1-port sync serial 
16-port async 

Dimensions (H x W x D) 1.75 X 17.5 X 10.56 in. 1.75 X 17.5 X 10.56 in. 

Cisco lOS Software and Memory Requirements 

To run the Cisco lOS software Feature Packs, you need the amount o f memory shown 
in the following table: 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required2 Required 
C02H-12.0= IP only 12.0(10) 8MB 4MB 

12.0(7)T 8MB 6MB 

C025-CP-12.0= IP Plus 12.0(10) 8MB 6MB 
12.0(7)T 16MB 8MB 

C025-CHL-12.0= IP/FW Plus IPSEC 56 12.0(10) 16MB 8MB 
12.0(7)T 16MB 10MB 

C025-B-12.0= IP/IPX/AT/OEC 12.0(10) 8MB 6MB 
12.0(7)T 16MB 6MB 

C025-BP-12.0= IP/IPX/AT/DEC Plus 12.0(10) 16MB 6MB 
12.0(7)T 16MB 8MB 

C025-AP-12.0= Enterprise Plus 12.0(10) 16MB 6MB 
12.0(7)T 16MB 10MB 

1. For users with CCO access, search by lOS te ature o r release via the Feature Navigator at 
http://www.cisco.com/go/fn 

2. Bold numbers indicate that more memorythan the default amount is needed to run the Feature Pack. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 2500 Serias Access Routar Chassis 
CISC02509-CH 1-port Ethernet AUI, 2-port Seria( 8-port Async Serial, IP s/q 
AS2509-RJ-CH 1-port Ethernet AUI (RJ-45), 1-port Serial, 8-port Async Serial, IP s/w 
CISC02511-CH 1-port EthernetAUI, 2-port Serial, 16-port Async Serial, IP s/w 
AS2511-RJ-CH 1-port EthernetAUI (RJ-45), 1-port Serial, 16-port Async Serial, IP s/w 
Cisco 2500 Serias Mamory Options 
MEM-1X4F= Cisco 2500 Series, 4MB Rash Upgrade 
MEM-1X8F= Cisco 2500 Series, 8MB Rash Upgrade 
MEM-1X8D= Cisco 2500 Series, 8MB ORAM Upgrade 
MEM-1X160= Cisco 2500 Series, 16MB ORAM Upgrade 
Cisco 2500 Serias Accessorias 
ACS-2500RM-19= Cisco 2500 Series, Rack-Mount Kit, 191nches 
ACS-2500RM-24= Cisco 2500 Series. Rack-Mount Kit,241nches 
ACS-2500ASYN= Cisco 2500 AUX/Console Part Cable Kit 
ACS-2500RPS= Cisco 2500 Series, RPS Field Upgrade 
Cisco 2500 Serias Basic Maintonance 
CON-SNT-PKG4 Packaged SMARTnet (8 x5 x NBD) forthe Cisco AS2509 and AS2511 

For More lnformation 

See the Cisco 2500 Series Web site: http://www.cisco.com/go/2500 

_____ _c_ 
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Cisco 2600 Series 
The Cisco 2600 series is an award-winning 
family ofmodular multiservice access routers, 
providing flexible LAN and WAN 

Chapter 1 Routers 

configurations, multiple security options, voice/data integration, anda range ofhigh 
performance processors. This range of features make the Cisco 2600 series the ideal 
branch-office router for today 's and tomorrow's customer requirements. 
The Cisco 2600 series family of modular routers include the Cisco 2600XM models, 
the Cisco 2691 and the Cisco 2612 token ring router. These new models detiver 
extended performance, higher density, enhanced security performance and increased 
concurrent application support to meet the growing demands ofbranch offices. 
The Cisco 2600XM models are based on the classic Cisco 2600 platform architecture, 
and extend the performance by as much as 33%. They also increase default platform 
memory and provide increases in memory capacity at the same price as their Cisco 
2600 predecessor. 
The highest performing router in the Cisco 2600 family that extends the density of 
emerging branch office applications, is the Cisco 2691 offering almost twice the 
performance of the Cisco 2650XM platform while leveraging the same modules from 
other Cisco 2600, Cisco 3600 and Cisco 3700 Series routers. Compared to the Cisco 
2600XM models, the new Cisco 2691 is designed to offer a higher degree ofversatility, 
providing greater throughput for higher density WAN applications, support for high 
speed interfaces and increased performance to handle new services. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco 2691 • Enterprises wanting a higherlevel of performance for a broadened mnge of concurrent remote office 
applications including unparaleled voice/data integraton, Virtual Private Network (VPN) performance, 
increased bandwidth to suppot voice and vileo applications and the delilery of Web-based 
applications 

Cisco 2600XM Serias • Enterprises consideringthe Cisco 2&10 for branch office applicationsshould now regard the Cisco 
2&JOXM as the preferential platformfor delivering high performing, flexible solutionsto branch and 
remote offices. 

• High Performance 1(}'100 Dual Ethernet Router Wth 3 WIC Slots, 1 NM 

Cisco 2651XM • High performance Dual10/100 Modular Router with CiscoiOS IP 

Cisco 2650XM • High performance ll/100 ModularRouterwith Cisco lOS IP 

Cisco 2621XM • Mid Performance Dual10/100 EthernetRouterwith Cisco lOS IP 

Cisco 2620XM • Mid Performance 10/100 Ethemet Router with Cisco lOS IP 

Cisco 2611XM 

Cisco 2610XM 

Cisco 2612 

Key Features 

• Dual10/100 Ethemet Router w~h Cisco lOS IP 

• 10/100 Ethernet Rout!r with Cisco lOS IP 

• One Token Ring port and one Ethernet port forrnixed LANs and migrating fromToken Ring to Ethernet 

• Integration/manageability-Lowers cost of ownership and improves ease of 
remote management, providing integrated "branch-in-a-box" networking that 
combines CSU/DSUs, multiplexors, modems, voice/data gateways, ISDN NTls, 
firewalls, VPNs, encryption, and compression devices 

• Multiservice voice/data networks- Reduces phone/fax costs between offices; 
using Cisco lOS software QoS features (such as RSVP, WFQ, CAR, and RED) , 
voice/fax traffic is digitized and encapsulated in Frame Relay or IP packets and 
consolidated with data traffic 

. RÔsra312005 . r:N -
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• 
• Enterp~ise/Provide_r class solution-:-Meets the ~equire~en~s of m_ult~s~rvice /('c·--r_....,, .... 

enterpnses and their managed serv1ce CPE prov1ders w1th h1gh rehab1hty f~(u~"' 
m~ltiple WAN connecti~ns, an~ the ability t? migrate from data- only to f qM ~0 \ ,, 
VOICe and data to packetlzed VOICe and data mfrastructure ~ 

1 
r /()\ ( . :)· 

• High-density analog/fax networ~ modules pr?v~de t~e ability to directly s· ·n~lt ~(_,: 
PSTN and l~gacy telephony eqmpment to ~xtstmg Cisco 260? and_3600 ro ets~-~-< :~'·::~~3/ 

• An EtherSwttch network module for the Cisco 2600/3600 senes wtth 16 ports ~· 
101100 Ethernet and one optional 1 OOOBaseT (Gigabit Ethernet) connection, 
providing a fully integrated Layer 2 (L2) switch with the capability to support both 
Line Power to Cisco IP phones and current Aironet 802.11 wireless base stations 
(with the addition of an externai power supply) . This provides a single box 
solution for branch offices deploying converged IP telephony, extending data, 
voice and video by delivering IP routing, Ethernet switching, fixed wireless 
solutions and voice gateway capabilities 

• A wide range ofVirtual Private Network modules (VPN) optimize the Cisco 2600 
Series platforms for virtual private networks (VPNs) and delivers a rich integrated 
package of routing, firewall, intrusion-detection, and VPN functions 

• The introduction o f the WIC-ADSL and WIC-1 SHDSL, offers business-class 
broadband service with scalable performance, flexibility, and security for branch 
and regional offices 

• Content Networking Integration and Branch-Office Routing with 
router-integrated content-delivery system that combines intelligent caching, 
content routing and management with robust branch-office routing, WAN 
bandwidth for branch IP services such as voice over IP (VoiP) 

Competitive Products 

• 3Com: SuperStack 11 NETBuilder SI and PathbuilderS400 
• lntei/Shiva: lanRover Family 
• Motorola: Vanguard 643</643x 

Specifications 

Feature 2610/11XM 
Performance Up to 20Kpps 

Flash Memory (Defaulf/Max) 16MB/48MB 

System Memory 
(Defaulf/Max) 

32MB/128MB 

lntegrated WIC Slots 2 

Dnboard AIM Slot 

Minimum Cisco lOS Release 12.1(14) mainline, 
12.2(12) mainline, 
12.2(8)Tlor later 

Onboard LAN Ports 1 to 2 10/100 FE ports 

Rack Mounting 

Wall Mounting 

Yes, 19" and 
23" options 

Yes 

• Nortei/Bay:Advanced Remote Node (AIN), Passport 4400 series 
• FutureW!i/Quidway®: R2630/31 E 
• Tasrnan: 2004, 1400 

2620/21XM 2650/51XM 2691 
Up to 3(J(pps Up to 4(J(pps Up to 70Kpps 

16MB/48MB 16MB/48MB 32MB/128MB (Compact 
Flash) 

32MB/128MB 64MB/128MB 64MB/256MB 

2 2 3 

1 1 2 

12. 1(14) mainline, 12.1(14) mainline, 12.2(8)T1 or late r 
12.2(12) mainline, 12.2(12) mainline, 
12.2(8)T1 o r late r 12.2(8)T1 o r I ater 

1 to 210/100 FE ports 1 to 2 10/100 FE ports 210/100 FE ports 

Yes, 19" and Yes, 19" and Yes, 19" and 
23" options 23" options 23" options 

Yes Yes No 

Cisco 2600 Seri 
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Cisco lOS Software and Memory Requirements1 ----Most Cisco lOS software CD feature packs for the Cisco 2600 series include severa!/<~ .~--L.....,"""\ 
sele~ted Cisco lOS releases. To run t~~ latest Cisco lOS Software Feature P~cks with / ' -:{::- ~\ ·,\, 
versw~ 12.0(7)XK, you need, at ~ mmn~mm, t~e amount of memory shown m the ~ ..;.J( ( _ j J 
followmg table. Some configurat10ns wtll reqmre more than the recommended · v / l 
mm1mum. ·\·~ ... 

Distribution lOS lmage Flash Memory ORAM Memory 
Part Number Feature Pack Description Release Required Required 
Cisco 2612 

CD26-C-12.0.7= IP only 12.0(7)XK1 8MB 24MB 

CD26-CP-12.0.7= IP Plus 12.0(7)XK1 8MB 40MB 

CD26-CH-12.0.7= IP/Firewall 12.0(7)XK1 8MB 32MB 
CD26-CHL-12.0.7= IP/Firewall Plus IPSec 56 12.0(7)XK1 16MB 48MB 
CD26-CHK2-12.0.7= IP/Firewall Plus IPSec JDES 12.0(7)XK1 16MB 48MB 
CD26-CK2-12.0.7= IP Plus IPSec JDES 12.0(7)XK1 16MB 40MB 
CD26-CL-12.0.7= IP Plus IPSec 56 12.0(7)XK1 16MB 40MB 

CD26-B-12.0.7= IP/IPX/AT/DEC 12.0(7)XK1 8MB 32MB 

CD26-BP-12.0.7= IP/IPX/AT/DEC Plus 12.0(7)XK1 16MB 40MB 

CD26-BHP-12.0.7= IP/IPX/AT/DEC/Firewall Plus 12.0(7)XK1 16MB 48MB 

CD26-AP-12.0.7= Enterprise Plus 12.0(7)XK1 16MB 48MB 

CD26-AL-12.0.7= Enterprise Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-AHK2-12.0.7= Enterprise/Firewall Plus IPSec JDES 12.0(7)XK1 16MB 48MB 

CD26-AHL-12.0.7= Enterprise/Firewall Plus IPSec 56 12.0(7)XK1 16MB 48MB 
CD26-AK2-12.0.7= Enterprise Plus IPSec JDES 12.0(7)XK1 16MB 48MB 
CD26-E-12.0.7= Remote Access Server 12.0(7)XK1 8MB 24MB 

1. Forthe complete list ot lOS Feature Sets, reter to the parts list, via the URLiisted under MFor More lnformation.w For 
users with CCO access, search by lOS te ature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 2600/2600XM Serias Router Chassis 
CISC02610XM 10/100 Ethernet Router w/Cisco lOS IP 
CISC02610XM-DC 
CISC02610XM-RPS 
CISC02611XM 
CISC02611XM-DC 
CISC02611XM-RPS 
CISC02620XM 
CISC02620XM-DC 
CISC02620XM-RPS 

10/100 Ethernet Router w Cisco lOS IP- DC 
10/100 Ethemet Routerw/ Cisco lOS IP- use w/ ext RPS 
Dual10/100 Ethernet Router w/ Cisco lOS IP 
Dual10/100 Ethernet Router w/ CiscoiOS IP- DC 
Dual10/100 Ethernet Roullr w/ Cisco lOS IP- use w/ ext RPS 
Mid Performance 10/100 Ethernet Router with Cisco lOS IP 
Mid Performance10!100 EthemetRouterw/Cisco lOS IP-DC 
Mid Performance 10/100 Ethernet Rout w/Cisco lOS IP-RPS ADPT 

CISC02621XM Mid Performance CUal10/100 Ethernet Roullrw/Cisco lOS IP 
CISC02621XM-DC Mid Performance Dual10/100 Ethernet Rolt w/Cisco lOS IP-DC 
CISC02621XM-RPS Mid Performance Dual10/100 Ethemet Rout w/IOS IP-RPS ADPT 
CISC02650XM High Performance D/100 Modular Router w/Cisco lOS IP 
CISC02650XM-DC High Performance 10/100 Modular Rout w/CiscoiOS IP-DC NEBs 
CISC02650XM-RPS High Performance 10/100 Modular Rout w/CiscoiOS IP-RPS ADPT 
CISC02651XM High Performance Dual10/100 Modular Rout with Cisco lOS IP 
CISC02651XM-OC High Performance Oual10/100 Modular Rout w/IP-DC NEB 
CISC02651XM-RPS High Performance Dual10/100 Mod Routw/IP-RPS ADPT 
CISC02691 High Performance 10/100 Dual Eth Routerw/3 WIC Slots,1 NM 
CISC02612 1-port 10BASE-T, 1-port TR,1 network module slot, 1 AIM slot, 2 WIC slots. IP s/w 
CISC02612-DC 1-port 10BASE-T, 1-portTR, 1 network module slot, 1 AIM slot, 2 WIC slots, DC Power Supply, IP 

s/w 
CISC02612-RPS 1-port 10BASE-T, 1-port TA. 1 network module slot, 1 AIM slot. 2 WIC slots, RPS adapter, IP s/w 

Cisco 2600 Series Voice Gateway Bundles 
CISC02651XM-V CISC02651XM, AIM-VOICE-30, lOS IP Plus, 96D/32F 
CISC02651XM-V-SRST CISC02651XM, FL-SRST-MEDIUM, AIM-VOICE-30, lOS IP Plus, 96D/32F 

'" ·' :<)/ '' · .......... 
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Cisco 2600 Serias VPN Bundles 
CVPN2600FI PS/KIT = 
C2651XM-2FENPN/K9 
C2621XM-2FENPN/K9 
C2611XM-2FENPN/K9 
C2691-VPN/K9 
Cisco 2600 Serias DSL Bundles 

KIT {lnstructions, labels) to configued 2600 for FIPS 
2651XMNPN Bundle,AIM-VPN/EP/2FE/IOS FW/IPSec 3 OES, 960RAM 
2621XMNPN Bundle,AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2611XMNPN Bundle,AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2691 VPN Bundle,AIM-VPN/EPII, Plus IOS/FW/IPSECJOES 

CISC02651XM-ADSL 2651XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F196DRAM 
CISC02621XM-ADSL 2621XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F196DRAM 
CISC02611XM-ADSL 2611XM-ADSL Bundle, WIC: 1ADSL, 2FE, IP Plus, 32FI96DRAM 
CISC02651XM-SHDSL 2651XM-SHDSL Bundle, WIC-1 SHDSL, 2FE, IP Plus, 32F/96DRAM 
CISC02621XM-SHDSL 2621XM-SHDSL Bundle, WIC-1SHDSL, 2FE, IP Plus, 32F/960RAM 
CISC02611XM-SHDSL 2611XM-SHDSL Bundle, WIC-1SHDSL, 2FE, IP Plus, 32F/96DRAM 
Cisco 2600/2600XM Serias LAN Modules 
NM-1E= 1-port 10BASE-Tnetworkmodule 
NM-4E= 4-port 10BASE-T networkmodule 
Cisco 2600/2600XM and 3600 Serias WAN Interface Cards {WICs) 
WIC-18-S/T= 1-port BRI (S!T)WAN Interface Card {Dialand Leased Linel 
WIC-1B-U-V2 1-port BRI {U) w/NT-1 WAN Interface Card {Dialand Leased üne) 
WIC-1 DSU-561<4= 1-port Serial W/4-Wire 56/64Kbps DSU/CSU WAN Interface Card 
WIC-1 DSU-T1= 1-port Serial w/ FrT1/T1 DSU/CSU WAN Interface Card 
WIC-lT = 1-port Serial WAN Interface CéJd 
WIC-2T = 2-port Serial WAN Interface Cérd 
WIC-2AJS= 2-port Async/Sync Serial WAN Interface Card 
WIC-1ADSL= 1-port ADSL WAN Interface Card 
WIC-1SHDSL= 1-port G.SHDSLWAN Interface Card 
WIC-1AM= 1-portAnalog ModemWAN Interface Card 
WIC-2AM= 2-port Analog ModemWAN Interface Card 
Cisco 2600/2600XM and 3600 Serias Multiflex Voice and WAN Interface Cards2 

VWIC-1MFT-T1= 1-port RJ-48 MultiflexTrunkT1 
VWIC-2MFT-T1 = 2-port RJ-48 Multiflex Trunk-T1 
VWIC-2MFT-T1-DI= 2-port RJ-48MultiflexTrunk-T1 With Drop and lnsen 
VWIC-1MFT-E1= 1-port RJ-48MultiflexTrunk-E1 
VWIC-1 MFT-G703= 1-port RJ-48 Multiflex Trunk-G.703 
VWIC-2MFT-E1 = 2-port RJ-48 Multiflex Trunk-E1 
VWIC-2MFT-G703= 2-port RJ-48 Multiflex Trunk-G.703 
VWIC-2MFT-E1-DI= 2-port RJ-48 Multiflex Trunk-E1 With Drop and lnsert 
Cisco 2600!2600XM and 3600 Series Voice/Fax Network Modules and Expansion Modules 
NM-1V= 1-slot voice/fax network module 
NM-2V= 2-slot voice/fax network module 
NM-HOV-1T1-24= 1-portT1 24 channelvoice/fax nework module 
NM-HDV-1T1-24E= 1-port T1 24 enhanced channelvoice/fax network module 
NM-HDV-2T1-48= 2-port T1 48 channel voice/fax nework module 
NM-CE-BP-2DG-K9= Content EngineNM-Basic Perf-20GB 
NM-CE-BP-4DG-K9= Content EngineNM-Basic Perf-40GB 
NM-CE-BP-SCSI-K9= Content Engine NM-Basic Perf-SCSI Adapter 
NM-HDV-1E1-30= 1-port E1 30 channelvoice/fax nework module 
NM-HDV-1 E1-30E= 1-port E1 30 enhanced channelvoice/fax network module 
NM-HDV-2E1-60= 2-port E1 60 channel voice/fax nework module 
NM-HDV= High density voice networkmodule, spare {no T1/E1 o r DSPs) 
NM-HDA-4FXS= High density analogvoice/fax networkmodule w~h 4 FXS 
EM-HDA-8FXS= 8-port FXS vcice/fax expan9on module 
EM-HDA-4FXO= 4-port FXO voice/faxexpansion module 
DSP-HDA-16 16-channel DSP module for NM-HDA 
Cisco 2600/2600XM and 3600 Series ATM Modules 
NM-4T1-IMA= 4-port T1 ATM network module with IMA 
NM-4E1-IMA= 4-port E1 ATM network module with IMA 
NM-8T1-IMA= 8-port T1 ATM network module with IMA 
NM-8E1-IMA= 8-port E1 ATM network module with IMA 
Cisco 2600/2600XM and 3600 Series EtherSwitch Modules 
NM-16ESW= Sixteen 10BaseT/100BaseTX autosensing ports EtherSwitch 

• 

NM-16ESW-PWR= Sixteen 100aseT/100BaseTX autosen9ng ports EtherSwitch with powerdaughter card 
Cisco 2600/2600XM and 3600 Series High-Density Voice/Fax DSP Upgrade Modules 
PVDM-12= 12-channel PacketVoice/Fax DSP Module 
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Chapter 1 Routers • 
Cisco 2600/2600XM and 3600 Serias Voice Interface Cards (VICs) 
VIC-2E/M= 2-port E&M Voice Interface Card • VIC-2FXO= 2-port FXO Voice Interface Card 
VIC-2FXS= 2-port FXS Voice Interface Card 
VIC-2010= 2-port DID Voice/Fax Interface Card 
VIC-2FXO-EU= 2-port FXO Vaie e lnterfaceCard (for Europe) 
VIC-2FXO-M3= 2-port FXO Voice Interface Card (forAustralia) 
VIC-2BRI-S/T-TE= 2-port BRI (S/T userside) Voice Interface Dlrd 
VIC-2FXO-M1= 2-portVoice Interface Card-IKO w/ Reversal (for USt) 
VIC-2FXO-M2= 2-port Voice lnterfaceCard- FXO w/ Reversal (for EU) 
Cisco 2600/2600XM and 3600 Serias WAN Network Modules 
NM-4B-S/T = 4-port BRI (S!T) networkmodule 
NM-BB-S/T = 8-port BRI (S/T) network module 
NM-4B-U= 4-port BRI (U) w/ NTl network module 
NM-BB-U= 8-port BRI (U) w/ NTl network module 
NM-4A/S= 4-port Async/Sync Serial network module 
NM-BA/S= 8-port Async/Sync Serial network module 
NM-16A= 16-port Async Serial network module 
NM-32A= 32-port Async Serial network module 
NM-1CT1= 1-port ChannelizedTl/ISDN-PRI networkmodule 
NM-2CT1= 2-port ChannelizedTl/ISDN-PRI networkmodule 
NM-1 CTl-CSU= 1-port Channelized TUSDN-PRI w/ CSU network module 
NM-2CT1-CSU= 2-port Channelized TUSDN-PRI w/ CSU network module 
NM-1ATM-25= 1-port ATM 25 network module 
Cisco 2600!2600XM and 3600 Serias Modem Network Modules 
NM-BAM= 8-port Analog Modem network module 
NM-16AM= 16-port Analog Modem networkmodule 
Cisco 2600/2600XM and 3600 Serias Network Modules (lnternational) 
NM-1CE1 B= 1-port Channelized El/ISDN-PRI balanced networkmodule 
NM-1CE1U= 1-port Channelized El/ISON-PRI unbalanced networkmodule 
NM-2CE1B= 2-port ChannelizedE1/ISDN-PRI balanced networkmodule 
NM-2CE1U= 2-port ChannelizedE1/ISDN-PRI unbalanced networkmodule 
Cisco 2600/2600XM and 3600 Serias Modem Management Technology Licenses (MMn)3 

MMTL-3600/2600-8= MMTL for 8 Analog Modans 
MMTL-3600/2600-16= MMTL for 16 Analog Modems 
Cisco 2600/2600XM Serias Advanced lntegration Modules 
AIM-COMPR2= Data Compresson AIM forthe Cisco2600/2600XM series 
AIM-COMPR4= Data Compression AIM for the Ci~o 2691/3660/3700 series 
AIM-VPN/BP= OES/3DES VPN Encryption AIMfor 2600-Base Performance 
AIM-ATM= ATM SAR Only AIM 
AIM-ATM-1T1= High Performance ATM AIM/Tl Bundle AIM-ATM 
AIM-ATM-1 El= High Performance ATM AIM/El Bundle AIM-ATM 
AIM-VPN/-EP= DES/30ES VPN Encryptlln Module for a!OO-Enhanced Performance 
AIM-VPN/-EPII= DES/30ES/AES VPN Encryption Module for al91/3725 
AIM-ATM-VOICE-3~ 30-Channel T1/E1 Digital Voice Module 
AIM-VOICE-3~ SAR and 30-Channel T1/E1 Oig~al Voice Modue 

c Cisco 260/2600XMO Series Factory Memory Options 
Product Number Product Description 
MEM2691 -32CF-EXT 32MB Externai Compact FiaS! Memoryforthe 2691 
MEM2691 -64CF-EXT 64MB Externai Cisco Rash Memory for the 2691 
MEM2691 -128CF-EXT 128MB Externai Cisco FiaS! Memoryfor2691 
Cisco 2600!2600XM Series Factory ORAM Memory Upgrades 
MEM2600-32U40D 32- to 40-MB ORAM Factory Upgrade forthe Cisco2600 Series 
MEM2600-32U48D 32- to 48-MB ORAM Factory Upgrade forthe Cisco2600 Series 
MEM2600-32U64D 32- to 64-MB ORAM Factory Upgrade forthe Cisco2600 Series 
MEM2650-32U40D 32 TO 40MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U48D 32 TO 48MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U64D 32 TO 64MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U96D 32 TO 96MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U128D 32 TO 128MB ORAM Factory Upgrade forthe Cisco 265x only 
MEM2600XM-32U128D 32 to 128MB ORAM factory upgrade for Cisco 261 x/2xXM 
MEM2600XM-32U64D 32 to 64MB ORAM factory upgrade for Cisco 261x/2xXM 

• MEM2600XM-32U96D 32 to 96MB ORAM factory upgrade for Cisco 261 x/2xXM 
MEM2600XM-64U128D 64 to 128MB ORAM factory upgrade - 265xXM/XM VPN Bundles 
MEM2600XM-64U96D 64 to 96MB ORAM factoryupgrade- 265xXM/XM VPN Bundles 
MEM2691-64U128D 64 to 128MB DIMM ORAM factory upgradefor the Cisco al91 
MEM2691 -64U192D 64to 192MB DIMM ORAM factoryupgradefor th e Cisco al91 
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MEM2691-64U2560 64to 256MB OIMM ORAM factoryupgradeforthe Cisco 2691 
Cisco 2600/2600XM Serias Factory Flash Memory Upgrades 
MEM2600-8U16FS 8 to 16MB Flash Factory Upgrade forthe Cisco 2600 Series 
MEM2620-8U32FS 8 TO 32MB Rash SIMM Upgrade for the Cisco262x only 
MEM2650-8U32FS 8 TO 32MB Rash SIMM Upgrade for the Cisco265x only 
MEM2600XM-16U32FS 16 to 32MB Flash Factory Upgrade forthe Cisco 2600XM 
MEM2600XM-16U48FS 16 to 48MB Rash Factory Upgradefor the Cisco 2000XM 
MEM2691-32U128CF 32 to 128MB Cisco 2691 Compact Aash factory upgrade 
MEM2691-32U64CF 32 to 64MB Cisco 2691 Compact FlaS1 factory 
MEM-CE-256U5120 256MB ORAM Factory Upgrade for NM-CE-BP 
Cisco 2600/2600XM Serias Memory Spares 
MEM2600-80= 8MB ORAM OIMMforthe Cisco 2600 Series 
MEM2600-160= 16MB ORAM OIMM for the Cisco2600 Series 
MEM2600-320= 32MB ORAM OIMM forthe Cisco2600 Series 
MEM2600-4FS= 4MB Rash SIMM forthe Cisco 2000 Series 
MEM2600-8FS= 8MB Rash SIMM for the Cisco 2000 Series 
MEM2600-16FS= 16MB Rash SIMM forthe Cisco 2600 Series 
MEM2620-32FSBOOT = 32MB FLASH SIMM and BOOTROMfor 262x Only 
MEM2650-32FS= 32MB Flash SIMM for the Cisco 265x only 
MEM2650-80= 8MB ORAM OIMM forthe Cisco ai5x only 
MEM2650-160= 16MB ORAM OIMM forthe Cisco265x only 
MEM2650-320= 32MB ORAM OIMM forthe Cisco265x only 
MEM2650-640= 64MB ORAM OIMM forthe Cisco265x only 
MEM2600XM-16FS= 16MB Rash SIMM forthe Cisco 2600XM 
MEM2600XM-320= 32MB DIMM ORAM for the Cisco2600XM 
MEM2600XM-32FS= 32MB Rash SIMM forthe Cisco 2600XM 
MEM2600XM-640= 64MB DIMM ORAM forthe Cisco2600XM 
MEM2691-128CF= 128MB Cisco 2691 Compact Rash Memory 
MEM2691-1280= 128MB OIMM ORAM for the Cisco 2691 
MEM2691-32CF= 32MB Cisco 2691 Compact FlaS1 Memory 
MEM2691-64CF= 64MB Cisco 2691 Compact FlaS1 Memory 
MEM2691-640= 64MB OIMM ORAM for the Cisco 2691 
MEM-CE-2560= 256MB ORAM Field Upgrade for NM.CE-BP 
Cisco 2600/2600XM Serias Spares - Power Supplies and Other 
PWR-2600-AC= Cisco2600/2600XM AC powersupplyspare 
PWR-2600-0C= Cisco 2600/2600XM OC powersupply spare 
PWR-2650-AC= Cisco265x AC power supply spare 
ACS-2600RPS= RPS Field Upgrade forthe Cisco 2000 Series 
ACS-2600RM-19= 191nch Rack Mount Kit for the Cisco2600 series 
ACS-2600RM-24= 
ACS-2600ASYN= 
ACS-2600NEBS/ETSI= 
CAB-RPS-2218 
CAB-RPS-2218= 

241nch/231nch Rack Mount Kit for theCisco 2600 Series 
Auxiliary and Console PortCable Kit for Cis::o 2600 Series 
NEBS!ETSI Telco Accessory Kit for Cisco 2600 
RPS 22/18 Load Cable 
RPS 22/18 Load Cable 

CAB-RPSY-2218 RPS 22/18Two-to-one OC Power Cable 
CAB-RPSY-2218= RPS 22/18 Two-to-one DC Power Cable 
PWRSOO-AC-RPS-CAB 600W Redundant AC PowerSystem With OC Power Cables 
PWRSOO-AC-RPS-NCAB 600W Aedundant AC Power System W/0 OC Power Cables 
BOOT-2600= Boot ROM for Cisco2600 Series 
Cisco 2600/2600XM Serias SMARTnet Maintenance 
CON-SNT-PKG5 Cisco 2600 Series Packaged SMARTnet 8XixNBO Maintenance 
Cisco 2891 Saries Network Modulas 
NM-1GE= 1 PortGE NetworkModule 
NM-1T3/E3= One port T3'E3 networkmodule 

• 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

2. VoiP and VoFR require use of a Voice/Fax network module 
3. Requires Plus feature pack 

For More lnformation 

See the Cisco 2600 Series Web site: http://www.cisco.com/go/2600 
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Cisco 3600 Series 
The Cisco 3600 Series is a family of modular, 
high-performance multiservice access routers for 
medium and large-sized branch offices and Internet 
service providers. With over 100 modular interface 
options (shares modular interfaces with the 
2600/2600XM series), the Cisco 3600 Series provides 
solutions for voice/data integration, virtual private 
networks (VPNs), dial access, and multiprotocol data 
routing. Using Cisco 's digital and analog voice/fax 

Chapter 1 Routers 

network modules, the Cisco 3600 Series allows customers to consolidate voice, fax, 
and data traffic on a single network. Its architecture protects customers' investment in 
network technology and integrates the functions of severa! devices into a single, 
manageable solution. Cisco 3600 VPN and Dial Bundles are also available to also 
address specific VPN/security, and dial-up remate access server requirements. 
Customers are encouraged to migrate to the Cisco 3700 Series. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco 3620 • Medium-densty WAN and diaup connectivity 

• Medium-density LAN connectility 
• Low-density Voice 0\IIH Data 
• Low-density ATM connections 
• Mid-density modem-over-PRI bundles 

Cisco 3640A • High-densityWAN and dialup connectility 
• Medium- to high-density LAN connectivi\' 
• Mid-density Voice overData 
• Low- to mid-density ATM connections 
• Low-density modem-over-BRI bundles 
• Configurationsnot available on the Cisco 3700 

Cisco 3660 • Very high-density WAN and dialup connectivty 
• High-density LAN connectivity 
• Mid-density Voice over Data 
• Mid-density ATM connections 
• Mid- to high-densty modem-Qver-PRI and BRI connecivity 

Key Features 

• Combines dial access, advanced LAN-to-LAN routing services, ATM 
connectivity, and multiservice integration of voice, video, and data in a single 
platform 

• Modular, scalable design provides performance, scalability, flexibility, and 
investment protection 

• High-density ISDN PRI capabilities 
• Preconfigured BRI and PRI modem bundles available 
• Support for modem-over-BRI functionality 
• Integrated Cisco lOS software (base price includes IP lOS software) 
• Full VPN and Firewall support 
• ADSL and G.SHDSL support 
• ISDN Modem backup 
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• 
Specifications 

Feature Cisco 3620 Cisco 3640 Cisco 3660 
Fixed Ports None None 1 or210/100 Fast ~-~~ef\l~t ·j·-...._, 

Network Module Slots 2 4 6
2 1,,/"~.r· ~~ : ... ·~ ;;;;· .. ,""\.,.,,· ,· ., 

Advanced lntegration None None . ;\._ ~ '· ,\ 

;-M;-;o;;-d;;;ul_e_(A;-I_M;-;):-S-:-Io--:ts __ -::---::---c--;-:--:----:-:::-:--:---:-:-----,--------::-----=-==:::----=------=,.......,!--=!ld.Y.'"- Cu Í ' t, 
LAN/Combo Modules See Part Numbersand Ordering lnformation Same as Cisco 3620 Same as Cisc-? '~ / j 
WAN Modules Se e Part Numbersand Ordering lnformation Same as Cisco 3620 Same as Ciscd·~b-.. ,. ( , / 

(Hardware com~l;(lssiil'n ·- .. ·- ·"",,,·~,e 
support only througtt..___:_.:, • ..::.>"" 
AIM-COMPR4) 

ATM Modules See Part Numbersand Ordering lnformation 

Voice/Fax Network Se e Part Numbersand Ordering lnformation 
Modules 

WAN Interface Card See Part Numbersand Ordering lnformation 
(WIC) Modules 

Multiflex Voice/WAN Se e Part Numbersand Ordering lnformation 
Interface Cards 

Voice Interface Card See Part Numbersand Ordering lnformation 
(VIC) Modules 

Modem Modules See Part Numbersand Ordering lnformation 

Performance 40 kpps 

Flash Memory 8MB (default);32 MB (max) 

ORAM Memory 32MB (default) 
64MB (max) 

Power Supply AC, DC optional 

Dimensions (HxWxD) 1.75 X 17.5 X 13.5 in. 

Cisco lOS Software and Memory Requirements1 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

50-70 kpps 

Same as Cisco 3620 

32MB (default) 
128MB (max) 

AC, DC optional 

3.44 X 17.5 X 15 in . 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

100-120 kpps 

8MB (default); 64MB 
(max) 

32MB SDRAM (default) 
256MB SDRAM (max) 

Single o r dual AC/DC 

8.7 X 17.5 X 11.8 in. 

To run the Cisco lOS Feature Packs, you need the following amount ofmemory: 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required2 Required 
Cisco 3620 and 3640 

CDJS-C-12.0.7= IP only 12.0(7)XK 8MB 32MB 
CD36-CP-12.0.7= IP Plus 12.0(7)XK 16MB 48MB 

CDJS-CH-12.0.7= IP/FW 12.0(7)XK 8MB 32MB 

CD36-CHL-12.0.7= IP/FW Plus IPSec 56 12.0(7)XK 16MB 64MB 

CD36-CHK2-12.0.7= IP/FW Plus IPSec 3DES 12.0(7)XK 16MB 64MB 

CD36-CK2-12.0.7= I P/ Plus IPSec 3DES 12.0(7)XK 16MB 48MB 

CDJS-CL-12.0.7= IP Plus IPSec 56 12.0(7)XK 16MB 48MB 

CD3&-B-12.0.7= IP/IPX/AppleTalk/DECnet 12.0(7)XK 8MB 32MB 

CDJ&-BP-12.0.7= IP/IPX/AppleTalk/DECnet Plus 12.0(7)XK 16MB 48MB 

CDJS-BHP-12.0.7= I P/1 PX/AT/DEC/FW Plus 12.0(7)XK 16MB 64MB 

CD3&-AP-12.0.7= Enterprise Plus 12.0(7)XK 16MB 64MB 

CD3&-AL-12.0.7= Enterprise Plus IPSec 56 12.0(7)XK 16MB 64MB 

CD3&-AHK2-12.0.7= Enterprise/FW Plus IPSec 3DES 12.0(7)XK 16MB 64MB 

CD3&-AHL -12.0.7= Enterprise/FW Plus IPSec 56 12.0(7)XK 16MB 64MB 

Cisco 3660 

CD36-C-12.0.7= IP only 12.0{7)XK 8MB 32MB SDRAM 

CD36-CP-12.0.7= IP Plus 12.0(7)XK 16MB 64MB SDRAM 

CD36-CH-12.0.7= IP/FW 12.0(7)XK 8MB 64 MBSDRAM 

~ CD36-CHL-12.0.7= IP/FW Plus IPSec 56 12.0(7)XK 16MB 64MB SDRAM 

CD36-CHK2-12.0.7= IP/FW Plus IPSec 3DES 12.0(7)XK 16MB 64MB SDRAM 

CD36-CK2-1 2.0.7= I P/ Plus IPSec 3DES 12.0(7)XK 16MB 64MB SDRAM 

CD36-CL-12.0.7= IP Plus IPSec 56 12.0(7)XK 16MB 

I 
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1. Forthe complete list of lOS Feature Sets, reter to the parts list, via the URllisted under ufor More lnformation". For 
users with CCO access, search by lOS te ature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

2. Bold numbers indicate that more memory than the default amount is needed to run the Feature Pack. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 3600 Serias Router Chassis 
CISC03620 2-slot Modular Router-AC Power Supply, IP s/w 
CISC03620-DC 2-slot Modular Router-DC Power Supply, IP S/w 
CISC03620-RPS 2-slot Modular Routet w/ RPS, IP s/w 
CISC03640 4-slot Modular Router-AC Power Supply. IP S/w 
CISC03640-DC 4-slot Modular Router-DC Power Supply. IP s/w 
CISC03640-RPS 4-slot Modular Routet w/ RPS, IP s/w 
CISC03661-DC 10/HXJ E Cisco3660 6-slot Modular RoutefDC with IP SW 
CISC03661-AC 10/100 E Cisco3660 6-slot Modular RoutefAC with IP SW 
CISC03662-DC Dual10/100 E Cisco 3000 6-slot ModularRouter-DC with IP SW 
CISC03662-AC Dual10/100 E Cisco 3000 6-slot ModularRouter-AC with IP SW 
Cisco 3600 Serias Bundles 
3640MBUNDLE-48-S/T 3640 BRI Dia I bundle. lncludes 1E2W,12DM, 4 BRI-S/T,IP lOS 
3640MBUNDLE-4B-U 3640 BRI Dia I bundle.lncludes 1E2W,12DM, 4 BRI-U,IP lOS 
3640MBUNDLE-8B-S/T 3640 BRI Dia I bundle.lncludes 1 E2W,18DM, 8 BRI-S/T, IP lOS 
3640MBUNDLE-8B-U 3640 BRI Dial bundle.lncludes 1 E2W,18DM, 8 BRI-U, IP lOS 
3620MBUNDLE-24DM 3620 PAI Dia I bundle. lncludes 1 FE2CT1-CSU, 24DM,IP lOS 
AS3640-T1-48DM 3600 Access Concentratot 48 MICA Modems,2 PRI/Tl, Ethemet.IP lOS 
AS3640-E1-60DM 3600 Access Concentrator. 60 MICA Modems, Ethernet,IP lOS, no PRI 

Cisco 2600/2600XM and 3600 Serias ATM Modules2 

Cisco 2600/2600XM and 3600 Serias WAN Interface Cards (WICs)2 

Cisco 2600/2600XM and 3600 Serias Multiflex Voice/WAN Interface Cards2 

Cisco 2600/2600XM and 3600 Serias Voice/Fax Network Modules2 

Cisco 2600/2600XM and 3600 Serias High-Density Voice/Fax DSP Upgrade Modules2 

Cisco 2600/2600XM and 3600 Serias Network Modules (lnternational)2 

Cisco 3600 Serias LAN/Combo Network Modules 
NM-1E= 1-port 10BASE-T NetworkModule 
NM-4E= 4-port 10BASE-T NetworkModule 
NM-1FE-TX= 1-port 100BASE-lX NetworkModule 
NM-1FE-FX= 1-port 100BASE-FX NetworkModule 
NM-1E2W= 1-port 10BASE-T, 2 WIC Slots Network Module 
NM-2E2W= 2-port 1 OBASE-T, 2 WIC Slots Network Module 
NM-1E1 R2W= 1-port 10BASE-T, 1-port Token Ring, 2WIC Slots Network Module 
NM-1FE1CT1= 1-port 100BASE-TX. 1-port Channelized T1/IIDN-PRI Network Module 
NM-1FE1 CT1-CSU= 1-port 100BASE-lX, 1-port Channelized Tl/ls:lN-PRI with CSU Network Module 
NM-1FE1CE1B= 1-port 100BASE-TX, 1-port Channaized E1/ISDN-PRI (Balanced)Network Module 
NM-1FE1CE1U= 1-port 100BASE-TX, 1-port Chamelized E1/ISDN-PRI (Unbalanced)Network Module 
NM-1FE2CT1= 1-port 100BASE-TX, 2-port Channelized T1/IIDN-PRI Network Module 
NM-1FE2CT1-CSU= 1-port 100BASE-lX, 2-port Channelized T1/ls:lN-PRI with CSU Network Module 
NM-1FE2CE1B= 1-port 100BA$E-TX, 2-port Channaized E1/ISDN-PRI (Balanced)Network Module 
NM-1FE2CE1U= 1-port 100BASE-TX, 2-port Chamelized E1/ISDN-PRI (Unbalanced)Network Module 
NM-1FE2W= 1-port 10/100 Ethernet, 2WIC Slots NetworkModule 
NM-2FE2W= 2-port 10/100 Ethernet, 2WIC Slots NetworkModule 
NM-1FE1 R2W= 1-port 101100 Ethernet, 1-jlort Token Ring, 2 WIC Slots Network Module 
NM-2W= 2 WIC Slots Network Module 
Cisco 3600 Serias Voice Interface (VI C) Cards 
VIC-2E/M= 2-port Voice Interface Card-E&M 
VIC-2FX0= 2-port Voice Interface Card-FXO 
VIC-2FXS= 2-port Voice Interface Card-FXS 
VIC-2BRI·S/T-TE= 2-port Voice Interface Card-BR (S/T userside) 
VIC-2010= 2-port Voice Interface Card-Direct lnwardDial (OID) 

VIC-2FXO-EU= 2-port Vaie e Interface Card-FXO (br Europe) 

Cisco 3600 Series 
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Cisco 3600 Serias WAN Modules 
4-port 8RI (S(T) Module 
8-port 8RI (S(T) Module 
4-port 8RI (U) w/ NT-1 Module 
8-port 8RI (U) w/ NT-1 Module 
4-port Serial Module 
4-port Async/Sync Serial Module 
8-port Async/Sync Serial Module 
16-port Async Module 
32-port Async Module 
1-port Channelized Tl/ISDN-PRI Module 
1-port Channe~zed T1/ISDN-PRI w/ CSU Module 
2-port Channelized Tl/ISDN-PRI Module 
2-port Channelized Tl/ISDN-PRI w/ CSU Module 
1-port HSSI Module 
Compression Module 

NM-48-Sff= 
NM-88-Sff= 
NM-48-U= 
NM-88-U= 
NM-4T= 
NM-4NS= 
NM-8A!S= 
NM-16A= 
NM-32A= 
NM-1CT1 = 
NM-1CT1-CSU= 
NM-2CT1= 
NM-2CT1-CSU= 
NM-1HSSI= 
NM-COMPR= 
NM-VPN/MP= DES/3DES VPN Encryption NMforthe 3620/3640 Mid-Platform 
Cisco 3660 AIM Modules 
AIM-VPN/HP= 
AIM-COMPR4= 

DES/3DES VPN Encryption AIMfor 3ffiO High Performance 
Data Compression AIM for the 31110 series 

AIM-ATM= 
AIM-ATM-VOICE-3~ 

AIM-VOICE-30= 
Cisco 3620/40 VPN Module 

ATM SAR Only ATM 
30-Channel TVEl Digital Voice Module 
SAR and 30-Channel Tl.fl Digital Voice Module 

NM-VPN/MP= DES!3DES VPN Encryption NMfor 3620/:1140 Mid Performance 
Cisco 3600 Serias Modem Modules 
NM-6DM= 6-port Digital Modem Module 
NM-8AM= 8-port Analog Modem Moduil 
NM-12DM= 12-port Digital Modem Module 
NM-16AM= 16-portAnalog Modem Module 
NM-18DM= 18-port Digital Modsn Module 
NM-24DM= 24-port Digital Modem Module 
NM-:liDM= 30-port Digital Modsn Module 
MICA-6MOD= 6-port Dig~al Modem Module (Spare) 
Cisco 361111 Serias Modem Management Technology Licenses3 

MMTL-3600-6= Modem Management li!chnologylicense (6 modems) 
MMTL-3600-12= Modem Management Technologylicense (12 modems) 
MMTL-3600-18= Modem Management Technologylicense (18 modems) 
MMTL-l!00-24= Modem Management Technologylicense (24 modems) 
MMTL-l!00-30= Modem Management Technologylicense (30 modems) 
MMTL-:1100/2600-8= Modem ManagementTechnology Ucense (for 8 Analog Modems) 
MMTL-:1100/2600-16= Modem ManagementTechnology License (for 16 Analog Modemsj 
Cisco 361111 Series Memory Options 
MEM3600-8FC= Cisco 3600 Series 8MB Flash PCMCIA Card 
MEM3600-16FC= Cisco 3600 Series 16MB Aash Card 
MEM3600-8FS= 
MEM3600-16FS= 
MEM3600-2XBFS= 
MEM3600-2X16FS= 
MEM3620-8D= 
MEM3620-16D= 
MEM3640-2XBD= 
MEM3640-2X16D= 
MEM3640-2X32D= 
M EM3640-4X32D= 
MEM3660-32D= 
MEM3660-1280= 
MEM3660-2X640= 
MEM3660-2X1280= 
800T-ll00= 

Cisco3600 SeriesB MB Flash 
Cisco 3600 Series 16MB Flash 
Cisco 3600, 16MB Flash (2x8 MB Flash SIMMs) 
Cisco l!OO, 32MB Flash (2x16 MB Aash SIMMs) 
Cisco :1120, 8 MB ORAM SIMM 
Cisco :1120, 16MB ORAM SIMM 
Cisco :1140, 16MB ORAM (2x8 MB ORAM SIMMs) 
Cisco :1140,32 MB ORAM (2x16 M8 ORAM SIMMs) 
Cisco :1140, 64MB ORAM (2x32MB ORAM SIMMs) 
Cisco :1140, 128MB ORAM (4x32M8 ORAM SIMMs) 
Cisco 3660, 32 MB SORAM Field Upgrade 
Cisco :1160,128 MB SDRAM Field Upgrade 
Cisco :1160, 128MB SDRAM (2x64 MB Flash DIMMs) 
Cisco :1160,256 MB Flash (2x128 M8 Flash DIMMs) 
Boot ROM Upgrade for Cisco :1100 

Cisco 3600 Seri 
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Cisco 3600 Serias Accessories 
ACS-3620AM-19= 
ACS-3620AM-24= 
PWA-3620-AC 
PWA-3620-DC 
ACS-3620RPS= 
ACS-3640RM-19= 
ACS-3640RM-24= 
PWR-3640-AC 
PWR-3640-DC 
ACS-3640RPS= 
NM-BLANK-PANEL= 
WIC-BLANK-PANEL= 
ACS-3660RM-23 

Cisco 3620-19-lnch RackMount Kit 
Cisco 3620-24-lnch Rack Mount Kit 
Cisco li20-AC Power Supply 
Cisco li20-DC Power Supply 
Cisco 3620-RPS Field Upgrade 
Cisco3640-19-lnch RackMount Kit 
Cisco 3640-24-lnch RackMount Kit 
Cisco li40-AC Power Supply 
Cisco li40-DC Power Supply 
Cisco 3640-RPS Field Upgrade 
Blank NetworkModule Panel 
Blank WAN Interface Card Panel 
23 in c h Rack Mount Kit for the Cis:o 3660 

PWR-3660-AC AC Power Supply for Cisco 3660 
PWR-3660-DC DC Power Supply for Cisco 3660 
Cisco 3600 Serias Basic Packaged SMARTnet Maintenance 8x5xNBD 
CDN-SNT-PKG7 Cisco 3620 Packaged SMARTnet Maintenance 8iixNBD 
CON-SNT-PKG10 Cisco 3640 Packaged SMAATnetMaintenance 8l6xNBO 
CON-SNT-PKG13 Cisco 3661 and Cisco3662 Packaged SMARTnetMaintenance 8l6xNBO 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution ProductReference Guide at: http://www.cisco.com/dprg (limited country availability). 

2. The ATM Modules, WAN Interface Card (WIC) Modules, Multiflex Voice/WAN Interface Cards, Voice/Fax Network 
Modules, High-DensityVoice/Fax DSP Upgrade Modules, and Network Modules (lnternational) forthe 3600 series 
are the same as those forthe 2600 series. Pie a se see page 1-24 for part numbers. 

3. Requires Plus te ature pack. 

For More lnformation 

See the Cisco 3600 Series Web site: http://www.cisco.com/go/3600 

Cisco 3700 Series 
The Cisco 3 700 Series is a new line o f modular 
routers that enable flexible and scalable 
deployment o f new applications in an integrated 
branch office access platform. The Cisco 3700 
Series is ideal for sites and solutions requiring 
the highest leveis o f integration at the branch for 
branch office IP Telephony, voice gateway, and 
integrated flexible routing with low-density switching solutions.Integrated security, intrusion 
detection, and VPN protect the network at the perimeters, while integrated caching conserves 
WAN bandwidth. The Cisco 3700 Series provides a consolidated service infrastructure and 
high service density in a compact form factor that enables the incrementai incorporation of 
branch applications . 

Cisco 3700 Series 
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When to Se li 

Sell This Product 

Cisco 3725 

When a Customer Needs These Features <-"'~;::;'-~" 

• New leveis of branch office se111ice densl.y in a compactform factor(2RU) / / , ·"· li~, \ 
• lntegrated Security, intrusion detection, and VPN I / ( _ \) \ . >., 

• lntegrated flexble routing andlow-density switching (16-or-36 ports) { 1 A~\.() (. ; : · 
• A exibi e incrementai and scalable migration to a voice/data converged branch office newo{k'1 \ "' }\. V . - ; 

- Compatibilitywith more than 90% of the world's legacy analog and digtal TOM PBXs \ '\.. . · ' 
- Survivable Remate Ste Telephony (SRST) features that enable cellralized call processing wl\IJio~l - . _ ... 

branch IP Telephonyredundancy ' '~,.-.,:~ ~· >-··· 
-lnline power for IP li!lephony 

• ContentNetworking and Caching int!grated for VIAN bandwidth conll!rvation 

Cisco 3745 Same te atures asabove pus: 
• New leveis of branch officeservice density in a compact formfactor (3RU) 
• Availabilityfeaturessuch as redundant power, online insertion and removable components and field 

replaceable components 
• lncreall!d performance and denSty 

Key Features 

• Optimized for multiple high density services 
• Versatile High Density Service Module (HDSM) design enhances integrated 

services options 
• Integrated connectivity options free up network module slots 
• Optional features enhance availability/resiliency (3745 only): internai redundant 

power, hot-swappable modules, and field-serviceable components 
• Optimized for Integrated IP Telephony: IP phone powered switch, high density 

voice gateway, flexible WAN routing, and Survivable Remote Site Telephony 
• Flexible combination of analog and/or digital voice with scalable port density 
• Full support for Cisco lOS voice suite of features 
• Platforms performance-tuned for scaling packet voice solutions 
• New integrated switching modules (16- and 36-port) 
• Common user interface with Catalyst series switches 
• Simplified management from a single platform for ease of configuration, 

deployment, and troubleshooting 
• lntegrated inline power for wireless access points and IP phones 
• GigE connectivity 

Cisco 3700 
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• 
Specifications 

Feature Cisco 3725 Cisco 3745 
Network Module Slots 2- - - -----------4---------------

Advanced lntegration 2 2 
Module (AIMl Slots 
WAN Interface Card (WIC) 3 
Slots 
10/100 FE Ports 
WAN Modules 
ATM Modules 
Voice/Fax Network 
Modules 

2 

Se e Part Numbers and Ordering lntormation 

See Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

WAN Interface Card (WIC) See Part Numbers and Ordering lntormation 
Modules 
Multiflex Voice/WAN 
Interface Cards 

See Part Numbers and Ordering lnformation 

Voice Interface Card (VI C) Se e Part Numbers and Ordering lnformation 
Modules 
Modem Modules See Part Numbers and Ordering lnformation 

EtherSwitch Modules See Part Numbers and Ordering lnformation 

Performance 100 kpps 

VPN/Security Advanced Se e Part Numbers and Ordering lnformation 
lntegration Modules (AIM) 
Content Network Modules See Part Numbers and Ordering lnformation 

Flash Memory 32MB (default); 128MB (max) 

Flash Memory (Externai) 32MB-128MB (optional) 

ORAM Memory 

Power Supply 
Dimensions (HxWxD) 

128MB (default) 
256MB (max) 

AC, DC optional 

3.5 X 17.25 X 14.7 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 3700 SeriesModular Multiservice Access Router 

3 

2 

See Part Numbers and O"dering lnformation 

See Part Numbers and O"dering lnformation 

See Part Numbers and O"dering lnformation 

See Part Numbers and O"dering lnformation 

See Part Numbers and O"dering lnformation 

Se e Part Numbers and O"dering lnformation 

See Part Numbers and !Xdering lnformation 

See Part Numbers and !Xdering lnformation 

225 kpps 

See Part Numbers and O"dering lnformation 

See Part Numbers and Ordering lnformation 

32MB (default); 128MB (max) 

32MB -128MB (optional) 

128MB (default) 
256MB (max) 

AC, DC optional 

5.25 X 17.25 X 15 in. 

CISC03725 2-slot Modular Multiservice Router with IP Sotware 
CISC03745 
Serial Network Modules 
NM-4A/S 
NM-BA!S 
NM-1HSSI 
Asynchronous Network Modules 
NM-16A 

4-slot Modular Multiservice Router with IP Sotware 

4-port async/sync serial network module 
8-port async/sync serial network module 
1-port high speedserial interface module 

16 Async Ports network module 
NM-32A 32 Async Ports network module 
LAN Network Modules and Mixed-Media LAN & WAN Network Modules 
NM-2W 2 WAN Card Slot NetworkModule (no lAN) 
NM-1FE2W 110/100 Ethernet2 WAN Card Slot Netwoil< Module 
NM-1FE1 R2W 1 10/100 Etherne: 1 4/16 Token Ring 2 WAN Card Slot NM 
NM-2FE2W 2 10/100 Ethernet2 WAN Card Slot Netwoil< Module 
NM-1FE-FX 1-port Fast Ethernet netwrrk module (10/100Base Fiber only) 

r ,./ ' · 
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Digital Packet Voice and Fax Trunk Natwork Modulas /. ,/(· · ·~·>··~;··~~-,~~~~. 
NM-HDV-lTl-12 High Density Voice NetworkModule, with 1 VWIC-1MFT-T1 and 1 PVDM-12 . "x_\(Y 
NM-HDV-1E1-12 High DensityVoice NetworkModule,with 1 VWIC-1MFT-E1 and 1 PVDM-12 1 . LJ'X ( ' 
NM-HDV-1 E1-30 Single-port,ll-channel E1 voice/fax Network Module (supports 30 channels) of mediÚ{n\ \ · L, 

complexityVoCoders: G.729a/b, G.726, G.711 and faxor 12 channelsof G.726, G.729, G.7231\,. G':121J. 
G.729a/b, G.711 and fax) \,,_ "::· .. . / 

NM-HDV-1E1-30E Single-port, enhanood 30-channeiEl voice/fax Network Module (supports30 channels of hlgh--"- ···-··-•·'·· 
and medi um complexity VoCoders G.729a/b, G.726, G.729, G.728, G.723.1, G.711 and fax) 

NM-HDV-2E1-60 Dual-port,60-channeiE1 voice/faxNetwork Module (supports60 channelsj ofmedium complexity 
VoCoders: G.729a/b, G.726,G.711 and fax o r 30channelsof G726, G729, G723.1, G.728, G729a/b, G711 
and fax) Supportsadd/drop multiplexing (drop andinsert) 

NM-HDV-lTl-24 Single-port, 24-channel T1 voice/fax Network Module (supports 24 channels of medi um 
complexityVoCoders: G.729a/b, G.726, G.711 and faxor 12 channelsof G.726, G.729, G.723.1, G.728, 
G.729a/b, G.711 and fax) 

NM-HDV-1T1-24E Single-port, enhanood 24-channeiT1 voice/fax Network Module (supports24 channels of high 
and medi um complexity VoCoders G.729a/b, G.726, G.729, G.728, G.723.1, G.711 and fax) 

NM-HDV-2T1-48 Dual-port,48-channeiT1 voice/faxNetwork Module (supports 48 channelsj of medium complexity 
VoCoders:G.729a/b,G.726,G.711 and fax o r 24 channelsof G726, G729, G723.1, G.728, G729a/b, G711 
and fax) Supportsadd/drop multiplexing (drop andinsert) 

AIM-ATM-VOICE-30 SAR and 30 Channel T1/E1 Digital Voice module 
AIM-VOICE-30 30 Channel T1/E1 Digital Voice module 
Analog Packet Voice and Fax Trunk Network Modules 
NM-1V 1-slot voice and fax netwolk module 
NM-2V 2-slot voice and fax netwolk module 
NM-HDA High Density Analog Module 
Voice Interface Cards 
VIC-2FXS 
VIC-2FXO 

2-port voice interface card-FXS 
2-port voice interface card-FXO 
2-port voice intertace card-FXO (for Europe) VIC-2FXO-EU 

VIC-2FXO-M1 
VIC-2FXO-M2 
VIC-2FXO-M3 
VIC-2E/M 
VIC-2DID 
VIC-2BRI-S/T-TE 
VIC-2BRI-NT/TE 

2-port voice interface card-FXO (with battel)feversal, for North America) 
2-port voiceintertace card-FXO (with battel)feversal, forEurope) 
2-port voiceintertace card-FXO (for Austelia) 
2-port voice interface cao-E&M 
2-port voice intertace card-DID (Direct lnward llal) 
2-port voice intertace card-BRI(Tenninal side) 
2-port voice ilterface card-BRI (Network side) 

ATM Network Modules 
NM-4T1-IMA 
NM-4EHMA 
NM-8T1-IMA 
NM-8E1-IMA 

4-port T1 ATM network module with lnverse Multiplexing over ATM (I MA) 
4-port E1 ATM network module with IMA 
8-port T1 ATM network module with IMA 
8-port E1 ATM network module with IMA 

NM-1A-T3 1-port DS3 ATM networkmodule 
NM-1A-E3 1-port E3 ATM network module 
AIM-ATM ATM cell processing module 
Serial WAN Interface Cards 
WIC-1 DSU-T1 One T1 CSU/DSU- lntegrated 
WIC-2T 2-port High Speed Serial 
WIC-2-A/S 2-port Async/Sync Serial 
WIC-1 DSU-561<4 1-port, four-wire 56/64-Kbps with CSU/DSU 
Digital Voice/WAN Interface Cards 
VWIC-1MFT-T1 1-port RJ-48 Multi R ex Trunk-T1 
VWIC-2MFT-T1 2-port RJ-48 Multi R ex Trunk-T1 
VWIC-2MFT-T1-DI 2-port RJ-48MultiRex Trunk-Tl v.ith Drop and lnsert 
VWIC-1MFT-E1 1-port RJ-48 MultiRex Trunk-E1 
VWIC-2MFT-E1 2-port RJ-48 MultiRex Trunk-E1 
VWIC-2MFT-E1-DI 2-port RJ -48 Multi FI ex Trunk-E1 with Drop and lnsert Add not for VWICs VIC slots & WIC slots 
VWIC-1 MFT-G703 1-port RJ-48 MultiFiex Trunk-E1 unstructured 
VWIC-2MFT-G703 2-port RJ-48 MultiFiex Trunk-E1 unstructured 

ISDN WAN Interface Cards 
WIC-18-S/T 
WIC-18-U 

1-port ISDN BRI 
1-port ISDN BRI with NT1 

Cisco 3700 
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ISDN and Channelized Serial Network Modules 
NM-1 CT1 1-port channelized T1/ISDN PRJ networ1< module 
NM-1CT1-CSU 1-port channelized T1/ISDN PRI with CSU networ1< module 
NM-2CT1 2-port channelized Tl/ISDN PRI networ1< module 
NM-2CT1-CSU 2-port channelized T1/ISDN PRJ with CSU networ1< module 
NM-1CE18 1-port channelized E1/ISDN PRJ balanced networkmodule 
NM-1CE1U 1-port channelized E1/ISDN PRI unbalancednetwork module 
NM-2CE18 2-port channelized E1/ISDN PRJ balanced networkmodule 
NM-2CE1U 2-port channelized E1/ISDN PRI unbalancednetwork module 
NM-48-S/T 4-port ISDN 8RI network module 
NM-48-U 4-port ISDN 8RJ with NT1 networkmodule 
NM-88-S/T 8-port ISDN 8RI network module (S/T interface) 
NM-88-U 8-port ISDN 8RI with NT1 network module(U interface) 
Modem Modules 
WIC-1AM 
WJC-2AM 
NM-6DM 
NM-12DM 
NM-18DM 
NM-24DM 
NM-lJDM 
NM-BAM 
NM-16AM 
NM-8AMJ 
NM-16AMJ 
Digital Subscriber Line (DSL) 

1-port analog modem VIAN interface card (WJC) 
2-port analog modem VIAN interface card (WJC) 
6-port digital modem network module 
12-port digital modem networkmodule 
18-port digital modem networkmodule 
24-port digital modem networkmodule 
ll-port digital modem networkmodule 
8-port analog modemNetwork Module 
16-port analog modemNetwork Module 
8-port analog modem NetworkModule-Japan 
16-port analog modem Network Module-Japan 

WJC-1ADSL 1-port ADSL WAN.lnterface Card 
WIC-G.SHDSL 1-port G.shdsl WAN Interface Card 
Encryption Advanced lntegration Modules 
AIM-CDMPR4 Data Compresson AIM for3660 Series (4 E1 performance) 
AJM-VPN/HP DES/3DES VPN Encryption AIMfor 3660-High Performance 
AIM-VPN/EPDESI3DES VPN Encryption AIM for2600-Enhanced Performance 
Content Engine Network Modules 

Chapter 1 

NM-CE-BP-200-K9 Content EngineNetwork Module, 8asic Performance, 2008 IDE Hard Disk 
NM-CE-BP-400-K9 Content EngineNetwor1< Module, Basic Performance, 4008 IDE Hard Disk 
NM-CE-8P-SCSI-K9 Contem Engine Network Module, 8asic Performance, SCSI Controller 
Dry Contact Closure Alarm NM 
NM-AIC-64 Alarm Monitoringand Control Network Module 
Cisco EtherSwitch Modules 
NM-16ESW One 16-Port 10/100 EtherSwitch Network Module 
NM-16ESW-PWR 
NM-16ESW-1GIG 
NM-16ESW-PWR-1GJG 
PPWR-DCARD-16ESW 
NMD-36-ESW 
NMD-36·ESW-PWR 
NMD-36-ESW-2GJG 
NMD-36-ESW-PWR-2G 
PPWR-DCARD-36ESW 
GE-DCARD-ESW 
PPWR-PS-360W 
PPWR-PS-CHASSIS 
PWR-CHASSIS-360W 
CAB-PPWR-PS1-1 
CAB-PPWR-PS1-2 
CAB-PPWR-PS2-1 

One 16 port 10/100 EtherSwitch NM wth lnline Power support 
Dne 16 port 10/100 EtherSwitch NM wth 1 GE (1000BaseT) port 
One 16 port 10/100 EtherSwitch NM withlnline Powerand GE 
Dne lnline power daughter card for16 port EtherSwitch NM 
One 36 port 10/100 EtherSwitch HighDensityService Module 
One 36 port 10/100 EtherSwitch HDSM withlnline Power 
One 36 port 10/100 EtherSwitch HDSM withtwo GE (10008aseT) 
One 36 port 10/100 EtherSwitch HDSM+ lnline Power and two GE 
One lnline Powerdaughter card for36 port EtherSwitch HDSM 
Dne GE (10008aseT) daughter cardfor EtherSwitch Modules 
One 48V (360W) power supply for EtherSwitch Modules 
One power supply chassis for Cisco 48V (360W) power supply 
One power supply chassis and 48V power supply for EtherSwitch 
Connectsone EtherS.Vitch power supplyto one EtherSwitch Mldule 
Connectsone EtherSNitch power supplyto two EtherSwitch Mbdules 
Connectstwo EtherS.Vitch power supplies to one EtherSwitch Module 

Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest pa rt number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
See the Cisco 3600 Series Web site: http://www.cisco.com/go/3700 
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1 Chapter 1 Routers 

Cisco 7200 Series 
The Cisco 7200 Series routers deliver 
exceptional price/performance, versatility, 
and feature-richness in a compact form 
factor. The Cisco 7200 is ideal as a WAN 
aggregator for the Service Provider (small 
POP) or enterprise edge, an enterprise WAN 
gateway, a high-end managed CPE, or as a small core router. The platform also 
supports sites that require IBM data center connectivity as well as sites that require 
multifunction capabilities that combine all the above for multiservice voice, video, and 
data traffic. 
A key strength o f the Cisco 7200 is its modularity. With a choice o f 4- and 6-slot 
chassis, a selection o f processors providing up to 1 Mpps, an extensive range o f LAN 
and WAN interfaces with up to 48 ports per chassis, and single or dual power supplies, 
the customer can customize their system to achieve the performance, connectivity, and 
capacity desired. This modularity combined with a low initial price point guarantees 
both investment protection and maximum retum on investment, allowing the customer 
to upgrade and/or redeploy their Cisco 7200 as their network needs change. 

Whento Sell 

Sell This Product 
Cisco 7204VXR 

Cisco 7206VXR 

Key Features 

When a Customer Needs These Features 
• 4-slot chassis 
• Modular processar. 225,400,900 Kpps(NPE-225, NPE-400, NPE-G1) or300 Kpps service accelerator 

(NSE-1) 
• 1.2 Gbps backplane 
• MIX-enabled busfor data/voice/vileo applications 

• 6-slot chassis 
• Modular processar. 225, 400, 900 Kpps (NPE-225, NPE-400, NPE-G1) or 300 Kpps servi c e accelerator 

(NSE-1) 
• 1.2 Gbps backplane 
• MIX-enabled busfor data/voice/vileo applications 

• Compact Form Factor-Up to six port adapters in a fully modular 3RU form 
factor. The optional Rack Density System (RDS) allows for up to nine Cisco 7206 
routers per rack with front-to-back airflow 

• Exceptional Value-As the most powerful single-processor platform, the Cisco 
7200 offers customers a superior price/performance ratio supporting high-speed 
media and high-density configurations with up to 900 Kpps processing at a 
competitive price point 

• Feature Rich-Full support for Cisco lOS software and enhancements for 
high-performance network services enables the Cisco 7200 to offer 
industry-leading network services , including: MPLS, broadband aggregation, 
quality of service (QoS), security, and voice/video/data support 

• Connectivity/Flexibility-Provides high port density and an extensive range of 
LAN and WAN media, the Cisco 7200 dramatically reduces the cost per port and 
allows for flexible configurations to meet your specific network needs ~ r\ 

• Common port adapters-Port adapters are shared with the Cisco 7300, 7400, ~ 
7500, and 7600 (w/FlexWAN Module), which simplifies sparing and protects 
customer investment in interfaces 

Cisco 7200 Series 
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• 
Competitive Products 
• Redback:SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 .,. ~·-·~ . . , ;.- -~- "\ 
_•_Ju_n-'-ip_e_r: _M_5,_M_1_o ______________________________ ____,.;...' · .. · 

0
~ ' .. ,\ _ \ 

Specifications .r)! Cv ; : 
--------------------------------------.- \ .. / · ) 

~i:::u::rts ~!:~o 7204VXR ~::~:s~!::n ~-:-~.-~:::-.),;' 
Expansion Slots 4 6 

WAN Port Adapters DSO to OC-12 Same as 7204VXR 

Processar 

Forwarding Rate 

Backplane Capacity 

Flash PCMCIA Memory 

System ORAM Memory 

Minimum Cisco lOS Release 

Internai Power Supply 

Redundant Power Supply 

Chassis Height 

Rack Mountable 

Dimensions (HxWxD) 

RM7K RISC Processorwith optional PXF 
Processor 

Up to 1 Mpps 

1.2 Gbps 

48MB (expandabe to 256MB) 

128MB (expandableto 1GB) 

12.0(1)XE 

AC o r DC, dual option 

Yes, for AC o r OC 

3 RU 

Yes, up to 16 per rack 

5.25 X 16.8 X 17 in. 

Cisco lOS Software and Memory Requirements 1 

Same as 7204VXR 

Same as7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

To run the Cisco lOS Feature Packs, you need, ata minimum, the amount of memory 
shown in the following table. Some configurations will require more. 

Oistribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Oescription Release Required Required 
CD72-C-12.1T = IP 12.1T 16MB 64MB 

CD72-CK2-12.1 E= IP IPSEC 30ES 12.1E 16MB 64MB 

CD72-CHK2-12.1T = IP/FW/IDS IPSEC 3DES 12.1T 16MB 64MB 

CD72-A-12.1T = Enterprise 12.1T 16MB 64MB 

1. For the complete list of lOS Feature Sets. referto the parts list, via the URllisted under "For More lnformation." For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7204 Chassis 
CISC07204VXR 
CISC07204VXR/225 
Cisco 7206 Chassis 
CISC07200VXR 
C7200VXR/40U'2FE 
C7200VXR/40U'GE 
7206VXRJNPE-G1 
Cisco 7200 CPE Bundles 
7204VXR/CPE 
Cisco 7200 Voice Bundles 
C7200VXR/VOICE/400 
Cisco 7200 VPN Bundle 
7204VXRJVPN/400K9 
7204VXR400/VPNK9 
7204VXR225/VPNK9 
7200VXR400/VPNK9 
7206VXRG1/VPNK9 

Cisco 7204VXR, 4-slot chassis, 1 AC Supply w/IP Software 
7204VXR Bundle with N~-225 and 1/0 Control e r with 2 FE/E 

Cisco 7206VXR, 6-slot chassis, 1 AC Supply w/IP Software 
7206VXR with NPE-400 and 1/0 Controller with 2 FE/E Ports 
7206VXR with NPE-400 and GE+E 1/0 controller 
7206VXR with NPE-G1 processing engine 

7204VXR w/ NPE-225, 2 FE 1/0, choice of speclied WAN PA 

7206VXR w/ NPE-400, Vaie e PA PA-VXC-2TE1+,1/0 contlrw/2FE 

7204VXR VPN Bundle NPE400,128MB, 1/0 2FE, ISA,IPSEC 3DES lOS 
7204VXR VPN Bundle NPE400,128MB, 1/0 2FE, VAM,I PSEC 3DES lOS 
7204VXR VPN Bundle N PE225,128MB, 1/0 2FE, VAM,IPSEC 3DES lOS 
7206VXR VPN Bundle NPE400,256MB, 1/0 2FE, VAM,I PSEC 3DES lOS 
7206VXR VPN Bundle NPE-G1,256MB, 3 FE/GE, VAM,IPSEC 3DES lOS 

rR~S n' ~- rtv . 
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Cisco 7200 Serias Processors 
NPE-G1= Cisco 7200 Network Processing Engine NPE-G1 including 256MB defaultORAM and 64MB defaulf"~:-.....~ · 

flash memory. . . .... ,.·---~~...__, 

NPE-225= Networ1< Processing Engile 225 (128MB default memory)-spare .· :}' \ ', 
NPE-400= 7200VXR NPE-400 (128MB default memoi)!,SPARE rJ() ( \ , ~ 
N~E-1 = . 7200VXR Network Services Engine 1 (128MB default mem),SPARE /x.. A '-(/ / } 
C1sco 7200 Senes lnput/Output Controller . ./ / 
C7200-l/0= Cisco 7200 lnput/Output Contoller, Spare · ' ,. ,. 
C7200-I/0-2FE/E= Cisco 7200 lnput/Output Controll9' with Oual10/100 Ethernet ........ ;.;_.:,-.-.)' 
C7200-I/O-GE+E= Cisco 7200 lnput/Output O>ntroller with GE and Ethernet 
Cisco 7200 Rack Mount Systems 
CISC07200ROS CISCO 7200 Rack Oensity System 
Cisco 7200 Processar Memory: NPE-G1 
MEM-N PE-G 1-256MB= Two 128MB memory modules (256MB total) for the Cisco 7ll0 Networ1< Processing Engine 

NPE-G1 
MEM-NPE-G1-512MB= Two 256MB memory modules (512MB total) forthe Cisco 7ll0 Networ1< Processing Engine 

NPE-G1 
MEM-NPE-G1-1 GB= Two 512MB memory modules (1GB total)torthe Cisco 7200 Networ1< Processing Engine NPE-G1 
MEM-NPE-G1-FLD64= 64MB Compact Flash Oisk forthe Cisco 7IXI Network Processing Engine NPE-G1 
MEM-NPE-G1-FL0128= 128MB Compact Rash Oisk for the Cisco 7200 Networ1< Processing Engine NPE-G1 
MEM-NPE-G1 -FL0256= 256MB Compact Rash Oisk forthe Cisco 7200 Networ1< Processing Engine NPE-G1 
Cisco 7200 Processar Memory: NPE-100, NPE-150, NPE-200 
MEM-NPE-16MB= 16MB Memory Upgrade Kitfor NPE-200/NPE-1!li/NPE-100 
MEM-NPE-32MB= 32MB Memory Upgrade Kitfor NPE-200/NPE-1!li/NPE-100 
MEM-NPE-64MB= 232MB memory modules(64MB total) forNPE-200/NPE-150/NPE-100 
MEM-NPE-128MB= 128MB Memory Upgrade Kitfor NPE-200/NPE-1!li/NPE-100 
Cisco 7200 Processar Memory: NPE-175 and NPE-300 
MEM-SO-NPE-32MB= 32MB Memory Upgrade Kit for NPE-300/NPE-225/NPE-175 
MEM-SO-NPE-64MB= 64MB Memory Upgrade Kitfor NPE-300/225/175 
MEM-SO-NPE-128MB= 128MB Memory Upgrade Kit for NR:-300/NPE-225/NPE-175 
MEM-SO-NPE-256MB= 2128MB memory modules (256MB total)forthe NPE-3ID in 7200 
Cisco 7200 Processar Memory: NPE-225 and NSE-1 
MEM-SO-NPE-128MB= 128MB Memory Upgrade Kit for NR:-300/NPE-225/NPE-175 
MEM-SO-NSE-256MB= 256MB Memory for NPE-225 or NSE-1 in 7200 Series, SPARE 
Cisco 7200 Processar Memory: NPE-400 
MEM-NPE-400-128MB= 128MB Memoryfor NPE-400 in 7200 Senes 
MEM-NPE-400-256MB= 256MB Memoryfor NPE-400 in 7200 Senes 
MEM-NPE-400-512MB= 512MB Memory for NPE-400 in 7200 Senes 
Cisco 7200 Serias lnput/Output Controller Memory Options 
MEM-CIP-32M= CIP 32MB ORAM Upgrade Kit 
MEM-CPA-32M= CPA 32MB ORAM Upgrade Kit 
MEM-I/O-FLC20M= Cisco 7200 1/0 PCMCIA Flash Memory, 20MB 
MEM-I/O-FLC8M= Cisco 7200 1/0 PCMCIA Flash Memory, 8MB 
MEM-I/O-FLD128M= Cisco 7200 1/0 PCMCIA Flash Oisk, 128MB Spare 
MEM-I/O-FL048M= Cisco 7200 1/0 PCMCIA Flash Oisk, 48MB Spare 
Cisco 7200 Series Port Adapters 
PA-4C-E= 1 Port Enhanced ESUJN Channel Port Adapte r 

CES Port Adapte r E3E1120 ohms 
CES OC3 Port Adapter4E1 Ports 120ohms 

PA-A2-4E1XC-E3ATM= 
PA-A2-4E1XC-OC3SM= 
PA-A2-4T1 C-OC3SM= 
PA-A2-4T1 C-T3ATM= 
PA-GE= 
PA-MCX-2TE1= 
PA-MCX-4TE1= 
PA-MCX-8TE1-M= 
PA-MCX-8TE1= 
PA-SRP-OC12MM= 
PA-SRP-OC12SMI= 
PA-SRP-OC12SML= 
PA-SRP-OC12SMX= 

ATM CES Port Adapte r, 4T1 CES Ports and 1 OC3 ATM SM Port 
ATM CES Port Adapter. 4T1 CES Ports and 1 T3 ATM Port 
Gigabit Ethernet Port Adapte r 
Spare 2 port MIX-enabled multichannel TYE1 PA with CSUIOSU 
4 port MIX-enabled multichannefT1/E1 PA with CSU/OSU 
T1/E1 SS71ink PA for ITP 
8 port MIX-enabled multichannel TYE1 with CSU/OSU 
OPT-OC12 Multi-mode port adapter 
OPT-OC12 Single-mode iltermediate port adapter 
OPT-OC12 Single-mode long-reachport adapter 
OPT-OC12 Singe-mode e~ended reach PA 

Cisco 7200 Series 
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• 
Cisco 7200, 7400 and 7500 Serias Port Adapters 

• PA-VXC-2TE1+= 2 port TE1 h~capacity enhanced 111ice PA 
PA-VXB-2TE1+= 2 port T1/E1 moderate capacity enhanced voi:e PA 
PA-T3= 1 Port T3 Serial Port Adapterwith T3 DSUs 
PA-T3+= 1 Port T3 Serial Port Adapte r Enhanced 
PA-POS-OC3SML= 1-Port PackeV~NET OC3c/STM1 Singlemode (LRI PA 
PA-POS-OC3SMI= 1-Port PackeVSJNET OC3c/STM1 Singlemode (I RIPA 
PA-POS-OC3MM= 1-Port PackeVSONET OC3c/STM1 Mlltimode PA 
PA-POS-20C3= 2 Port PackeV~NET OC3c/STM1 Port Adapter 
PA-MC-T3= 1 port multichannel T3port adapter 
PA-MC-E3= 1 port Multi-Channel E3port adapter 
PA-MC-4T1 = 4 port multichannel T1 port adapter with integrated CSU.DSUs 
PA-MC-2T3+= 2 port multichannel T3port adapter 
PA-MC-2T1= 2 port multichannel T1 port adapterwith integrated CSU.DSUs 
PA-MC-2E1/120= 2 port multichannel E1 port adaJier with G.703120ohm inter! 
PA-H= Port Adapte r: H'ort HSSI 
PA-E3= 1 Port E3 Serial Port Adapterwith E3 DSU 
PA-A3-T3= 1-Port ATM Enhanced DS3Port Adapter(Sparel 
PA-A3-0C3SML= 1-Port ATM Enhanced0C3c/STM1 Singlemode(LR)Port Adapter 
PA-A3-0C3SMI= 1-Port ATM Enhanced0C3c/STM1 Singlemode(IRIPort Adapter 
PA-A3-0C3MM= 1-Port ATM Enhanced OC3c/STM1 Multimode Port Adapter 
PA-A3-E3= 1-Port ATM EnhancedE3 Port Adapte r (Sparel 
PA-A3-8E11MA= 8-port ATM lnverse Mux E1 (120 Ohm) Port Adapter. Spare 

c PA-8T-X21= 8-Port Seriai,X.21 PortAdapter 
PA-8T-V35= 8-Port Serial, V.35 Port Adapte r 
PA-8T-232= 8-Port Serial, 232 Port Adapler 
PA-8E= 8-Port Ethernet liBaseT PortAdapter 
PA-4T += 4-Port Serial Port Adapter. Enhanced 
PA-4E1Gn5= 4-Port E1 G.703 Serial Port Adapter (75ohm/Unbalancedl 
PA-4E1G/120= 4-Port E1 G.703 Serial Port Adapter (1aJohm/Balancedl 
PA-4E= 4-Port Ethernet liBaseT Port Adapte r 
PA-2T3= 2 Port T3 Serial Port Adapterwith T3 DSUs 
PA-2T3+= 2 Port T3Serial Port Adapter Enhanced.Spare 
PA-2H= PORT ADAPTER2-PORT HSSI 
PA-2FE-TX= 2-Port Fast Ethernet 11DBase TX Port Adapte r 
PA-2FE-FX= 2-Port Fast Ethernet 11IJBase FX Port Adapter 
PA-2E3= 2 Port E3 Serial Port Adapterwith E3 DSUs 
Cisco 72110 and 7400 Series Port Adapters 
PA-88-S/T = 8-Port BRI Port Adapter S/T Interface 
Cisco 7200 and 7500 Serias Port Adapters 
PA-VXA-1TE1-30+= 1 PortT1/E1 Dig~al Voice Port Adapterwith 30 Channels 
PA-VXA-1TE1-24+= 1 Port T1/E1 Dig~al Voice Port Adapterwith 24 Channels 
PA-MC-STM-1SMI= 1 port multichannel STM4 single mode port adaptB' 
PA-MC-STM-1MM= 1 port multichannel STM-1multimode port adapte r 
PA-MC-8TE1+= 8 port multichannel TVE18PRI port adapter 
PA-F/FD-SM= 1-Port FDDI Full Duplex Single-Mode Port Adapte r 

c 
PA-F/FD-MM= 1-Port FDDI Full Duplex Multi-Mode Port Adapter 
PA-A3-8T11MA= 8-port ATM lnverse Mux T1 Port Adapte r. Spare 
PA-4R-DTR= Port Adapter:4-Port O!dicated bken Ring.4/16Mbps, HDX/FDX 

Cisco 72110 Series Service Adapters 
SA-lSA= lntegrated Services Adapterfor IPSec or MPPE encryption 
SA-VAM= VPN Acceleration Module (VAM)IPSec and IPComp Acceleration 
Cisco 7200 Series Transceiver Modules 
GBIC-LX/LH= Gigabit Interface Converterfor 1000BASE-LX standard 
GBIC-SX= Gigabit lnti. Converter lõr 1000BASE-SX (Short wavelength) 
GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 
POM-OC3-MM 1-port OC3/STM1 Pluggable Optic Module,MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 

• ROS n° 03/20 : - r.N 

Cisco 7200 Series 
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Cisco 7200 Serias Power Supplies 
PWR-7200-DCt= Cisco noo DC (24V-60V) Power Supply Dption 
PWR-7200/2-DCt Cisco noo Dual DC (24V-60V) Power Suppl{ Option 
PWR-72QO-AC= Cisco noo AC Power Supply With L11ited States Cord 
PWR-7200-ACA= Cisco noo AC Power Supply Wth Australian Cord 
PWR-72QO-ACE= Cisco noo AC Power Supply With European Cord 
PWR-7200-ACI= Cisco 7200 AC Power Supply With ltaian Cord 
PWR-7200-ACU= Cisco 7200 AC Power Supply With United Kingdom Cord 

Cisco 7200 Serias Spares and Accessorias 
ACS-7200-RMK= Cisco 7200 RackmountKit and Cable Management Braclet 
CVPN7200FIPS/KIT = Kit(lnstructions,labels)to configure 72116 for FIPS operation 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 7200 Series Web site: http://www.cisco.com/gonzoo 

Cisco 7300 Series 
The Cisco 7300 Series Routers are optimized 
for flexible, high performance IP/MPLS 
services at the network edge, where service 
providers and enterprises link together. 
Coupled with powerful network processing, a 
broad set o f interfaces and a compact, 
modular form factor the Cisco 7300 Series Routers are ideal for intelligent, 
multi-gigabit network connectivity . 

• 

The Cisco 7304 Series Router is ideally applied as a high-end CPE or as an Internet 
Gateway router. Architected for network High Availability and multi-protocol support, 
the 7304 supports the broad set of existing Cisco 7000 Series Port Adapters with the 
new Cisco 7304 Port Adapter Carrier Card. 
The Cisco 7301 Series Router is a compact single rack unit router coupled with a broad 
set ofinterfaces and Cisco lOS software features. lt packs high performance in a space 
and power efficient form factor that includes a single 7000 Series port adapter slot, 3 
on-board Gigabit Ethernet ( copper or optical)/Fast Ethernet ports anda new high-speed 
bus technologies. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco 7301 • Compact, powerefficient 1RU form factor 
• Three times the peJformance increaseover existing single rack unit routers like the Ciso 7401 
• Single 7000 Series PortAdapter Slot 

Cisco 7304 • Highly modular price and performance optmized platform,rich in IP ser\1ces 
• High performance connecti'ity-DS-1 through OC48/STM16 with 3.5 Mpps performance 
• Built-in Gigabit Ethernet connectitty 
• Multiprotocol routing:IP, IPX, AppleTalk. DLSw 
• Compact size, high availability and optimal cooling 

Cisco 7300 Se 
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Key Features 

• Cisco 7301: With nearly 1 million-packets-per-second (Mpps) processing 
performance, the fastest Cisco IRU general-purpose processar, as of January 
2003; 3 fixed 10/100/1000-Mbps ports (RJ-45 or SFP optics) directly on the 
processar; Full Cisco lOS feature support; Pluggable Gigabit Ethernet optics 
(SFPs); Up to 1GB ofavailable DRAM; Up to 256MB ofremovable compact flash 
memory; Front-back airflow and single sided management 

• Cisco 7304: Compact modular form factor with four RU with four port adapter 
slots per chassis; PXF IP processar hardware-accelerated services such as Cisco 
Express Forwarding (CEF), NetFlow v8, and Turbo ACL; Offers 3.5Mpps 
performance for PXF-accelerated services with the NSE-100 Network Services 
Forwarding Engine; Two Gigabit Ethemet ports per NSE-100; System 
redundancy: optional dual processors and dual AC or DC power supplies increases 
network availability 

Competitive Products 

• Redback: SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MIO 

Specifications 

Feature Cisco 7301 Cisco 7304 
Fixed Ports Three Gigabit Ethernet ports Same as7301 

Expansion Slots 1 4 

WAN Interface Range DS-1 to OC-3 T3 to OC-48 

Processo r RM 7000 MIPS Processar+ PXF Processar RM 7000 MIPS Processor + PXF Processar 

Forwarding Rata Up to 1 Mpps Up to 3.5 Mpps 

Backplane Capacity 1.2 Gbps 16 Gbps 

Flash PCMCIA Memory 64MB (expandabk! to 128MB) Same as 7301 

System ORAM Memory 128MB (expandableto 512MB) Same as7301 

Minimum Cisco lOS 12.2(11)YZ 12.1(9)EX 
Release 

Internai Power Supply AC or DC Same as7301 

Redundant Power Yes, for AC or DC Same as7301 
Supply Support 

Chassis Height 1 RU 4 RU 

Rack Mountable Yes, up to 40 per rack Yes, up to 11 per rack 

Dimensions (HxWxD) 1.73 x 17.3 x 13.87 in. 7 X 17.2 X 20.5 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7300 System 
PWR-7301-AC 
PWR-7301/2-AC 
PWR-7301-DC48 
PWR-7301/2-DC48 
PWR-7301-DC24 
CISCD7301 
CISC07304= 
CISC07304-CH 
7300-NSE-100= 
7300-NSE-10G'2 
7300-PWR-DC= 
7300-PWR-AC= 
7300·PWR/2-DC 
7300-PWR/2-AC 

Cisco 7301 AC Power Supp"' Option 
Cisco 7301 Dual AC Power Supply Option 
Cisco 7301 DC48 Power Supply Option 
Cisco 7301 Dual DC48 Power Supply Option 
Cisco 7301 DC24 Power Supply Option 
Cisco 7301 chassis, 256MB memory, A/C power.64MB Flash 
Cisco 7300, 4-slot chassis 
Cisco7304 channel bundle 
Cisco 7304 Network Services Engine 100 
Redundant Cis:o 7304 NSE-100 w/RedundancyFeature License 
Cisco 7304 DC Power Supp"' Spare 
Cisco 7304 AC Power Supp"' Spare 
Cisco 7304 Redundant DC Fbwer Supply Option 
Cisco 7304 Redundant AC Fbwer Supply Option 

Cisco 7300 Series 
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Cisco 7300 Memory Options 
MEM-7301-IGB= 1GB memory upgrade for7301 
MEM-7301-512MB= 512MB memoryupgradefor7301 
MEM-7ll1 -256MB= 256MB memory upgrade for Cisco 7ll1 
7300-MEM-128= 128MB default SDR.o\M for 7304 NSE-100, spare 
7300-MEM-256= 256MB SDRAM for 7IJ4 NSE-100, spare 
7300-MEM-512= 512MB SDRAM for 7Il4 NSE-100, spare 
7300-I/O-CFM-64M= Cisco 7304 Compact Flash Memory, 64MB 
7300-I/O-CFM-128M= Cisco 7304 Compact Flash Memory, 128MB 
Cisco 7300 Serias Compact Flash Disk Options 
MEM-7301-FLD64= Compact Disk Flash for7301,64MB option 
MEM-7301 -Fl0128= Compact Disk Flash for7301, 128MB option 
MEM-7301-FLD256 Campa ct Disk Aash for 7301, 256MB Option 
Cisco 7JOO Line Cards 
7300-10C12POS-MM= 1-port OC12 POS line card for Cisco7304 w/ Multi-mode 
7300-10C12POS-SMI= 1-port OC12 POS line card for Cisco 7304 w/ Single-mode IR 
7300-10C12POS-SML= 1-port OC12 POS line card for Cisco 7304 w/ Single-mode LR 
7300-1 OC48POS-SMI= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode IR 
7300-1 OC48POS-SML= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode LR 
7300-10C48POS-SMS= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode SR 
7300-20C12POS-MM= 2-port OC12 POS line card for Cisco7304 w/ Multi-mode 
7300-20C12POS-SMI= 2-port OC12 POS line card for Cisco 7304 w/ Single-mode IR 
7300-20C12POS-SML= 2-port OC12 POS line card for Cisco 7304 w/ Single-mode LR 
7300-20C3ATM-MM= 2-port OC3 ATM line card for Cisco 7Il4 w/ Multi-mode 
7300-20C3ATM-SMI= 2-port OC3 ATM line card for Cisco 7304 w/ Single-mode IR 
7300-20C3ATM-SML= 2-port OC3 ATM line card for Cisco 7304 w/ Single-mode LR 
7300-20C3POS-MM= 2-port OC3 POS line card for Cisco 7304 w/ Multi-mode 
7300-20C3POS-SMI= 2-port OC3 POS line card for Cisco 7304 w/ Single-mode IR 
7300-20CJPOS-SML= 2-port OC3 POS line card for Cisco 7304 w/ Single-mode LR 
7300-40CJPOS-MM= 4-port OC3 POS line card for Cisco 7304 w/ Multi-mode 
7300-40C3POS-SMI= 4-port OC3 POS line card for Cisco 7304 w/ Single-mode IR 
7300-40C3POS-SML= 4-port OCJ POS line card for Cisco 7304 w/ Single-mode LR 
7300-6T3= 6-port T31ine card for Cisco 7304 w/ DSU 
Cisco 7300 Serias Transceiver Modules 
GBIC-L..X/LH= Gigabit Interface Com.erterfor lOOOBASE-L.X standard 
GBIC-SX= Gigabit lntf. ConverterFor lOOOBASE-SX (ShortWavelength} 
GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 
Cisco 7300 Accessories 
7300-HALFSLOTBLNK 
7300-4RU!RCKBRKT = 
7300-CNTR-SPTUM= 
Cisco 7300 Software Options 
S73A-12215B= 
S73AH-12215B= 
S73AHKB-12215B= 
S73AHK9-12215B= 
S73AS-12215B= 
S73C-12215B= 
S73A-12211VZ= 
S73C-12211 YZ= 
S730A-12211 YZ= 
S730C-12211 YZ= 
S730Z -12211 YZ= 
S73A-12113EX= 
S73AHK2-12113EX= 
S73AHL-12113EX= 
S73AR1 P-12113EX= 
S73CHK2-12113EX= 
S73CHL-12113EX= 
S73CP-12113EX= 
S73A-12112EX= 
S73AHK2-12112EX= 
S73AHL-12112EX= 
S73AR1 P-12112EX= 
S73CHK2-12112EX= 
S73CH l -12112EX= 
S73CP-12112EX= 

Cisco 7304 Half Slot Blank une Card 
Cisco 7304 Chassis Rackmount Bracket Spare 
Cisco 7IJ4 Center Septum Spare 

Cisco 7301 Series lOS ENTERPRISE 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS IPSEC 56 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7301 Series lOS ENTEIJ'RISE SSG 
Cisco 7301 Series lOS IP 
Cisco 7ll0 Series lOS ENTERPRISE 
Cisco 7300 Series lOS IP PLUS 
Cisco 7301 Series lOS ENTERPRISE 
Cisco 7301 Series lOS IP 
Cisco 7301 Series lOS SERVICE PROVI DER 
Cisco 7300 lOS ENTERPRISE 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7300 lOS ENTEPJ'RISE/FW/IDS IPSEC 56 
Cisco 7300 lOS CISCO 7300 SERIES lOS ENTERPRISE/SNASW PLUS 
Cisco 7300 lOS IP/FW/IDS IPSEC 3DES 
Cisco 7300 lOS IP/FW/IDS IPSEC 56 
Cisco 7300 lOS I P PLUS 
Cisco 7300 lOS ENTERPRISE 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 56 
Cisco 7300 lOS CISCO 7300 SERIES lOS ENTERPRISE/SNASW PLUS 
Cisco 7300 lOS IP/FW/IDS IPSEC 3DES 
Cisco 7300 lOS IP/FW/IDS IPSEC 56 
Cisco 7300 lOS IP PLUS 

Cisco 7300 
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Cisco 7300 Carriar Cards 
7300-CC-PA= 
SFPs for Cisco 7301 Serias 
GLC-SX-MM= 

7304 Carrier Card for7200 Series Port Adapters 

GE SFP, LC connector SXtransceiver 
GLC-LH-SM= GE SFP, LC connector LHtransceiver 

Chapter 1 Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 7300 Series Web site: http://www.cisco.com/go/7300 

Cisco 7400 Series 
With the Cisco 7400, this modular, one-port 
adapter slot unit leverages over 40 standard 
7200/7500 series port adapters. lts compact, 

• . ; • 1 )' ' · 'r T ' • -..i {-:,") ... ~ ~ 
r . • 

stackable architecture is designed for application specific routing deployments, such as 
broadband services aggregation (PPP/L2TP) and WAN edge connectivity in service 
provider and enterprise networks. Leveraging Cisco patented technology, the Cisco 
7400 series delivers a premium suíte of hardware-accelerated network services. 

When to Se li 

Sell This Product 
Cisco 7401ASR-CP 

Cisco 7401ASR-BB 

Key Features 

When a Customer Needs These Features 
• General WAN edge connoctivity in a small form factot oras managed customer prernse equipment 

(CPE) 
• Broad range oi connectivty options-from DSO to OC-3 interfaces 
• Comprehemive management !l!rvices with remote management. provisioning, trouble lhooting and 

software upgrade 
• Hardware accelerated services, including: NAT, ACLs, Netflo1114 CBWFG. CBWRED, Policing, marking, 

HierarchicaiTraffic Shaping, & VRF lite 

• Complete broadbandsubscriber services suite with highest subscribers per rack ratio 
• One fast LAN interface (FEJGB and one fast WAN interface (DS3.0C3) 
• High volume/densityof PPP, PPPoE, PPPoA,llTP tunnel aggregation and termination for bmadband 

services like DSL. Cable, andWireless 

• Compact form factor with 1 RU, front-to-back airflow and stackability 
• Hardware-accelerated IP network services 
• Built-in dual GE connectivity 
• Flexible WAN connectivity supporting over 40 interfaces including serial, 

multichannel, ISDN, Frame Relay, ATM, Packet over SONET (POS), from 
NxDSO to OC-3 

• Shared port adaptors with the Cisco 7200, 7300, 7500, and 7600 (with FlexWAN 
Module), which simplifies sparing and protects customer investment in interfaces 

Competitive Products 

• Redback:SMS500, SMS1800 • Unisphere: ERX700, ERX1400 
• Juniper: MS, MlO 

Cisco 7400 Series 

RQS no 0312 
CPMI - c 
Ffs: 

D I I 1 o c: 

137t/ 

3 6971 



• 

• 

( 

• 

Chapter 1 Routers 

• 
_s_pe_c_if_ic_at_io_n_s __________________________________ ~~'--~~~ 
Feature Cisco 7401ASR-BB Cisco 7401Asn:cp C{; ':, . ' . 
Fixed Ports 2 Gigabit Ethernet (RJ o r GBICI ports Same as 7401ASR-BB .. ' I 
Expansion Slots 1 Same as 7401ASR-BB' "' · ·' :': / 1 

WAN Interface Range DSO to OC-3 Same as 7401ASR-BB . · / 
;;;:---------=------::-:-:::::-=:~=------=:-:c=-=-----------=-----=-=-=-:-:-::-=-c=-::--~~~··'~ 
Processo r RM7K RISC Processar+ PXF Processar Same as 7401ASR-BB 

Forwarding Rata Up to 3!il Kpps Same as 7401ASR-BB 

Backplane Capacity 1.2 Gbps Same as 7401ASR-BB 

Flash PCMCIA Memory 64MB (expandabe to 128MB I Same as 7401ASR-BB 

System ORAM Memory 256MB (expandable to512MBI 128MB (expandable to 512MB I 

Minimum Cisco lOS Release 12.2111DX Same as 7401ASR-BB 

Internai Power Supply AC, OC48V, DC24V, or Dual DC48V Same as 7401ASR-BB 

Redundant Power Supply Yes Same as 7401ASR-BB 
Support 

Chassis Height 1 RU 

Rack Mountable Yes, up to40 per rack 

Dimensions (HxWxDI 1.72 X 17.3 X 11.80 in 

Selected Part Numbers and Ordering lnformation 1 

7401ASR, 256M SDRAM, Broadband Featue License 
7401ASR, 128M SDRAM, IP Software 
Cisco 7400 chassis with dual DC poww supply 
7401ASR,256M SDRAM, PA-T3+ 

Same as 7401ASR-BB 

Same as7401ASR-BB 

Same as 7401ASR-BB 

Cisco 7400 ASR Bundles 
CISCD7401ASR-BB 
CISCD7401ASR-CP 
CISCD7401-2DC48= 
7401ASR-CPT3 
C7400VPN/K9 7400 VPNRouter wNAM,VPN DeviceMgr. 2xFEJGE,AC PS,IPSEC 3DES 
Cisco 7400 ASR Memory Options 
MEM-COMP-FLD64M= Cisco 7400ASR Compact Flash Disk, 64MB (sparel 
MEM-COMP-FLD128M= Cisco 7400ASR Compact Flash Disk, 128MB (sparel 
MEM-7400ASR-256MB= 256MB Spare memory for Cisco 7400ASRNPN 
MEM-7400ASR-512MB= 512MB Spare SDRAM for Cisco 7400ASRNPN 
Cisco 7400 ASR Transceiver Modules 
GBIC-LX/LH= Gigabit lnteriace Converterfor 1000BASE-LX standard 
GBIC-SX= Gigabit lntf. ConverterFor 1000BASE-SX (Short Wavelengthl 
GBIC-ZX= Gigabit lnteriace Converterfor 1000 BASE-ZX 
POM-OC3-MM 1-port OC3/STM1 Pluggable Optic Module,MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 
Cisco 7400 and 7500 Serias Port Adapters 
PA-POS-OC3MM= 1-Port Packe~SONET OC3c/STM1 Multimode PA 
PA-MC-8E1/120= 8 port multichannel E1 port adap:er with G.703 120ohm inter! 
PA-2FE-FX= 2-Port Fast Ethernet 11DBase FX Port Adapte r 
Cisco7200, 7400 and 7500 Serias Port Adapters2 

Cisco 7400 ASR Power Supplies and Cords 
CAB-AC= AC Power Cord, US 
CAB-ACA= AC Power Cord, Au&ralia 
CAB-ACE= 
CAB-ACI= 
CAB-ACR= 
CAB-ACU= 
Cisco 7400 Software Options 
S74CHK9-12209YE= 
S74CK9-12209YE= 
S74A-12204B= 

AC Power Cord, Europe 
AC Power Cord, ltaly 
Power Cord Argentina, Spare 
AC Power Cord, UK 

Cisco 7400 Series lOS IP/FW/IDS IPSEC 3DES 
Cisco 7400 Series lOS IP PLUS IPSEC 3DES 
Cisco 7400 Series lOS ENTERPRISE 
Cisco 7400 Series lOS ENTERPRISE/FWIIDS S74AH-12204B= 

S74AHK9-12204B= 
S74AS-12204B= 

Cisco 7400 Series lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7400 Series lOS ENTERPRISE SSG 

S74C-12204B= 
S74A-12202DD= 
S74AH-12202DD= 

Cisco 7400 Series lOS IP 
Cisco 7400 Series lOS ENTERPRISE 
Cisco 7400 Series lOS ENTERPRISE/FW/IDS 

Cisco 7400 S · 
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Cisco 7400 VPN Memory Options 
MEM-COMP-FLD64M= Cisco 7400ASR Compact Flash Disk, 64MB (spare) 
MEM-COMP-FLD128M= Cisco 7400ASR Compact Flash Disk, 128MB (spare) 
MEM-7400ASR-256MB= 256MB Spare memory for Cisco 7400ASR!VPN 
MEM-7400ASR-512MB= 512MB Spare SDRAM for Cisco 7400ASR!VPN 
Cisco 7400 VPN Transceiver Modules 
GBIC-L.X/LH= Gigabit Interface Converterfor 1000BASE-LX standard 
GBIC-SX= Gigabit lntf. Converter fOr 1000BASE-SX (Short Wavelength) 
GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 
Cisco 7400 VPN Power Supplies and Cords 
CAB-AC= AC Power Cord, US 
CAB-ACA= AC Power Cord, Ausralia 
CAB-ACE= AC Power Cord, Europa 
CAB-ACI= AC Power Cord, ltaly 
CAB-ACR= Power Cord Argentina,Spare 
CAB-ACU= AC Power Cord, UK 

1. This is only a small subset of ali parts available via URL listed under HFor More lnformation.H Some parts have 
restricted access o r are not available through distribution channels. 

2. Cisco 7200, 7400 and 7500 share many port adapters. Pie a se se e Cisco 7200, 7400 and 7500 Series Port Adapters, 
page 1-34 for additional part numbers. 

For More lnformation 

See the Cisco 7400 Series Web site: http://www.cisco.com/gon400 

Cisco 7500 Series 
An essential part ofboth Enterprise and Service 
Provider networks, the Cisco 7500 Series 
routers are the market leader for edge 
applications, due to its breadth o f services, 
di verse interfaces, reliability, and performance. 
Since its inception, the Cisco 7500 has seen 
huge improvements in performance and its 
ability to scale, most recently with the Route 
Switch Processor 16 (RSP16) and Versatile 
Interface Processor 6-80 (VIP6-80) module. 
This series combines Cisco 's proven software technology with exceptional reliability, 
availability, serviceability, and performance features to meet the requirements of 
today's most mission-critical networks. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco 7505 • 5 expansion slots 
• One CyBus 
• DSOto DC-12 connectivity(all platforms) 

Cisco 7507 • 7 expansion slots 
• Dual CyBuses 
• Redundant powersupplies 
• Diversa set of routingprotocols (allplatforms) 

Cisco 7513 • 13 expansion sots 
• Dual CyBuses 
• Redundant powersupplies 
• Diverse set of routing protocols (ali platforms) 

RQS n 
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Key Features 

• High-performance switching-Delivers high performance for mission-critical 
applications by supporting high-speed media and high-density configurationvÇ·.~--,, ., 
using the processing capabilities of the Versatile Interface Processors and Cfsf / I.\. ·, 
Express Forwarding-the Cisco 7500 series system capacity can exceed t~~ f ~G f, . , 

million packets per second \' \ .Âx: v ,. 
• Full support for Cisco lOS software and enhancements for high-performanc, '> . . 

network services-Performs network services such as quality o f service, securit)';-'"'-~ - · 
compression, and encryption at high speed; VIP technology extends the 
performance o f these services through distributed IP services 

• High port density-Provides high port density and an extensive range ofLAN and 
WAN media; this feature dramatically reduces the cost per port and allows a 
flexible configuration 

• Unmatched interface flexibility-The Cisco 7500 supports a broad selection of 
Inte.t:face Processors (IPs) and Port Adapters (PAs). Port adapters are shared with 
the Cisco 7200, 7400, and 7600 (with FlexWAN Module) 

• High Availability-Enhanced features and capabilities include redundant route 
processors, power supplies, fans, and software fault isolation with Stateful 
Switchover and NonStop Forwarding 

Competitive Products 

o Redback: SMS-500, SMS-1800 
o Juniper: MS, MIO, M20 

Specifications 

Feature Cisco 7505 
Fixed Pons None 

Expansion Slots 5 

WAN Interface Range DSOtoOC-12 

Processo r MIPS RISC Processor 

Forwarding Rate Up to 1.1 Mpps 

Backplane Capacity 1 Gbps 

Flash PCMCIA Memory 16MB (expandable to 128MB) 

System ORAM Memory 32MB (expandable to1 GBI 

Minimum Cisco lOS 11.3 
Release 

Internai Powar Supply AC or DC 

Redundant Power No 
Supply Support 

Chassis S ize 6 RU 

Rack Mountable Yes, up to 6 per rack 

Dimensions (HxWxD) 10.5x 17.5x 17 in. 

• Unisphere: ERX700, ERX1400 
• Huawei: NE8 and NEll 

Cisco 7507 Cisco 7513 
Same as Cisco 7505 Same as Cisco 7505 

7 13 

Same as Cisco 7505 Same as Cisco 7505 

Same as Cisco 7505 Same as Cisco 7505 

Up to 2.2 Mpps Up to 2.2 Mpps 

2 Gbps 2 Gbps 

Same as Cisco 7505 Same as Cisco 7505 

Same as Cisco 7505 Same as Cisco 7505 

Same as Cisco 7505 Same as Cisco 7505 

AC, dual AC/DC, or dual DC AC, dual AC/DC, or dual DC 

Yes Yes 

13 RU 20 RU 

Yes, up to 3 per rack Yes, up to 2 per rack 

19.25 X 17.5 X 25 in. 33.75 X 17.5 X 22 in. 

Cisco 7500 Seri 
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Selected Part Numbers and Ordering lnformation 1 

Cisco 7500 Serias Products 
CISC075ai/4 
CISC07507/8-MX 
CISC07507/8X2-MX 
CISC07507/4 
CISC07507/4X2 
CISC07513/4 
CISC07513/4X2 
CISC07513/8-MX 
CISC07513/8X2-MX 
CISC07507/16-MX 
CISC07507/16X2-MX 
CISC07513/16-MX 
CISC07513/16X2-MX 

Cisco 7505 5-Siot, I CyBus, I RSP4, Single Power Supply 
Cisco 7507, 7 Slot, MIX-Enabled, Dual Bus, I RSP8, I PS 
Cisco 7507, 7 Slot, MIX-Enabled,Dual Bus, 2 RSPB, 2 PS 
Cisco 7507 7-Siot, 2 CyBus, I RSP4, Single Power Supply 
Cisco 7507 7-Siot, 2 CyBus, 2 RSP4, Dual Power Supply 
Cisco 751313-Siot, Dual Bus, IRSP4, I PS 
Cisco 751313-Siot, Dual Bus, 2 RSP4, 2 PS 
Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, I RSPB, I PS 
Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, 2 RSPB, 2 PS 
Cisco 7507, 7 Slot, MIX-Enabled,Dual Bus, I RSP16, 1 PS 
Cisco 7507,7 Slot, MIX-Enabled, Dual Bus, 2 RSPI6, 2 PS 
Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, I RSPI6, I PS 
Cisco 7513, 13 Slot, MIX-Enabled, DLBI Bus, 2 RSP16, 2 PS 

Cisco 7500 Serias Processors and Accessories 
RSP2= CISCO 7507/7513 ROUTE SWITCH PROCESSO R SPARE 
RSP2/2 DUAL RSP2 OPTIDN FOR 7507 and 7513 
CAB-RSP2CON= RSP2 Console Cable (Sparel 
CAB-RSP2AUX= RSP2 Auxiliary Cable (Sparel 
RSP4t= Cisco 7500 Series Route Switch Proces!lr 4+ (Sparel 
RSP8= Cisco 7505!7507!751ll7576 Route Switch Processar (Sparel 
RSP16= CISCO 7500 ROUTE SWITCH PROCESSOR 16 Spare 
Route Switch Processor Memory Options (RSP1 & RSP21 
MEM-RSP-FLCBM= RSP Flash Credit Card: 8MB Kit 
MEM-RSP-FLC16M= 
MEM-RSP-FLC20M= 
MEM-RSP-FLC32M= 

RSP Aash Credit Card: 16MB Kit 
RSP Flash Credit Card: 20MB Kit 
RSP2 Rash Card: 32MB Kit 

MEM-RSP-16M= RSP 16MB ORAM Upgrade Kit 
MEM-RSP-32M= RSP 32MB ORAM Upgrade Kit 
MEM-RSP-64M= RSP 64MB ORAM Upgrade Kit 
MEM-RSP-128M= RSP 128MB ORAM Upgrade Kit 
Route Switch Processor Memory Options (RSP41 
MEM-RSP4-FLC16M= RSP4 Aash Card: 16MB Kit 
MEM-RSP4-FLC20M= RSP4 Aash Card:20 MB Kit 
MEM-RSP4-FLC32M= RSP4/4t Flash Card: 32MB Kit 
MEM-RSP4-32M= RSP4 32MB ORAM Upgrade Kit 
MEM-RSP4-64M= RSP4/RSP4t 64MB ORAM Upgrade Kit 
MEM-RSP4-128M= RSP4/RSP4t 128MB ORAM Upgrade Kit 
MEM-RSP4-128-4PK= RSP4128MB ORAM Upgrade Kit (4-packl 
MEM-RSP4-256M= RSP4/RSP4t 256MB ORAM Upgrade Kit 
MEM-RSP4-256-4PK= RSP4 256MB ORAM Upgrade Kit (4-packl 
MEM-16F-RSP4t= RSP4t 16MB Boot Rash (Sparel 
MEM.V250-128-IOPK= 128 MByte ORAM Upgrade forVIP2-fíl/xiP-50 (10-packl 
Route Switch Processor Memory Options (RSPBI 
MEM-RSP8-64M= RSP8 64MB ORAM Option 
MEM-RSP8-128M= RSP8128MB ORAM Upgrade Kit 
MEM-RSP8-256M= RSP8256MB ORAM Upgrade Kit 
MEM-RSP8-FLC16M= RSPB Aash Card: 16MB Kit 
MEM-RSP8-FLC20M= 
MEM-RSP8-FLC32M= 
MEM-RSP8-FLD48M= 
MEM-RSP8-FLD128M= 

RSP8 Flash Card: 20MB Kit 
RSPB Flash Card: 32MB Kit 
RSP8 Flash Disk: 48MB Kit 
RSP8 Rash Disk: 128 MB Kit 

Route Switch Processar Memory Options (RSP16I 
MEM-RSP16-FLD48M= RSP16 Flash Disk: 48MB Option 
MEM-RSP16-FLD128M= RSP16 Flash Disk: 128MB Option 
MEM-RSP16-128M= RSP16128MB ECC SDRAM Memory Spare 
MEM-RSP16-256M= RSP16 256MB ECC SDRAM Memory Spare 
MEM-RSP16-512M= RSP16 512MB ECC SDRAM Memory Spare 
MEM-RSP16-1G= RSP161GB ECC SDRAM Memory Spare 
CISC07500 Serias Gigabit Ethernet Interface Processar 
GEIP= Gigabit Ethernet Interface ftocessor 
GEIP+= Enhanced Gigabit Eth!rnet 

Chapter 1 Routers 
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Cisco 7500 Serias Interface Processors 
CX-CIP2-ECA 1= CHANNELIP:CIPZ W/ ECA-1 PORT 
CX-CIP2-ECA2= CHANNEL IP:CIP2 W/ ECA-2 PORTS 
FEIP2-0SW-2TX= 2-Port Fast EthernetiP with Dist. Switching (100TX) 
FEIP2-0SW-2FX= 2-Port Fast Ethernet IP with Di!. Switching (1()(f)() 
CX-ECA1-U ESCON Interface Upgrare for CX-CIP-ECA1 or CX-CIP-PCA 1 
Cisco 7500 Serias Versatile Interface Processors 
VIP2-40= VERSATILE INT. PROCESSOR-2,MODEL 40 
VIP2-50= Versatile Interface Proce9ior 2, Model50 
VIP2-10/15-UPG VIP2-10to VIP2-15 Upgrade 
VIP2-10/40-UPG VIP2-10TO VIP2-40 UPGRADE 
VIP2-15/40-UPG VIP2-15 to VIP2-40 Upgrade 
VIP2-20/40-UPG VIP2-20 TO VIP2-40 UPGRADE 
VIP4-50= Versatile Interface Proce9ior 4, Model50 
VIP4-80= Versatile Interface Proce9ior 4, Model80 
VIPI>-80= Services AcceleratorVersatile Interface Processorl>-80 
Cisco 7500 Serias Transceiver Modules 
GBIC-SX= Gigabit lntf. ConverterFor 1000BASE-SX (Short Wavelength) 
GBIC-LX!LH= Gigabit Interface Converterfor 1000BASE-LX standard 
GBIC-ZX= Gigabit Interface Converterfor 1000 BASE-ZX 
POM-DC3-MM 1-port OC3/STM1 Pluggable Optic Module,MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 
Cisco 7500 VIP2 Memory Options 
MEM-VIP240-32M 32MB ORAM Option for VIP2-40 (Default) 

64MB ORAM Option for VIP2-40 (Spare) 
64 MByte ORAM Upgrade la VIP2-40 (10-pack) 

MEM-VIP240-ô4M= 
MEM-V240-64-10PK= 
M EM-V250-128-1 OPK= 
MEM-VI P250-32M-D= 
MEM-VIP250-64M·D= 
MEM-VIP250-128M-D= 
MEM-VIP250-4M-S= 
MEM-VIP250-8M-S= 

128 MByte ORAM Upgrade forVIP2-50/xiP-50 (10-pack) 
32 Mbytes ORAM Option for VIPl-50/xiP-50 (defaut) 

Cisco 7500 VIP4 Memory Options 

64 Mbytes ORAM Option for VIP2-50/xiP-50 
128 Mbytes ORAM Option for VIP2-50/x1P-50 
4 Mbytes SRAM Option for VIPl-50/xiP-50 (defaut) 
8 Mbytes SRAM OptionforVIP2-50/xiP-50 

MEM-VIP4-64M-SD= 64MB SDRAM Option forVIP4 (Spare) 
MEM-VIP4-128M-SD= 128MB SDRAM OptionforVIP4 
MEM-VIP4-256M-S0= 256MB SDRAM Option for VIP4 
Cisco 7500 VIP6 Memory Options 
MEM-VIP6-64M-S0= 64MB SORAM Option forVIP6 (Spare) 
MEM-VIP6-128M-SD= 128MB SDRAM OptionforVIP6 
MEM-VIP6-256M-S0= 256MB SORAM Option for VIP6 
Cisco 7500 Series Memory Upgrades 
VIP2-10/15/FE2-UPG ORAM MEM Upgrade for VIP2-Il, VIP2-15, CX-FEIP2-2TX ANO -2FX 
V2-10/15/FE2-UPG= ORAM MEM Upgrade forVIP2-10, VIP2-15, CX-FEIP2-2TXANO -2FX 
Cisco 7500 Series Port Adapters 
PA-A3-0C12SMI= 1 Port ATM Enhanced OC1~STM4 single mode intermedilte reach 
PA-A3-0C12MM= 1 Port ATM Enhanced OC12/STM4 multi-mode 
PA-A 1-0C3SM 1 Port ATM OC3 Single Mo de lntermediate Reach Rlrt Adapte r 
PA-A1-0C3MM= 1-Port ATM OC3 Multimode Port Adapte r 
GEIP+= Enhanced Gigabit Ett'ernet 
Cisco7200, 7400 and 7500 Series Port Adapters2 

Cisco7400 and 7500 Series Port Adapters3 

Cisco 7500 Service Adapters 
SA-ENCRYPT = Encryption Servi c e lldapter- Spare 

Cisco 7500 Ser" 
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Cisco 7500 Serias CIP Options and Accessories 
MEM-CIP-BM= 8MB Memory, Replaces Existing CIP Memory, TotaiS MB 
MEM-CIP-32M= CIP 32MB ORAM Upgrade Kit 
MEM-CIP-64M= CIP 64MB ORAM Upgrade Kit 
MEM-CIP-128M= CIP 128MB ORAM Upgrade Kit 
FR-CIP-CSNA= SNA SUPPORT FEATURE FOR CIP 
FR-CIP-TCPOFF= TCP/IP OFFLOAO FEATURE FOR CIP 
FR-CIP-TN3270S-L= 
FR-CIP-TN3270S-LS= 
FR-CIP-TN3270S-MS= 
FR-CI P-TN3270S-US= 
FR-CIP-TNUPG-L-S= 
FR-CIP-TNUPG-M-S= 
FR-CIP-TNUPG-U-S= 
FR-CIP-TNUPG-LM·S= 
FR-CIP-TNUPG-MU-S= 
FR-CIPl -TN3270S-G= 
FR-CIP2-TN3270S-G= 
FR-CIP2-TN3270S·M= 
FR-CI Pl-TN3270S-U= 
FR-CIP2-TN3270S-U= 
FR-CIPl-TNUPG-G-S= 
FR-CIP2-TNUPG-G-S= 
FR-CIP2-TNUPG-LM= 
FR-CIP2-TNUPG-MU= 
FR-CIP-SNASWITCH= 
FR-CIP-ASSIST 
Netflow Utility Software 
NOA-HPUX-3.X-UPG 
NDA-SOSU-3.X-UPE 
NDA-HPUX-3.X-UPE 
Cisco 7500 RSP Feature Li canses 
FR-WPP75= 
FR-IR75= 
FR75-AN2= 

TN3270 Serve r- Umited 2000 Session Support 
TN3270 Serve r- Umited 2000 Session Support SSL 
TN3270 Serve r- Mid-tier 5000 Session SupportSSL 
TN3270 Serve r- Unlimited CIP2 Support SSL 
TN3270 Serve r Upgrade 2,000 Sessions To SSL 
TN3270 Server Upgrade 5.000 Sessions To SSL 
TN3270 Server Upgrade Unlinited Sessions To SSL 
TN3270 Serve r Upgrade From 2,000 Sessions To 5,000 SSL 
TN3270 Serve r Upgrade From 5,000 Sessions To Unlimited SSL 
CIPl : TN3270 Serve r Upgrade, Limited to Unlirrited Version 
CIP2: TN3270 Serve r Upgrade, Limited to Unlirrited Version 
TN3270 Serve r - Mid-tier 5000 session support 
TN3270 Serve r- Unlimited CIPl Support 
TN3270 Serve r- Unlimited CIP2 Support 
TN3270 Serve r upgrade,limited to unlinited version with SSL 
CIP2: TN3270 Serve r upgrade,lirrited to unlimited -SSL 
TN3270 serve r upgrade from2000 to 5000 sessions 
TN3270 serve r upgrade from 5000 to unlimited sessions 
TN3270 Server- SNA Session Switch Feature 
TCP Assist Feature on C I Pior host using Cisco lOS for S/300 

Upgrade To Analyzer l6 For HP U/X lncl NFC 3.5 
Upgrade To Analyzer3.6 For Sola ris lncl NFC 3.5 
Upgrade To Analyzer 3.6 For HP U/X lncl NFC 3.5 

Cisco lOS RSPx SeriesWAN Packet Protocols'Netflow License 
Cisco lOS RSP Series lnterDomain Routing License 
Cisco lOS 7!il0 Series OBConn 

Cisco 7500 Serias lOS Feature Licenses 
FR75-APPN= Cisco lOS RSPx SeriesAPPN Upgrade 
FR75-BS-A= Cisco lOS RSPx Series Oesktop/IBM to Enterpise 
FR75-C-DS= Cisco lOS RSPx Series IP to IP/IPX/IBM 
FR75-C-BS= Cisco lOS RSPx Series IP to Desktop/IBM 
FR75-C-A= Cisco lOS RSPx Series IP to Enterprise 
FR75-0S-BS= Cisco lOS RSPx IP/IPX/IBM to Oesktop/IBM 
FR75-0S·A= Cisco lOS RSPx IP/IPX/IBM to Enterprise 
FR75-40= Cisco lOS RSPx Encryption 40 Upgrade 
FR75-56= Cisco lOS RSPx Encryption 56 Upgrade 
FL75-H= Cisco lOS 7500 Series Firewaii/IDS Upgrade 
FL75-K2= Cisco lOS 7500 Series IPSEC 30ES Upgrade 
FL75-L= Cisco lOS 7500 Series IPSEC 56 Upgrade 
FL75-R1 = Cisco lOS RSPx Series SNASwitch Upgrade 
FL75-N-R1= Cisco lOS 7500 SeriesAPPN to SNASwitch Upgrade 
FR-ITP-HSL= IP Transfer Point (IT~ High Speed Link (HSL) Licen93 
Cisco 7500 Serias lOS Feature Set Upgrades 
FR-ITP-M3UNSUA= IP Transter Point M3UNSUA Functionalitylicense 
FR-ITP-M2PA= IP Transfer Point M2PA FunctionalityFeature License 
Versatile Interface Processo r Port Adapters (VIP2 and VIP4) 
PA-MC-8TE1+= 8 port multichannel TVE18PRI port adapter 

Chapter 1 Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. 

2. Cisco 7200, 7400 and 7500 share many port adapters. Please se e Cisco 7200, 7400 and 7500 Series Port Adapters, 
page 1-34for additional part numbers. 

3. Cisco 7400 and 7500 share many port adapters. Please se e Cisco7400 and 7500 Series Port Adapters, page 1-43 for 
additional part numbers . 

For More lnformation 

See the Cisco 7500 Seri es Web site: http://www.cisco.com/go/7500 · -·-~--~--------
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1. Chapter 1 Routers 

Cisco 7600 Series 
The Cisco 7600 Series combines optical WAN/MAN 
networking and high-volume Ethernet aggregation 
with a focus on line-rate delivery of high-touch IP 
services in large data centers and at the edge of 
service provider networks. It provides customers the 
flexibility o f three different form factors: Cisco 
7603, 7606, and 7609. As the most scalable system in 
the industry, each router offers the ability to deliver 
DSO to OC-48 WAN connectivity, and 10-Mbps 
Ethernet to 1 0-Gigabit Ethernet LAN connectivity in to Internet data center, 
metropolitan aggregation, WAN edge aggregation, and enterprise networking 
applications. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco 7603 • 3 slot (horizontal) chassis 

• 32 Gbps backplane bandwdth 
• 15 Mppsforwarding rate 
• NEBs Compliant 

Cisco 7606 • 6 slot (horizontal) chassis 
• 160 Gbps backplane bimdwidth 
• 30 Mppsforwarding rate 
• NEBs Compliant 

Cisco 7609 • 9 slot (vertical) chassis 
• 256 Gbps backplane bandwidth 
• 30 Mpps forwarding rate 
• NEBs Compliant 

Key Features 

• Hardware accelerated IP services on each Optical Services Module (OSM), 
delivering up to 6 Mpps per slot 

• 15 to 30 Mpps forwarding processor and up to 512 MB ORAM for Internet routing 
• Modular and scalable from 32 Gbps to 256 Gbps switch fabric 
• One o f the widest, most complete ranges o f WAN interfaces in the industry, with 

DSO to OC-48 connectivity 
• Leveraging the FlexWAN Module, 7x00 port adapters are shared with the Cisco 

7200, 7300, 7400, and 7500 which simplifies sparing and protects customer 
investment in interfaces 

• Compatible with Catalyst 6500 LAN interfaces, offering 10 Mbps Ethernet to 1 
Gbps 

Competitive Products 

• Redback: SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, M10, M20, M40 • Extreme: Black Diamond 1Xl08 

ROS n° 
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Specifications 

Feature Cisco 7603 Cisco 7606 Cisco 7609 
Fixed Ports None Same as Cisco 7003 Same as Cisco 7003 

Expansion Slots 3 (horizontal) 6 (horizontal) 9 (vertical) 

WAN Interface Range OSO to OC-48 Same as Cisco 7003 Same as Cisco 7003 

Processar Supervisor Engine 2 w/MSFC2 and Same as Cisco 7003 Same as Cisco7603 
PFC2 

Forwarding Rata Up to 15 Mpps Upto 30 Mpps Upto30Mpps 

Backplane Capacity 32 Gbps 160 Gbps 256 Gbps 

Flash PCMCIA Memory 16MB (expandable to 2<t.IIB) Same as Cisco 7003 Same as Cisco 7003 

System ORAM Memory 128MB (expandable to512MB) Same as Cisco 7003 Same as Cisco 7003 

Minimum Cisco lOS 12.1(8)AE3 Same as Cisco 7003 12.1(8)(A)EX 
Release 

Internai Power Supply AC or OC (1000 W) AC or OC (1000 W) AC or OC (1300 or 2500 W) 

Redundant Power Supply Yes Same as Cisco 7003 Same as Cisco 7603 
Support 

Chassis Height 4RU 7RU 20RU 

Rack Mountable Yes, up to 10 per rack Yes, upto 6 perrack Yes, up to2 per rack 

Dimensions (HxWxD) 7 X 17.37 X 21.75 in. 12.25 X 17.37 X 21.75 in. 25.2x 17.2x 18.1 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7609 Systems 
CISC07009 
7609-AC-BUN 
7609-DC-BUN-2500W 
OSR-7609-AC 
OSR-7609-DC 
Cisco 7606 Systems 
CISC07006 
7606-AC-BUN 
7606-0C-BUN 
CISC07606-CHASS 
Cisco 7603 Systems 
CISC07003 
7603-AC-BUN 
7603-0C-BUN 
CISC07603-CHASS 

7609 Chassis Bundles 
Enhanced7609 Chassis, SUP2/MSFC2,4000W AC P/S, 512MB ORAM 
Enhanced ~Chassis, SUP2/MSFC2, 2500W DC P/S, 512MB ORAM 
7609 Chassis, SUP2/MSFC2, 2500W AC P/S, 512MB ORAM 
7609 Chassis, SUP2/MSFC2, 2500W OC P/S, 512MB ORAM 

Cisco 7606 Chassis Bundle 
7606 Chassis, SUP2/MSFC2, 1900W AC P/S, PEM, 256MB ORAM 
7606 Chassis, SUP2/MSFC2, 1900W DC P/S, PEM, 256MB ORAM 
Cisco 7606 Chassis 

Cisco 7603 Chassis Bundle 
7603 Chassis, SUP2/MSFC2, 950W AC P/S, PEM, 256MB ORAM 
7603 Chassis, SUP2/MSFC2, 950W OC P/S, PEM, 256MB ORAM 
CISCO 7603 Chassis 

Cisco 7600 Optical Services Modules (OSMs) 
OSM-1CHOC12/T1-SI= 
OSM-12CT3!T1= 
OSM-1 CHOC481T3-SS= 
OSM-1CHOC12/T3-SI= 
OSM-10C48-POS-SI= 
OSM-10C48-POS-SL= 
OSM-1 OC48-POS-SS= 
OSM-20C12-ATM-MM= 
OSM-20C12-ATM-SI= 
OSM-20C12-POS-MM= 
OSM-20C12-POS-SI= 
OSM-20C12-POS-SL= 
OSM-4GE-WAN-GBIC= 
OSM-40C3-POS-SI= 
OSM-40C12-POS-MM= 
OSM-40C12-POS-SI= 
OSM-40C12-POS-SL= 
OSM-80C3-POS-MM= 
OSM-80C3-POS-SI= 
OSM-80C3-POS-SL= 
OSM-160C3-POS-MM= 
OSM-160C3-POS·SI= 
OSM-160CJ-POS-SL= 
OSM-20C48/1 DPT-SS= 
OSM-20C48/1DPT-SI 

1-port CHOC-12/CHSTM-4 OSMIR, to DSO andT1/E1 , w/4GE 
12-port Channelized OS-3 to OS-1/0S-0 
1-port CHOC-48/CHSTM-16 OSM, to Tl'E3, SM-SR, with 4 GE 
1-port CHOC-12/CHSTM-4 OSM, to T3/E3, SM-IR, with 4 GE 
1-port OC-48/STM-16 SONET/SOH OSM, SM-IR, with 4 GE 
1-port OC-48/STM-16 SONET/SOH OSM, SM-LR, with 4 GE 
1-port OC-48/STM-16 SONET/SDH OSM, SM-SR, with 4 GE 
2-port OC-12/STM-4 ATM OSM, MM. with 4 GE 
2-port OC-12/STM-4 ATM OSM, SM-IR, with 4 GE 
2-port OC-12/STM-4 SONET/SOH OSM, MM, with 4 GE 
2-port OC-12/STM-4 SONET/SOH OSM, SM-IR, with 4 GE 
2-port OC-12/STM-4 SONET/SOH OSM, SM-LR, with 4 GE 
4-port Gigabit EthernetOptical Services Module, GBIC 
4-port OC-l'STM-1 SONET/SOH OSM, with 4 GE 
4·port OC-12/STM-4 SONET/SDH OSM, MM, with 4 GE 
4-port OC-12/STM-4 SONET/SDH OSM, SM-IR, with 4 GE 
4-port OC-12/STM-4 SONET/SDH OSM, SM-LR, with 4 GE 
8-portOC-3/STM-1 SONET/SDH OSM, MM. with 4 GE 
8-port OC-3/STM-1 SONET/SOH OSM, SM-IR, with 4GE 
8-port OC-3/STM-1 SONET/SOH OSM, SM-LR, with 4 GE 
16-port OC-l'STM-1 SONET/SDH OSM, MM. with 4 GE 
16-port OC-l'STM-1 SONET/SDH OSM, SM-IR, with 4 GE 
16-port OC-l'STM-1 SONET/SDH OSM, SM-LR, with 4 GE 
2-port OC-4&'STM-16 POS/DPT OSM, SM-SR, with 4 GE 

2-port OC·48/STM-16 POS/DPT OSM, SM-IR, with 4 GE 

Cisco 7600 Series 
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OSM-20C48/1 DPT-Sl= 
Cisco 7600 Line Ca rds 
WS-F6K-DFC= 
WS-X6348-RJ-45= 
WS-X6516-GBIC= 
WS-X6524-100FX-MM= 
WS-X6502-10GE= 
WS-X6816-GBIC= 
WS-X6548-RJ-21 = 
WS-X6548-RJ-45= 
WS-X6516-GE·TX= 
Cisco 7600 Memory Options 

2-port OC-48/STM-16 POS/DPT OSM, SM-LR, with 4 GE 

Distributed Forwarding Card 
Catal15t 6000 48-port 10/100, Upgradableto Voice, RJ-45 
Cata1)5t 6500 16-port GigE Mod: fabric-enabled (Req. GBICs) 
Catai'f.;t 6500 24-port 100FX, MT-RJ, fabric-enabled 
Catal)5t 6500 10 Gigabit Ethernet Base Module(Req OIM),~are 
Catal)5t6500 16-port GigEmod, 2fab 1/Fw/DF. (Req GBICs) 
Catal15t 6500 48-port 10/100, RJ-21, fabric-enabled 
Catal)5t 6500 48-port 10/100, RJ-45, x-bar 
Cata1)5t 6500 16-port Gig/Copper Module, x-bar 

MEM-OSM-64M= 64MB ECC Memory for Optical Services Modules 
MEM-OSM-128M 128MB ECC Memoryfor Optical Services Modules 
MEM-OSM-256M 256MB ECC Memory for Optical Services Modules 
MEM-OSM-512M 512MB ECC Memory for Optical Services Modules 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco 7600 Series Web site: http://www.cisco.com/gon&oo 

Cisco 10000 Series 
The Cisco 10000 Series is the industry's only 
edge router that delivers consistent, high 
performance services for carriers deploying 
IP, MPLS, and broadband services to DSL and 
private line customers. Coupled with proven 
high availability and innovative adaptive 
network processing technology, the Cisco 
10000 Series is uniquely designed to meet the 
service needs of carriers up to DS3/E3 aggregation speeds. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

• 

Cisco 10008 • Broadband featuresincluding PPP over ATM, PPP over Ethernet,routed bridge encapsulation, and layer 2 
Tunneling Protocol 

Key Features 

• MPLS, MPLS VPN, and MPLS Qualityof Servi c e edge features 
• leased line features such as seamless integration from adedicatedaccessenvironment (TDMor 

SONET/SDH) to the ATM core. 

• Industry-leading high availability-nonstop performance, with a complete set of 
reliability features for high availability (99.999 percent uptime) . Full hardware 
redundancy, hot-swappable elements , and seamless route processar cutover 
provide continuous traffic forwarding . 

• Lowest total cost o f ownership-the Cisco 10000 offers the highest leased-line, 
ATM, frame , and broadband session densities on a single platform, and its high 
reliability reduces network downtime and operational expenses 

• Broad portfolio of line-rate IP sessions-critical service features, such as QoS , 
MPLS, Multilink PPP, and ACLs are hardware accelerated to deliver exceptional 

' ~ throughput for every connection 
·.~--------r~"---
RQS no ~312 S - ('t~J . 

·CPMt • o 
Cisco 10000 Series ~ ; 

i Doe· 
I • 

.. -----~-- ·-- ..... -:::::: 



• 

• 

• 

Chapter 1 Routers • 
• Industry-leading session density-the Cisco I 0000 suppqrts thousands o f DSO, 

DS 1/E 1 connections, o r hundreds o f clear-channel DS3 connecti6ns on a single ---~=-.., 

platform, providing the highest port density ofDS3-and-below interfaces . · ·- ., '''\ 

Competitiva Products 0.;{! '.\. 
--;;-:-:;;:-~~;:----------:-:-:---:---=c-==:::::------.L::A.&,. ·:< (, ',· ! 
• Redback: SMS-10000 • Unisphere: ERX700, ERX1400 . V 
• Juniper: MS, MIO, M20 . / 

__ , . ./' 

Specifications 

Feature Cisco 10008 
Fixed Ports None 

Expansion Slots a (for interfaces) 

WAN Interface Range DSOto DC-12 

Processo r Cisco PXF Proces!llr 

Forwarding Rata 10005Up to approximately6 Mpps 

Backplane Capacity 51.2 Gbps 

Flash PCMCIA Memory 48MB (expandable to 128 MBI 

System ORAM Memory 512MB 

Minimum Cisco lOS Release 12.0(9)SL 

Internai Power Supply AC or DC, dual option 

Redundant Power Supply Yes, for both AC and DC 

Chassis Height 13RU 

Rack Mountable Yes, up to 3 per rack 

Dimensions (HxWxDI 21.75 X 17.5 X 12 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 1110118 Pricing Bundles 
ESR10008·1 PIA C 
ESR10008-1 P1ACt6 
ESR10008-1P1DC 
ESR10008-1 Pl DCt6 
ESR10008-1 P1ACt4CH 
ESR10008-1 Pl DCt 4CH 
ESR10008-2P2AC 
ESR10008-2P2ACt 6 
ESR10008-2P2DC 
ESR10008-2P2DCt6 
ESR10008-2P2ACt4CH 
ESR10008-2P2DC+4CH 
ESR10008-1 Pl DC-SK 
Cisco 1110115 Pricing Bundles 
ESR10005-1 P1AC 
ESR10005-1 P1 DC 
ESR10005-1P1ACt6 
ESR10005-1P1 DCt 6 
ESR10005-1 P1ACt4CH 
ESR10005-1 Pl DCt4CH 
ESR10005-2P2AC 
ESRl 0005-2P2D C 
ESA10005-2P2AC+6 
ESR10005-2P2DCt 6 
ESA10005-2P2ACt 4CH 
ESA10005-2P2DCt4CH 
ESA10005-CHAS= 
ESA-PAE1 

ClOOOO 8-slot chasss, 1 PRE, 1 AC PEM 
C10000 8-slot chas9s,1 PRE, 1 AC PEM,1 CT3 module 
C10000 8-slot chasss, 1 PRE, 1 DC PEM 
C10000 8-slot chasss, 1 PRE, 1 DC PEM,1CT3 module 
C10000 8-slot chassis, 1 PRE, 1 AC PEM, 1 CH STM-1 Module 
C10000 8-slot chassis, 1 PRE, 1 DC PEM, 1 CH STM-1 Module 
C10000 8-slot chas9s,2 PAEs, 2 AC PEMs 
ClOOOO 8-slot chassis.2 PAEs, 2 AC PEMs,l CT3 module 
ClOOOO 8-slot chas9s,2 PAEs, 2 DC PEMs 
C10000 8-slot chassis.2 PAEs, 2 DC PEMs,1 CT3 module 
ClOOOO 8-slot chassis, 2 PAEs, 2 AC PEMs, 1 CH STM-1 Module 
C10000 8-slot chassis, 2 PAEs, 2 DC PEMs, 1 CH STM-1 Module 
ESR10008 BBA Starter Kit with PAE1 , DC, 4-port OC3, GE 

C10000 5-slot chassis, 1 PRE, 1 AC PEM 
ClOOOO 5-slot chassis, 1 PRE, 1 DC PEM 
C10000 5-slot chassis, 1 PRE, 1 AC PEM, 1 CT3 Module 
C10000 5-slot chassis, 1 PAE, 1 DC PEM, 1CT3 Module 
C10000 5-slot chassis, 1 PAE, 1 AC PEM, 1 CH STM-1 Module 
ClOOOO 5-slot chassis, 1 PAE, 1 DC PEM, 1 CH STM-1 Module 
C10000 5-slot chassis, 2 PAEs, 2 AC PEMs 
C10000 5-slot chassis, 2 PAEs, 2 DC PEMs 
C10000 5-slot chassis, 2 PAEs, 2 AC PEMs, 1 CT3 Module 
C10000 5-slot chassis, 2 PAEs, 2 DC PEMs, 1 CT3 Module 
C10000 5-slot chassis, 2 PAEs, 2 AC PEMs, 1 CH STM-1 Module 
C10000 5-slot chassis, 2 PAEs, 2 DC PEMs, 1 CH STM-1 Module 
C10000 5-SLOT CHASSIS, INCL 5xDS3 EXT CRD,ALM CRD,BWR,SPARE 
Performance Aouting Engile, 512 ORAM and 32M Aash 

Cisco 10000 Series 
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Cisco 10000 Series Memory Options 
ESR-PRE-MEM-FD48 ClOOOO PRE 48M Flash Disk (default) 
ESR-PRE-MEM-FD128 ClOOOO PRE 128M Flash Disk option 
ESR10005-PWR-AC AC Power EntryModule 
ESR10005-PWR-DC DC Power Entry Module 
ESR-PWR-DC= DC POWER ENTRY MODULE FOR ESR10008 
ESR-PWR-AC AC power entry modue for ESR10008 
ESR-PWR-AC/R Redundant AC powerentry module for ESR10008,spare 
ESR10005-PWR-AC= AC POWER ENTRY MODULE,SPARE 
ESR10005-PWR-AC/R Redundant AC Power Entry Module 
ESR10005-PWR-DC/R Redundant DC Power Entry Module 
CAB-DS-ACE Power Cables forAC Power Option, European 
CAB-DS-ACI Power Cables for AC Power Option, ltalian 
CAB-DS-ACJ-TWLK Power Cables forAC Power Option, Japan 
CAB-DS-ACU Power Cables for AC Power Option, UK 
CAB-DS-120VAC Cisco 120 VAC Power Cable,US 
ESR-24CT1/E1 24port Channeized El/Tl tine Card 
ESR·8E3/DS3 8 port clear channeiE3/DS3 Une Card 
ESR-6CT3 6 port channelized T31ine card 
ESR-lGE 1 pt Gigabit Ethernet lile card (requires a GBIC) 
ESR·GBIC-SX 1000base-SX GBIC, mu~imode,standardized forESR 
ESR-GBIC-LHLX 1000base-LH GBIC,singlemode,standardizedfor ESR 
ESR-GBIC·ZX 1000base-ZX GBIC.singlemode,Sandardized for ESR 
ESR-40C3ATM-SM 4 Port OC3/STSlc/STM1c ATM Une Card, single mode 
ESR·1COC12-SMI 1 pt Ch0C12 (STS12) line card, single mode intermed. reach 
ESR-1 OC12/P-SMI 1 pt OC12/STS12c/STM4 POS, single mode,int reach 
ESR-1 OC12ATM-SM 1 pt OC12/STM4 ATM Line Card, Singe-Mode 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 10000 Series Web site: http://www.cisco.com/go/10000 

Cisco 10720 Series 
The Cisco 1 0720 Internet Router is a 
high-performance router and a principie 
building block in the metro IP network. It 
enables service providers to offer innovative 
and differentiated IP services to their 
customers at optical speeds. Equipped with 

• 

Ethernet technology for customer access and the innovative Dynamic Packet Transport 
(DPT)/RPR (Resilient Packet Ring) technology or Packet over SONET (POS) for 
metro optical connectivity, the Cisco 10720 allows service providers to offer IP 
services closer to the user, enabling them to better control admission to network 
resources. This allows service providers to bypass traditional DS 1 and DS3 access options. 
The dual counter rotating ring technology ofDPT is also cost effective, since it uses both 
rings and can be deployed over dark fiber and still maintain the less than 50ms restoration 
common in SONET/SDH systems. For multiservice applications, DPT can also be 
deployed over traditional SONET/SDH ADMs and wavelength division multiplexing 

'"'' (WDM) systems. 
The Cisco 10720 is a cost-effective, reliable platform that not only supports the full 
suite o f IP routing protocols such as IS-IS, OSPF and BGP, but also allows advanced r,J . ~\ t\.. 
IP features to be introduced efficiently, without compromising on performance. ~ 
Although primarily designed for high-speed Internet services for multitenant and 
business-park applications in the metro, the Cisco 10720 Internet R ou ter is also 
suitable for a range of other applications such as: Internet data center applications, 
intra-POP aggregation , cable multisystem operator (MSO) internetworkinP.;0arrd------,..;--
voice-over-IP (VoiP) aggregation. I c'p s no 03/200 - ('\) 

Cisco 10720 Series/
1 

• ~H ' - C REI O~ , 
F141P• 

I ~. ·. 7 3 8 5 
I 

L~~c:_~ 3 6 9 7 
-··- ·-..... "•• ·- · · · · ·~ ··--. 



• 

( 

• 

( 

• 

• 
When to Sell 

Sell This Product 

Cisco 10720 Internet 
Router 

Key Features 

Chapter 1 Routers 

When a Customer Needs These Features 
• Anyservice provider planning to offerhigh-performance IP services as partoftheir tlusiness strategy 

tly extending IP further out into the network 
• Any servi c e provi der wanting tosimplify their current network and implement thesimple, scalatlle, 

reliatlle features of 1FT techndogy while maximizing fitler usage 
• Any customer already using DPT technology i1 their networlt, most likely with DPT cardson the 12000 

Internet Router 
• Metro Ethernet Servicessuch as L2 and L3 VPN with FE/GE handoff to the Customer and 50ms 

restoration overdark fitler using DPT. 

• Equipped with Redundant Power Supply by default 
• SRP specific features-IPS with <50 ms restoration time and SRP MIB support 
• Multicast support including PIM SM, PIM DM, MBGP 
• L2 VPN-UTI, L2TPv3 and EoMPLS for Layer 2 to Layer 2 LAN extension; L3 

VPNMPLS VPN 
• QoS-Modular QoS CLI, CAR, WRED, VTMS traffic shaping, and access lists 
• Ethemet features-MDI-MDI-X support, 10/100 speed auto-negotiation, 

HDX-FDX negotiation and time delay reflectometry (TDR) for 10/lOOBaseTX 
• Hot Standby Routing Protocol (HSRP)/Multiple Hot Standby Routing Protocol 

(MHSRP) 
• 64-MB built-in Flash for software and configuration load 
• Optical receive power monitoring support on OC-48/STM-~6 Interface and GE 
• Supported management information bases (MIBs) include SNMP, SRP, SONET, 
. Etherlike, OSPF 

Competitiva Products (vs. Cisco's Metro IP RPR Solution using the 10720) 

• Extreme Summit: 48/Biackdiamond com ti for GigEHutl & Spoke • Riverstone: RS3000/RS8600 comtlo forGigE Hutl & Spoke 

Specifications 

Feature 
Security Features 

Management 

Physicallnterfaces 

Cisco 10720 
lncluding AAA RADIUS authentication, 'FICACS+, and encrwted passwords 

Cisco lOS CU 
TACACS+ and RADIUS 
Configuration and administration features ilcluding Telnet and CiscoDiscovery Protocol (CDPI 
Serial (aux) and consoleports for local and remate adrrinistration 
Remate software download via TFTP and RCP 
IP over DCC for remate management of the Cisco ONS 15104 OC-48/STM-16 Optical Regmerator, where 
applicatlle 

Uplink Modules:2-port single-mode OC-48c/STM1&: DPT (SR 2 km (1.2 miles), IR 15 km (9.3 miles), LR1 
40km (24 miles) and LR2 80km (50miles) 
Interface Modules-The Cisco 10720 lnternetRouter h as two dedicated slots for interface 
modules-modules are not interchangeatlleor hot swappatlle: 
• Upper slot is dedicated br DPT ar POS Uplink module equipped withtwo physical ports of 

OC-48c/STM16c thatprovide an aggregatetlandwidth of approximately5 Gtlps. The cards are availatlle 
in twofourversions of optics,short reach (SR) and intermediatereach (IR), Long Reach1 (LR1) and Long 
Reach2 (lR2) with two small form-factor OC-48 ports with LC connectors 

• A third option for the upperslot is the CON-AUX module, which is a depopulated uplinkcard equ~ped 
with Console and Auxiliary portsonly;this allows the configuration ofthe 10720 as an "EthernetRouter" 
allowing the use of one o r more of the Ethemet ports in the lov..er slot for network connectivity 

• Lower slot is dedicated for24-port Fast Ethernet module-availatlle in TX (100m reach), FX-MM (2 km 
reach) or FX-SM (15 km reach). The TX moduleis equippedwith RJ-45 connectorswhilethe FX-SM and 
FX-MM modules are equipped with MT-RJ connectors. 

• Also availatlle is a comtlination 4Gigatlit Ethernetwith Small Form Factor Plug-atlle(SFP) Optics 
availatlle in SX 550m and LH 10km plus an additional8 Ports of Fast Ethernet10/100 TX Copper po~ . 

The TX and the FX-MM versions ofthe 24-port Fast Ethernet modulesaccommodate copperor multimode 
fiber deploymentswithin MTUs and the FX-SM alows for deployment of the Cis:o 10720 Internet Router 
in a centrallocation cmering Ethernet connectiVty to buildings for a radius of up to 15 km. 

Dimensions 3.5 x 17.25 x 18.25 in. (8.9 x 43.81 x 46.35 em) 
----------------------------------------------------~~S n°03! 
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I Chapter 1 Routers 

Selected Part Numbers and Ordering lnformation 1 

Cisco 10700 Serias 
CISC010nO-AC-A Cisco 10720 Internet Router with dual AC power supply 
CISC01072D-DC-A Cisco 10720 lnternetRouterwith duaiDC PowerSupply 
10720-FE-TX 24-port 10/100 Ethemet Access Module-RJ45 connectors 
10720-FE-FX-MM 24-port 100Mbps Multimode Fiber Ethernet Acces Module 2km-MTRJ connectors 
10720-FE-FX-SM 24-port 100Mbps Single mode Fiber Ethemet Access Module 15km-MTRJ connectoiS 
10720-GE-FE-TX 4-port 100Mbps SFP GE with 8-ports of 10/100 Ethemet TX-RJ45 
10720-SR-LC OC-48c/STM-16c SRP Short Reach (2km) Uplink Module-LC connectors 
10720-IR-LC OC-48c/STM-16c SRP lntermediate Reach l15km) Uplink Module-LC connectors 
10720-LR1-LC OC-48c/STM-16c SRP Long Reach 1 (40km) Uplink Module- LC 
10720-LR2-LC OC-48c/STM-16c SRP Long Reach2 (BOkm) Uplink Module-LC connectors 
10720-CON-AUX Console and Auxiliary port thatfits in the Upper Slot 
10120-SR-LC-POS OC-48c/STM-16c POS Short Reach (2km) Uplink Module-LC connectors 
10720-IR-LC-POS OC-48c/STM-16c POS lntermediate Reach (15kn) Uplink Module-l.C connectors 
10720-LRl-LC-POS OC-48c/STM-16c POS Long Reach 1 (40km) Uplink Module- LC 
10720-LR2-LC-POS OC-48c/STM-16c SRP Long Reach 2(80km) Uplink Module-LC connectlrs 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 10720 Internet Router Web site: http://www.cisco.com/go/10700 

Cisco 12000 Series · 
The Cisco 12000 Series Internet Router 
is part o f Cisco 's family o f multimillion 
packets-per-second (mpps) IP and 
MPLS routing platforms for building 
profitab1e networks in today's 
communications economy. The Cisco 
12000 Series is the premier high-end 
routing platform for service provider 

• 

backbone and edge applications, enabling service providers to meet the challenge of 
building packet networks to satisfy services demand while increasing profitability_ 
The Cisco 12000 Series offers the only portfolio of 10 Gbps per slot systems and 
interfaces (including Packet over SONET [POS], Dynamic Packet Transport/Resilient 
Packet Ring [DPT/RPR], and Gigabit Ethernet [GbE]), delivering lOG economies of 
scale anywhere in the network. The Cisco 12000 Series provides the highest reliability, 
the richest set of service enablers, the lowest total cost of ownership, and the only 
proven investment protection, including systems that can be upgraded in the field to 
increase switching capacity. This innovative combination of features and capabilities 
enables service providers to build the most competitive IP and MPLS networks . 

Cisco 12000 
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When to Se li 

Sell This Product 

Cisco 12400 Internet 
Routers (10G} 

Cisco 12000 Internet 
Routers (2.5G} 

Cisco 12000 Manager 

Key Features 

Chapter 1 Routers 

When a Customer Needs These Features 

o 10 Gbpslslot, from 80 to 320 Gbps of non-bklcking switching capacity 
o Supportforhigh-densitv. high-speedinterfaces:ATM, DPT/RPR, POS, GbE/FE rangingfrom channelized 

DS3 (to DS1} throughOC-192c/STM-64c 
o 410G plattorms to choose from: 12416,320 Gbps. 16 slots, 40 RU; 12410, 200 Gbps, 10 slots, 20 RU; 12406, 

120 Gbps, 6 slots, 10 RU; 12404, 80 Gbps, 4 slots, 5 RU 
• Support for indutry-leading OoS/CoS featuresideal for peering, tran!it, POP consolidation, and IDC 

bandwidth agg~egation as v.ell as latency-sensitive applicationslike voice and vide o 
• Support for IP ar MPLS forwarding 
o Support for hundredsof thousandsof routes 
• Proven carrier- class reliabilityand availabilitythroughenhancedfeatures sue h as Online lnsertionand 

Remova i, High Availabiity (RPR+, NSF and SSO) and APS/MPS 

o 2.5 Gbps/slot, from 40 to 111 Gbps switching capacity 
• Supportforhigh-densitv. high-speedinterfaces:ATM, DPT/RPR, POS, GbE/FE rangingfrom channelized 

DS3 (to DS1} through0C-48c/STM-16c 
o 3 chassis to choosefrom: 12016,80 Gbps, 16 slots, 40 RU; 12012,60 Gbps, 12 slots,32 RU; 12008,40 Gbps, 

8 slots, 14 RU 
o The 120161nternetRouteris upgradeableto 320 Gbps via an easy, field-installed switch fabric upgrade 

kit-no need to pull out elisting line cards 

o An element management solutionto increase servi c e velocity and decrease operation costs 

• Proven investment protection, offering fuli forward compatibility for ali line 
cards, and the only high-end system with a modular, replaceable switch fabric for 
field-instalied capacity upgrades 

• Only fuliy distributed system architecture scales to the edge, supporting 
backbone- or edge-optimized line cards in the same chassis 

• Only platform that maximizes the value o f line-rate edge applications with 1 OG 
uplinks. By deploying Cisco 12000 Series IP Services Engine (ISE) line cards in 
Cisco 12400 Internet Routers, Service Providers benefit from line cards optimized 
for edge applications, while removing the bandwidth bottleneck with fuli 1 O Gbps 
uplinks using cost-effective VSR optics or 10 GbE for intra-POP connections. 

• The only complete priority packet delivery solution set 
• lndustry's only complete IP QoS and congestion control implementation that 

uniquely enables premium real-time services such as VoiP and vídeo. lts 
distributed architecture and class of service features such as priority based 
congestion control (WRED) and dedicated low latency queuing (MDRR), along 
with virtual output queuing (VoQ), eliminate head of line blocking (HOL) and 
maintain packet sequence integrity under ali conditions 

• Non-service-impacting online insertion and removal (OIR) of components 
(including switch fabric cards) and front accessibility reduce downtime and 
simplify maintenance 

• High availability features such as Cisco Non Stop Forwarding (NSF) and Cisco 
Stateful Switchover (SSO) eliminate single points offailure, help maintain system 
performance, and prevent service interruption. With these features, packet 
forwarding remains uninterrupted before, during and after a route processar 
switchover on the Cisco 12000 Series. Coupled with OIR, the faulty route 
processar can be replaced without affecting operation 

• Designed for NEBS compliance to meet service provider carrier-class 
requirements 

Cisco 12000 Series 
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• 
Competitive Products 

• Juniper: Tli40, M160, M40E, M40, and M2ll • Aviei: Stackable Switch Router (SSFI 

Specifications .~-" ~ "~ \ 4
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Cisco Cisco Ciscd~ /\\\ -Cisco Cisco Cisco Cisco 
Feature 12008 12012 12016 12404 12406 12410 12416\ ., \fxA. '0 

\ \ 
Switching 
Capacity 

Capacity per slot 
(full duplext 
--- -
Chassis Size 

Chassis Slots 

Supported Line 
Cards 

Supported 
Protocols 

Management 

Dimensions 

40 Gbps 60 Gbps 80 Gbps 80 Gbps 

2.5 Gbps 2.5 Gbps 2.5 Gbps 10 Gbps 

1/3 Rack Full Rack Full Rack 1/8 Rack 1/4 Rack 

8 12 16 4 6 

Ali Cisco 12000 Same as All2.5 Gbps Same as Same as 
Cisco 12416 Series2.5 Gbps Cisco 12008 line cards plus Cisco 12416 

line cards 

See Part 
Numbersand 
Ordering 
lnformation 

1Pv4, MPLS, 
BGPv4, IS-IS, 
OSPF v. 2.0, 
EIGRP. RIP v2, 
IGMP, PIM 
(dense and 
sparse modet 
CU, SNMP, 
Cisco 12000 
Manager 

24.85 X 17.4 X 
21.2 in. (63.1 x 
44.2 x 53.8 em) 

Same as 
Cisco 12008 

all10 Gbps 
line cardswhen 
upgraded 

Same as 
Cisco 12008 

Same as 
Cisco 12416 

Same as 
Cisco 12416 

CU, SNMP, CU, SNMP, CU, SNMP. CU, SNMP. 
Cisco 12000 Cisco 12000 Cisco 12000 Cisco 12000 
Manager Manager Manager Manager 

1/2 Rack 

10 

Same as 
Cisco 12416 

Same as 
Cisco 12416 

Full Rack 

16 

Ali Cisco 12000 
Series l..ine 
Cards 

1Pv4, MPLS, 
BGPv4, IS-IS, 
OSPF v. 2.0, 
EIGRP. RI P v2, 
IGMP,OVMRP, 
PIM DM/SM 

CU, SNMP. CU, SNMP. 
Cisco 12000 Cisco 12000 
Manager Manager 

37.5 X 19 X 24 72.5 X 18.75 X 24 
in. (95.25 x 48.26 in. (184

2
2x 47.6x 

x 61 cmt4 61 cmt 

1. The Cisco 12016 may be field upgraded to a Cisco 12416 via a Switch Fabric Upgrade kit, providing 10 Gbps full 
duplex capacity per slot. for an overall320 Gbps switching capacity 

2. lncludes power, front cover, rack mount flanges. and cable-management system 
3. lncludes rack-mountflanges, power entry module pullouts, blower, and handle 
4. lncludes cable-management system and front cover 

Selected Part Numbers and Ordering lnformation 1 

Cisco 12000 Series of Gigabit Switch Routers (GSR) 
GSR6/12G-AC GSR6!12ll w/1 GRP. 3SFC, 1 CSC, 2Aiarms & 1 AC Power Supply 
GSR6/12G-DC GSRS/120 w/1 GRP. 3SFC, 1 CSC, 2Aiarms & 1 DC Power Supply 
GSRB/40 Cisco12008 GSR 40Gbps;1 GRP,1 CSC-GSR8,3SFC-GSR8,1 DC 
GSRl0/200-AC Cisco 12410 200 Gbps; 1GRP. 2 CSC, 5 SFC, 2 Alarm. 2 AC 
GSRl0/200-DC Cisco 12410 200 Gbps; lGRP, 2 CSC, 5 SFC, 2 Alarm, 2 DC 
GSR12/60 Cisco12012 GSR 60Gbps;1GRP,1CSC,3SFC,1 DC 
GSR4/80-AC GSR12404- 4 slot AC S~em 
GSR4/80-DC GSR12404- 4 slot DC S~em 
GSR16/80-AC-8R Cisco 12016 80 Gpbs; lGRP, 2CSC, 3SFC, 2Aiarm, 3AC, BRails 
GSR16/8G-AC4-8R Same As GSR16/80-AC-8R But W/41\C And Requires 8 Foot Rack 
GSR16/80-DC-BR Cisco 12016 80 Gpbs; lGRP, 2CSC, 3SFC, 2Aiarm, 4DC, 8Rails 
GSR16/320-AC Cisco 12416 320 Gbps; 1 GRP. 2CSC, 3SFC, 2Aiarm, 3AC, BRails 
GSR16/32li-AC4 Same As GSR16/320-AC-8R But W/4AC And Requires8 Foot Rack 
GSR16/320-DC Cisco 12416 320 Gbps; 1 GRP, 2CSC, 3SFC, 2Aiarm, 4DC, 8Rails 
Cisco 12000 Series Processors 
GRP-8 
GRP-8/R 
PRP-1 
PRP-1/R 

Route Processar, 128MB and 20VIB Flash, ECC support 
GSR Route Processar, Redundart Option 
Cisco 12000 Series Performance Route Processar 
Redundant PRP-1 chassis upgrade option, factory only 
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Cisco 12000 Serias line Cards 
LC-40C3/POS-SM 
LC-40C3/POS-MM 
LC-1 OC12/POS-SM 
LC-10C12/ATM-MM 
LC-10C12/ATM-SM 
LC-1 OC12/POS-MM 
CHOC48/0S3-SR-SC 
2CHOC3/STM1-IR-SC 
4CHOC12/DS3-I-SC8 
40C3/ATM-IR-SC 
40C3/ATM-MM-SC 
40C3/POS-LR-SC 
40C12/ATM-IR-SC 
40C12/ATM-MM-SC 
40C12/POS-MM-SC-8 
40C12X/POS-M-SC-8 
40e12/POS-IR-SC-8 
40C12X/POS-I-SC-8 
40C48/SRP-SFP= 
40e48E!POS-LR-SC 
40e48E!POS-SR-SC 
80C03/ATM/TS-IR-8 
80C03/ATM/TS-MM-8 
OC12/SRP-IR-Se-8 
OC12/SRP-LR-SC-8 
OC12/SRP-MM-SC-8 
OC12/SRP-XR-SC 
OC481SRP-LR-Se-8= 
OC481SRP-SR-SC-8= 
OC48E/POS-LR-SC-8= 
OC48E/POS-SR-Se-8= 
OC48X/POS-LR-Se 
OC48X/POS-SR-SC 
80e3/POS-MM= 
80C3/POS-SM= 
1X10GE-LR-SC= 
160C3/POS-MM= 
160C3/POS-SM= 
160C3X/POS-I-LC-8 
EPA-GE/FE-88RD 
EPA-3GE-SX/LH-LC 
3GE-G81C-SC 
GE-G81C-SC-8 
G81C-SX-MM 
G81C-LH-SM 
G81C-ZX-SM 
6CT3-SM8 
GLC-LH-SM 
GLC-SX-MM 
6DS3-SM8-8 
6E3-SM8 
120S3-SM8-8 
12E3-SMB 
eHOC12/STS3-IR-SC= 
LC-OC12-DS3 
8FE-FX-Se-8 
8FE-TX-RJ45-8 
Oe192/POS-IR-SC 
Oe192/POS-SR-Se 
OC192/POS-VSR 
Oe192E/POS-VSR 
Oe192E/POS-IR-Se 
OC192E/POS-SR-Se 
OC192/SRP-VSR 
OC192/SRP-IR-Se 
Oe192/SRP-SR-Se 

4port OC3/STM1 Packet Over SONET/SDH Une Card, Single-Mode 
4port OC3/STM1 Packet Over SONET/SDH Line Card, Multi-Mode w 
1port OC12/STM4 Packet Over SONET/SDH Une Card,Single-Mode 
1 portOC12/STM4 ATM Une Card,Multi-Mode 
1 port OC17/STM4 ATM Line eard,Single-Mode 
1 port Oe12/STM4 Packet Over SONET/SDH une Card, Muti-Mode 
1 port channelized oC-48to DS3 
Channeized OC3/STM1 -> DS1/E1, 2 ports lntermediate Reach 
4 PORT CHANNELIZEO OC12 8 
4 port OC3/STM11írM Line Card intermedilte reach 
4 port OC3/STM1 multimode ATM line card 
4 port OC-3'STM1 SONET/SOH Long Reach LC wth SC connector 
4 port Oe-12/STM4 ATM LC lntermediate Reach 
4 port oe-17/STM4 ATM une Card multimode 
40C12/POS-MM-SC-B 
4-port Oe17/POS Eng3 Multi-mode 
40C12/POS-IR-SC-8 
4 PORT OC12 POS B 
4 Port OC48c/STM16c SRP unecard, SFP Optics 
Edge 4 Port OC-48c/STM-16c SONET/SDH LR with Se 
Edge 4 Port OC-48c/STM-16c SONET/SDH SR with SC 
8-port OC03'STM1 ATM IR LC with se connector 
8-port OC03/STM1 ATM MM LC with SC Connector 
OC12 SRP IR line card 
OC12 SRP LR line card 
OC12 SRP MM line card 
OC12 SRP single ring linecard, single mode 1550, XR 
OC48 SRP Rev-8 Line Card, Single Mode, Long Reach 
Oe48 SRP Rev-8 une eard, Single Mode, Short Reacn, GSR 
1 Port OC-48c/STM-16c SONET/SDH 1ffi0nm LR with SC 
1 Port OC-48c/STM-16c SONET/SDH 1310nm SR with SC, GSR 
CONCATENATED Oe48 WITH EXTENDED FEATURES LONG REACH 
1 port OC48 POS Extended features 
8 port OC3/STM1 SONET/SDH Multi-Mode LC with MTRJ conn Spare 
8 port OC3/STM1 SONET/SDHSingle-Mode LC with LC conn Spare 
Cisco 12000 1-Port 10GE Card, 1310nm serial, 10km, SC 
16 port OC3/STM1 SONET/SDH Multi-Mode LC with MTRJ conn 
16 port OC3/STM1 SONET/SDH Single-Mode LC wí:h LC conn Spare 
16 PORT OC3 WITH EXTENDED FEATURES RELEASE 8 
Cisco 12000 Modular GE 8aseboard w/ 1GE and 3 EPA Slots 
Cisco 12000 3-Port GE Port Adapte r for EPA-GE/FE-88RD 
GSR12000 three-port GEiine card 
GSR12000 single port Gigabit Ethernet line card 
1000base-SX G81C module, multimode,standardized for ffiR12000 
1000base-LH G81e module,singlemode,standardized forGSR12000 
GBIC very long reach G81C module for tt"e GE line card 
Channelized T3for the GSR 
GE SFP, LC connector LHtransceiwr 
GE SFP. LC connector SXtransceiver 
6DS3-SM8-8 W/ ECC 
E31ine card, 6 ports 
12DS3-SM8-8 w/ ECe 
E31ine card, 12 ports 
Channelized OC-12/STM-4 with four STS-Jc/STM-1 POS paths 
1 port Channelize OC-12with 12DS3s 
GSR 8-port 100baseFX, se connectot version B 
8-port 100baseTX,RJ45 connectortype, version 8 
1 Port OC192c/STM64c POS, 1550nm IR. SC 
1 Port OC192c/STM64c POS, 1310nm SR, Se 
1 Port OC192c/STM64c POS, VSR Optics 
1 Port Oe192c/STM64: POS Edge eard, VSR Optics 
1 Port OC192c/STM64c POS Edge Card, 1550nm IR, SC 
1 Port Oe192c/STM64c POS Edge Card, 1310nm SR, Se 
1 Port Oe192c/STM64c SRP Linecard,850nm VSR, MTP 
1 Port OC192c/STM64c SRP Linecard, 1550nm IR, SC 
1 Port OC192c/STM64c SRP Linecard, 1310nm SR, Se 

Cisco 12000 Series 
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4GE-SFP-LC= 4 port-GE line card for Cisco 12000 
Cisco 12000 Serias Pluggable Optic Modules 
POM-OC48-LR2-LC 1-port OC-48/STM-16 Pluggable Optic Module,1550nm SM·LR2 LC 
POM-OC48-SR-LC 1-port OC-48/STM-16 Pluggable ~ti c Module, 1310nm SM-SR LC 

I. Some parts h ave restricted access ar are not available through distribution channels. 

For More lnformation 

See the Cisco 12000 Series Web site: http://www.cisco.com/go/12000 

Cisco SN 5400 Series 
Storage Router 
The Cisco SN 5400 Series implements the 

• 

i SCSI protocol to extend access o f a Fibre Channel fabric and attached storage devices 
to IP servers. iSCSI (internet SCSI) combines the benefits ofthe TCP/IP protocol suite 
with SCSI, the universal standard for storage access. By utilizing iSCSI, the SN 5400 
Series extends a Fibre Channel storage network to lower priced/lower performance 
servers in a data center and departmental servers located throughout the campus and 
enterprise. With the SN 5428, access to a Fibre Channel Storage Area Network (SAN) 
from anywhere on an IP network is as easy as accessing direct attached storage. 

Whento Sell 

Sell This Product 

Cisco SN 5428 

Key Features 

When a Customer Needs These Features 
• When a customeris movingfrom a DAS (DirectAttachedStorage) environmentto a SAN (StorageArea 

Network) andthey do not alreadyhave a Fibre Channelswitch, the SN 5428 provides a Fibre Channel 
switch and i SCSI portsto deliver a one s',Stem solution . 

• When the customerwants only a full function Fibre Channel switch, the SN 5428 is a very cost effective, 
low latency switch that will perfectly fita libre Channel onlyimplementation 

• When the cullomer h as blocklevel applications and wants to maintain block levei access to shared 
storage combined with IP/Ethernet fora substantial reduction in attachment costs 

• Provides leveis of security and access contrai beyond what is currently available 
in traditional storage area networks by including layer 2 and layer 3 protection to 
resist against unauthorized access to your storage resources 

• Uses the TCP/IP protocol suíte for storage networking which protects your 
existing investment in storage and networking infrastructure 

• Fully integrates existing management and configuration tools 
• Based on industry standards, maximizes your investment and enables you to 

reduce total cost o f ownership for the increasing storage demands on your network 
• Uniquely provides standard IP networking capabilities to storage environments 
• SN 5428: Designed for high-availability providing continuous access to criticai 

data; Extensive security features to protect valuable storage resources; and, Full 
breadth of iSCSI drivers 

Competitive Products 

• Nishan • FalconStor 
• McData: Fibre Channel Switches • Broca de: Fibre Channel switches 
• Qlogic: Fibre Channel Switches 

Cisco SN 5400 Series Storage Router 
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Selected Part Numbers and Ordering lnformation 1 

Cisco SN 5428 Storege Router 
SN5428 lhe SN 5428 providestwo Gigabit Ethernetports, supporting i SCSI, for connection to sandard IP networks 

and eight Fibre Channel fabic switch ports. 
Cisco SN 5428 Drivers & Firmware 
SN5428·FW-2.x Cisco SN 5428 Firmware: 2.2.x minimum (2.2.1 minimum) 
SN-ISCSI-DRV= Cisco i SCSI driversthatsupportthe Cisco SN 5428 2.2.x finmware: WindowsNT. Windows2000, Linux, Sola ris, 

HP/UX,AIX 
Cisco SN 5428 SFP: Small Form Factor Pluggebles 
SN-SFP-FCMM-LC= SFP for Fibre Channel Multi-mode fiber with LC connector 
SN-SFP-FCMM-LC= SFP for Fibre Channel Multi-mode fiber with connector spare 
SN-SFP-FCGEMM-LC SFP for GE/FC with LC connector 
SN-SFP-FCGEMM-LC= SFP for GE/FC with LC connector 
Cisco SN 5420 Serias Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG10 Cisco SN 5428 Packaged SMARTnfl8x5xNBD-Category 10 

For More lnformation 

See the Cisco SN5420 Series Storage Router Web sites: 
http://www.cisco.com/go/sn5428 

i ·f·~õS~;o~005 ~ 
1 
CPM/ · CORRE IO~ [ 

Cisco SN 5400 Series Storage Router / / _ 
~--~~~~~--------~~----------------------------------~cr.~ ,. 
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CHAPTER 

LAN Switching 

LAN Switching Products at a Glance 
Product 
Catalyst 2900 Series 

Catalyst 2948G-L3 

Cata lyst 2900 
Series XL-Modular 
Switches 

Catalyst 2950 Series 

Catalyst 3500 Series XL 

Catalyst 3550 Series 

Features Page 
Rxed-configuration Ethernet switches 2-3 
• 10/100 auto sensing and auto negotiating interface 
• Managed 
Rxed and Modular ports 2-3 

• Gigabit Ethernet over Fiber or Copper 
• High performance, Cisco Express Forwarding (CEF) Layer 2/3/4 switching up to 48 Mpps 
• Advanced network control with predictable performance, granular QoS, advanced security, 

comprehensive management 
Modular 10/100 Ethernet switches 2-4 
• 12 or 24 10/100 ports 
• 12100BASE- FX ports (2912MFXL) 
• Two high-speed module slots accommodating 10/100, 100BASE-FX, Gigabit Ethernet 

(including 1000BASE-T), and GigaStack GBIC (2912MFXL and 2924M XL only) 
• Cisco switch clustering enabled 
• Managed 
Fixed-configuration basic and lntelligent Ethernet 10/100 switches 2-6 
• 12/24/48 10/100 port managed switches with stackable and standalone models 
• Flexible uplink options: tixed 100Base FX, fixed 1000BaseT, fixed 1000BaseSX, and 

GBIC-based ports 
• Industrial-grade, rugged models (Catalyst 2955) for harsh environment deployments 
• Wire-speed, high performance switch 
• Models with the Standard lmage software (SI) provi de Layer 2 Cisco lOS tunctionality for 

basic data, voice, and video services at the edge of the network. 
• Models with the Enhanced lmage software (E I) bring Layer 2-4 intelligent services such as 

advanced Quality of Servi c e, rate limiting, security filtering and multicast management 
capabilities 

• Stackable up to 9 switches with Gigastack GBIC 
• Simplified network management through Cisco Cluster Management Suite up to 16 fixed 

configuration Catalyst switches 
Fixed-configuration 10/100 and Gigabit Ethernet switches 2-10 
• 24 ports with 2 GBIC-based Gigabit Ethernet ports with in-line power(3524-PWR XL) 
• 8 GBIC-based ports (3508G XL) 
• Stackable up to 9 switches with GigaStack GBIC 
• Cisco Switch Clustering capable 
• Managed 
Fixed-configuration lntelligent Ethernet switches in stackable 10/100, inline power, or 2-12 
Gigabit Ethernet contigurations 
• Network control and bandwidth optimization via advanced Ouality of Service (QoS), 

granular rate-limiting, Access Control Lists (ACLs). and multicast services 
• Network security through a wide range of authentication methods, data encryption 

technologies. and access restriction features based on users, ports, and MAC addresses 
• Network scalabilitythrough advanced routing protocols sue h as EIGRP, OSPF, BGP, and PIM 

(requires Enhanced Multilayer Software lmage (EM I)) 
• lntelligent adaptability through Cisco ldentity Based Networking Services (IBNS) ottering 

greater flexibility and mobility to stratified users 

------L_ ~~{ 
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• 
Product 
Catalyst 4500 
Series-Modular 
Configuration (4503, 4506 
and 4507R) 

Catalyst 4000 Series­
Fixed Configuration 
(4908G-L3 and 4912G) 
Catalyst 5000 Family 

Catalyst 6500 Family 

Catalyst 8500 Series 

Features 
Modular, multilayer switch with integrated intelligent services for converged networks in 
enterprise campus wiring closets, Layer2/Layer3 distribution, and integrated LAN/WAN 
branch office. 
• Resilient architecture for mission criticai applications 
• Up to 240 ports of Ethernet, Fast Ethernet or Gigabit Ethernet over Fiber or Copper 
• High performance, Cisco Express Forwarding (CEF) Layer 2/3/4 switching up to 48 Mpps 
• Up to 64 Gbps of switching capacity 
• Advanced network contrai with predictable performance, granular QoS, advanced security, 

comprehensive management 
• Managed 
High performance fixed Gigabit Ethernet switch with intelligent enterprise Cisco lOS 
services 

Modular switch that supports a broad range of interfaces for aggregation of legacy 
technologies with IP technology 
• End of Sal e Effective June 2003/End of Support effective 2008. For further information 

please contact your local sales representative 
High-performance, multilayer switch with integrated intelligent services for enterprise 
campus backbones, server aggregation, ar internet data centers 
• 10/100, 100FX Fast Ethernet, 1000BASE-T, lOOOBASE-X, and Gigabit Ethernet modules 
• Layer 4-7 services 
• Up to 256 Gbps of switching capacity 
• Packet throughput scalable to 1 00+ Mpps 
• Managed 
High-performance, modular, multimedia switch router 
• Wire speed, nonblocking IP, IPX, IP multicast Layer 3 switching 
• Multiple interface options 
• Managed 

Cisco LAN and MAN Products Port Matrix 

Switches 
.... .... 
>< >< 

C) C) C) C) C) C) C) 
C) C) In C) In C) C) 
cn cn cn In In In C) 
N N N f") f") ..,. CC - - - -

2·15 

2·17 

2-18 

2-20 

2-24 

~ ~ ~ .! .! .! ~ 
ca ca ca ca ca ca ca - - - - - - -ca ca ca ca ca ca ca 

(.) (.) (.) (.) (.) (.) (.) 

Fixed Ports Only X 

Fixed and Modular Ports X X X X X 

Modular Ports Only X X 

Ports 

10BASE-T Switched X X X X X X X 

10BASE-FL Switched X 

100BASE-T Switched X X X X X X X 

1 OOBASE-F Switched X X X X X X 

10/100 Autosensing Switched X X X X X X X X 

1 OOOBASE-TX X 

1 0/1 00/1 000 X 

10GBASE-LR X 
r--- · -----·--
ATM X X 

Gigabit Ethernet X X X X X X X X 

lntegrated ln-Line Power jx X X 

lntegrated Server Load Balancing X 

....-- Ci~~~_!.AN and MAN Products Port Matrix 

C) 
C) 
In 
CICI -~ 
ca -ca 
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Cisco Catalyst 2900 Series 
The Catalyst 2948G and 2980G deliver 
ali the Ethernet switching needed for 
many small to medium-sized wiring 
closets in a single system without the 
need for additional modules, cables or 
other interconnects . Utilizing the same - /~~J"l}' .... , 
ind~stry-leading software and functionality ofthe ~atalyst 4000, 5000, a.nd 6oor ,/ '"" ~ ~,..,,\ \ 
famiii es, the Cat~lyst 2948G. ~nd 2~80G have. conststent end~to-end serv1ces , wh;1{h Y c . ·~ · 
ensure complete mteroperab1hty w1th enterpnse Catalyst sw1tches. \' \ <')< v !' ,, 

\ "'..... .' 

When to Sell ., ,..:- - .. ·. 

Sell This Product 

Catalyst 2980G Series 

Catalyst 2948G Series 

Catalyst 2948G-L3 

···- . .:....:..-··""·· 
When a Customer Needs These Features 

• A single box solution without additional cables, modules or configuration 
• Up to 80 ports of wire-speed, non-blocking performance with large MTBF reliabil ity 
• End-to-end VLANs, EtherChannel, multicasting, and security 
• Mature/proven Catalyst software compatibility in the wiring closet and data center 

• The same features as 2980G but up to 48 ports of wire-speed, non-blocking performance 

• High performance CPU with Cisco lOS software 
• Dedicated 48 ports of 10/100 Mbps and two ports of lOOOBASEX Gigabit Ethernet with gigabit Ethernet 

converter (GBIC) support; ali ports support Layer 3 capability 

Key Features 

• Powerful non-blocking performance with proven Cisco lOS services 
• Wire speed 18 Million pps switching throughput 
• Intelligent multilayer lOS services (security, multicast, quality of service [QoS]) 
• Advanced multiple queue QoS architecture 
• Security (TACACS+, RADIUS, port lockdown) 
• Spanning-Tree Protocol (802.1D) with enhancements (UplinkFast, PortFast) for 

deterministic/fast failover 
• Redundant Power Supply ( option) 

Competitive Products 
• HP Procurve: 4108gl, 4000M 
• 3Com: SS3300 

Specifications 

Feature 
Fixed Ports 
(connections) 

Backplane 

Stackable 
Fuii-Duplex 
Capabilities 
VLAN Maximum 
FEC 

ISL 

802.10 

Catalyst 29806 
80-port 10/lOOBASE-TX 
2-port 1000BASE-X (GBIC) 
24 Gbps 

No 

Ali ports 

1024 
Yes 

No 

Yes 

• Nortei/Bay: BayStack 350T and 450T 
• Extreme: Summit 48si 

Catalyst 2948G-L3 Catalyst 2948G 
48 port 10/1 OOBASE-TX 48-port 10/lOOBASE-TX 
2-port 1000BASE X (GBIC) 2-port 1000BASE-X (GBIC) 
22 Gbps 24 Gbps 

No No 

Ali ports Ali ports 

1024 1024 

No Yes 

Yes No 

Yes Yes 

Management 
Capabilities 

CiscoWorks 2000, CWSI, CiscoView, CiscoWorks 2000, CWSI, CiscoView, CiscoWorks 2000, CWSI, CiscoView, 
COP, VTP, Enhanced SPAN, SNMP, CDP. VTP, Enhanced SPAN, SNMP, CDP, VTP, Enhanced SPAN, SNMP, 
Telnet Client, BOOTP, TFTP Telnet Client, BOOTP, TFTP Telnet Client, BOOTP, TFTP 
200 MHz (R5000 RI S C) 200 MHz (R5000 RISC) 200 MHz (R5000 RIS C) Processar Speed 

(~pe~)~------~~~--------------~~----------------~~----------------
Fiash Memory 12MB 16 MB 
ORAM Memory 64M B 64 MB 
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• 
Feature Catalyst 2980G Catalyst 2948G-LJ Catalyst 2948G 
Embedded RMON Statistics, history, alarms, events Statistics, history, alarm, events Statistics, history, alarms, events 

Dimensions (HxWxD) 3.5 x 17.5 x 17 in. 2.69x 17.1 x 18in. 
RPS Yes (WS-C2980G-A), RPS 300 Yes, RPS 600 

Selected Part Numbers and Ordering lnformation1 

Catalyst 29011 Series Switches 

WS-2948G-l3 

FR2948Gl3-l P 

FR2948Gl3-IPX 

Catalyst 2948Gl3 Switch 

Catalyst 2948G-l31 P Switching license 

Catalyst 2948G-l31PX Switching license 

2.62 X 17.5 X 15 in. 

WS-C2948G Catalyst 2948G Switch,4810/100Tx (RJ-45) +2 1000x (GBIC Slots) 

WS-C2948G-3PACK 3 Catalyst 2948G Switches 
WS-C2980G-A Catalyst 2980G Switch,BO 10/lOOTx (RJ-45) +21000x (GBIC Slots) 

Catalyst 29011 Series Modules 

WS-G5484= GBIC Module, fiber media SX 

WS-G5486= GBIC Module, fiber media LX/LH 
WS-G5487= GBIC Module, Fiber Media Zx 

Mini-RMON Agent License 

WS-C2948G-EMS-LIC Catalyst 2948G RMON Agent License 

WS-C2980G-EMS-LIC Catalyst 2980G RMON Agent Agreement 

Catalyst 29011 Series Accessories 

WS-X2948G-RACK= Catalyst 2948G Rack Kit (spare) 
WS-X2980G-RACK= Catalyst 2980G Rack Kit (Spare) 
PWR600-AC-RPS-CAB= Redundant Power Supply (RPS), 600 Watts (2948G only) 
PWR600-AC-RPS-NCAB= RPS 600 without Cable (2948G only) 
PWR300-AC-RPS-N 1 = 

CAB-RPS-1414= 

RPS 300 with one Cable (2980G-A only) 

One DC power cable for RPS 300 

Catalyst 29011 Series Basic Maintenance 

CON-SNT-PKGB Catalyst 2948G, 2948G-L3, and 2980G Packaged SMARTnet Maintenance 8x5xNBD 

.... .• -... ··· 
/ ,.-

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distributian Praduct Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 2900 Web site: http://www.cisco.com/go/2900 

Cisco Catalyst 2900 
Series XL-Modular Switches 
Cisco's Catalyst 2900 Series XL is a fullline of 
modular, 10/100 autosensing Fast Ethernet 
switches that combine outstanding performance, ease ofuse, and integrated Cisco lOS 
software. 

When to Se li 

Sell This Product 

Catalyst 2912MF XL 

Catalyst 2924M XL 

When a Customer Needs These Features 

• All-fiber switch to aggregate Fast Ethernet workgroups over 100BASE-FX connections in small and 
mid-size campus environments 

• High-speed uplinks to backbone o r serve r via Fast Ethernet, Gigabit Ethernet 

• Any combination of dedicated 10-Mbps or 100-Mbps connections to individual PCs, servers, and other 
systems o r connectivity between existing Ethernet and Fast Ethernet workgroups 

• The option to easily increase the switch's port density and provi de inexpensive high-speed uplinks 
through bandwidth aggregation (Fast EtherChannel and Gigabit EtherChannel technologies) 

• Gigabit Ethernet (including 1000BASE·T) modules for high-speed links 
• Hot swap insertion and remova l of modules 
• Maximum fl exibili ty 

• Cisco Catalyst 2900 Series XL-Modular Switches 

) 
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Key Features ,..,......-~~-::~-

• Switch fabric of3._2 Gbps, a for~arding ra~e ofmore than 3.0 I?illi?n pa~kets p{;(..S···;·~-~'-,:\ 
second, anda max1mum forwardmg bandw1dth of 1.6 Gbps, dehvenng w1re-speed, . r:x.'J ( _ ; 
performance across ali I 011 00 ports \i \ IX 'V -· 

• Support for IEEE 802.1 p protocol for prioritization o f mission-critical and \ '··-.. 
time-sensitive applications such as voice and telephony traffic '"-.. =:. .. ~_.,.: _ . ..--

• Cisco 's switch clustering technology enables up to 16 interconnected Catalyst 
1900, 2900 XL, and 3500 XL switches, regardless of geographic location, to form 
a flexible, single IP managed network 

• Up to 250 port-based VLANs or ISL/802.1 Q trunks 
• Network port allows operation in networks with unlimited MAC addresses 
• Autoconfiguration o f multiple switches on a network from one boot server 
• Up to 4 Gbps bandwidth between routers, switches, and servers with Fast 

EtherChannel and Gigabit EtherChannel technologies 

Competitive Products 
• 3Com: SuperStack 1113300 • Norte!: BayStack 350 & 450 switches 

Specifications 

Feature Catalyst 2912 MF XL Catalyst 2924M XL 
Fixed Ports 12-port 100BASE-FX 24-port 10/100 autosensing 

Modular Slots 2 Same as Catalyst 2912MF XL 
Available Modules 4-port 1 OBASE-T/100BASE-TX autosensing Same as Catalyst 2912MF XL 

2-port ar 4-port switched 100BASE-FX 
1-port Gigabit Ethernet (1000BASE-T ar GBIC-based) 

Backplane 3.2 Gbps Same as Catalyst 2912MFXL 

Stackable Yes Same as Catalyst 2912MF XL 
Full Duplex Capabilities AII10BASE-T. 100BASE-TX, lOOBASE-FX, Same as Catalyst 2912MF XL 

1000BASE-X, and 1000BASE-T 
VLAN Maximum 

FEC 
lnter-Switched Link 

Flash Memory 

CPU ORAM 
Embedded RMON 
Dimensions (HxWxD) 

Weight 

250-port-based VLANs ar ISL/802.1 Q trunks 

Yes 
Yes 

4MB 
8MB 
History, Events, Alarms, Statistics 
3.46 X 17.5 X 12 in. (8.8 X 44.5 X 30.5 em) 
13.51b (6.12 kg); 151b (6.8 kg) with two modules 
installed 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 2900 Series XL Switches 

12-port 100BASE-FX, 2 module slots 

24-port 10/100 (autosensing). 2 module slots 

Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 

Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
3Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 

WS-C2912MF-XL 

WS-C2924M-XL-EN 

WS-C2924M-XL-EN-DC 24-port 10/100 (autosensing), 2 module slots, DC powered 

Catalyst 2900 Series XL Switch Bundles 
WS-C2924M-XL-EN-5P Five Catalyst 2924M XL Switches 

Catalyst 2900 Series XL Modules 

WS-X2914-XL-V 4-port 10/100 ISL/802.1 O Module 
WS-X2924-XL-V 

WS-X2922-XL-V 

WS-X2931-XL 
WS-X2932-XL 

WS-X3500-XL 
WS-G5484= 

4-port 100BASE-FX ISL/802.10 Module 
2-port 100BASE-FX ISL/802.10 Module 
1-port, GBIC-based, 1000BASE-X Switch Uplink Module 

1-port 1000BASE-T Switch Uplink Module 
GigaStack GBIC 
SX GBIC; 1000BASE-SX short wavelength, multimode fiber 

WS-G5486= LX GBIC; lOOOBASE-LX/LH ,Iong wavelength/long haul, singl e ar multimode fiber 

Catalyst 2900 Series XL Accessories 

CAB-GS- lM 1 meter cable for GigaStack GBIC 
CAB-GS-50CM 50 centimeter cable for Giga Stack GBIC 

Cisco Catalyst 2900 Series XL-Modular Switc 
----- ---------------------------------------~r-~ 

: I , 
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Catalyst 2900 Series XL Packaged SMARTnet Maintenance 8x5xNBD 

CON-SNT-PKG4 Catalyst 2900 Series WSC2924M-XL-EN Packaged SMARTnet 8x5xNBD 
CON-SNT-PKG5 Catalyst 2900 Series WSC2924M-XL-EN-DC Packaged SMARTnet 8x5xNBD / __. ..... -----·~ ''-.,, 
CON-SNT-PKG7 Catalyst 2900 Series WSC2912MF-XL Packaged SMARTnet 8x5xNBD / \. 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h/e ' rl.-..'1; \ 
restricted access orare not available through distribution channels. Resellers: For latest part number and ~ricirg r--:;J lu,' .J 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availabilít~l. /''f. 

For More lnformation 

See the Catalyst 2900 Series XL Web site: http://www.cisco.com/go/2900xl 

Cisco Catalyst 2950 Series 
lntelligent Ethernet Switches 
The Catalyst 2950 Series with lntelligent 
Ethernet Swi tches are fixed-configuration, 
standalone and stackable models that provide 
wire-speed Fast Ethemet and Gigabit Ethernet 
connectivity for small, mid-sized, service 

··"\.. 

provider and industrial networks. The 2950C-24, 2950T-24, 2950G-12-EI, 
2950G-24-El, 2950G-48-EI and 2950G-24-EI-DC are part of an affordable product 
line that brings intelligent services, such as advanced quality of service, rate-limiting, 
security filters, and multicast management, to the network edge-while maintaining the 
simplicity of traditional LAN switching. When a Catalyst 2950 Switch is combined 
with a Catalyst 3550 Series Switch, the solution is capable of enabling IP routing from 
the edge to the core o f the network. These Intelligent Ethernet Switches come with 
Enhanced lmage (El) software configuration only. 
In addition to the range oflntelligent Ethernet switches, the Catalyst 2950 Series also 
includes switches with Standard Image (SI) software configuration only. The Cisco 
Catalyst 2950SX-24, 2950-24 and 2950-12, members ofthe Cisco Catalyst 2950 Series 
Switches, are standalone, fixed-configuration, managed 101100 switches with Gigabit 
uplinks (2950SX-24 only) providing user connectivity for small to mid-sized networks. 
These wire-speed desktop switches come with Standard Image (SI) software features 
and offer Cisco lOS functionality for basic data, vídeo and voice services at the edge 
o f the network. 

The Catalyst 2950 Series also includes the Cisco Catalyst 2955T-12, 2955C-12, and 
2955S-12. The Cisco Catalyst 2955 are industrial-grade switches that provide Fast 
Ethemet and Gigabit Ethemet connectivity for deployment in harsh environments. 
With a range of copper and fiber uplink options, the Catalyst 2955 operates in 
environments such as industrial networking solutions (industrial Ethernet 
deployments ), intelligent transportation systems (ITSs ), and transportation network 
solutions. lt is also suitable for many military and utility market applications where the 
environmental conditions or suspended solid concentrations exceed the specifications 
of other commercial switching products . 
Embedded in all the products in the Catalyst 2950 Series is the Cisco Cluster 
Management Suíte (CMS) Software, which allows users to simultaneously configure 
and troubleshoot multiple Catalyst desktop switches using a standard Web browser. 

Cisco Catalyst 2950 Series lntelligent Ethernet Switches 

• 1 

.· .... :./ 
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When to Se li 

Sell This Product When a Customer Needs These Features 
Catalyst 2950 Series 
lntelligent Ethernet Switches 
with Enhanced lmage (E I) 

• Layer 2/3/4 based services: Advanced QoS, Security, High availability and ST~enh , ~ 
• Wire-speed performance '(;._,_;~ 
• Advanced QoS, Security, High availability and STP enhancements f / ry , · . 
• Cisco Cluster Management ~ !'v~ ' . ; 
• Stackable . . . . . \ , · J'x"- L1J } ;i 

Catalyst 2950G-48-EI 

• GBIC based uplmk ports for med1a flextbtllty \ · • / / 

• Ideal for desktop connectivity ,......_ >~·-:-:·-.. ·· ... ;/ 
• Htgh Port Density ...._...___; .... / 

Catalyst 2950G-24-EI • Ideal for desktop connectivity 
• Medi um Port Density 

Catalyst 2950G-24-EI-DC • Ideal for Telco/DCN environments 
• NEBS compliant 
• Medi um Port Density 

Catalyst 2950G-12-EI • Ideal for desktop connectivity 
• Low Port density 

Catalyst 2950T-24 • High speed uplink flexibility with fixed 10/100/1000BaseT ports 
• Low price per port 

Catalyst 2950C-24 • High speed uplink flexibility over extended distances with fixed 100BASE-FX connections using 
MT-RJ connectors 

• Low price per port 

Catalyst 2950 Series with 
Standard lmage (SI) 

• Wire speed, high performance switches for delivering 10/100 Mbps speed connectivity to desktop 

Catalyst 2950-12 

Catalyst 2950-24 

Catalyst 2950SX-24 

PCs, servers and other systems 
• Layer 2-based QoS and Security features 
• Cisco Cluster Management 
• Ideal for desktop connectivity1 

• Low Port density 

• Medi um port density 

• High speed uplinks with 2 fixed 1000BaseSX ports 
• Medi um port density 

• Ideal for harsh network environments Catalyst 2955 Series with 
Enhanced lmage (EI) • Rugged: lmplements industrial-grade components, a compact form factor, convection cooling, and 

relay output signaling. Designed to operate at extreme temperatures and under extreme vibration 
and shock. 

• Layer 2/3/4 based services: Advanced QoS, Security, High availability and STP enhancements 

Cata lyst 29551-12 

Catalyst 2955C-12 

Catalyst 2955S-12 

Key Features 

• Wire-speed performance 

• Twelve 10/100 ports and two 10/100/1000BASE· TX (Copper) uplinks 

• Twelve 10/100 ports and two 100BASE-FX (Multimode Fiber) uplinks 

• Twelve 10/100 ports and two 100BASE-LX (Singlemode Fiber) uplinks 

• Cisco Cluster Management (CMS) Software offers superior manageability, 
ease-of-use and ease-of-deployment and enhanced configuration wizards 

• Wire-speed performance in connecting end-stations to the LAN 
• Catalyst 2950: Ideal for small- and mid-sized networks 
• Catalyst 2955: Ideal for harsh network environments 
• Sophisticated Multicast Management via IGMP Snooping 
• Scalability and high availability features 
• Support for Cisco Redundant Power System 300 (RPS 300) 
• Switches with Standard Image (SI) include these additional features: 

- Catalyst 2950SX-24 switch provides a cost-effective solution for Gigabit speeds 
over fiber, offering 2 1 OOOBaseSX uplinks 

- QoS and Security based on Layer 2 information 
- Basic Cisco lOS Services 

Cisco Catalyst 2950 Series lntelligent Ethernet Switc 

I I 
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• 
• Intelligent Ethemet Switches with Enhanced Image (EI) include these additional 

features: / 
Catalyst 2950T-24 switch is a component ofthe Cisco Gigabit Ethemet over copper 
solution, offering l 0110011 OOOBaseT uplinks · 

- Powerful Gigabit-uplink options-GBIC-based or lOOOBaseT 
Superior control through advanced intelligent services-advanced quality o f service'·, 
based on Layer 2 through Layer 4 parameters 

- Superior Security features : based on Layer 2 through Layer 4 Access Control 
Parameters 

- Enhanced Cisco lOS Services 

Competitive Products 
• Hewlett Packard: Procurve 2500/2650 • Dell: Powerconnect 3024/3048/3248 
• Norte I: BPS 2000/450T/420T • Hirshchmann 
• 3 Com: Superstack 3300/4300/4400/4400SE/4200 series • GarretCom 
• Extreme: Summit 24 e2e3 • Sixnet 

Specifications 

Catalyst Catalyst Catalyst Catalyst Catalyst 
Feature 2950G-48-EI 2950G-24-EI 2950G-24-EI-DC 2950G-12-EI 2950T-24 
Fixed Ports 48 port 1 0!1 00 24 port 10/100 24 port 101100 12 port 10!100 26-port (2410/100 

autosensing & 2 autosensing & 2 GBIC autosensing & 2 GBIC autosensing & 2 GBIC autosensing & 2 
GBIC-based Gigabit ports ports and DC Power ports ports 1000BaseT 
Ethernet ports 

Forwarding 13.6 Gbps 8.8 Gbps 8.8Gbps 6.4Gbps 8.8 Gbps 
Bandwidth 

Forwarding Rate 10.1 Mpps 6.6 Mpps 6.6 Mpps 4.8 Mpps 6.6 Mpps 

Fuii-Duplex Ali Ports Ali Ports Ali Ports Ali Ports Ali Ports 
Capabilities 

VLAN Maximum 250-port-based Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
VLANS 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 

FEC Yes Yes Yes Yes Yes 

802.10 Yes Yes Yes Yes Yes 

Security Port Security, with Same as Catalyst Same as Catalyst Same as Catalyst Same as Catal,r.;t 
MAC aging, Private 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
VLAN Edge, ACL, 
802.11 x, IBNS, SSH, 
RADIUS, TACACS+, 
SNMPv3 (crypto) 

Multicast IGMP Snooping IGMP Snooping IGMP Snooping IGMP Snooping IGMP Snooping 

aos 802.1 P, 4 egress Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
queues, WRR, SPS, 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
Expedite Gueuing, 
Policing, Marking, 
Layer 3 and 4 
Services, Auto GoS 

Management SNMP, Telnet, RMON, Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
Capabilities CWSI, (CLI)-based 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 

out-of-band, 
embedded CMS 

Software lmage Enhanced lmage (EI) Enhanced lmage (EI) Enhanced lmage (EI) Enhan ced lmage (EI) Enhanced lmage (EII 

Flash Memory 8MB 8MB 8MB 8MB 8MB 

CPU ORAM 16MB 16MB 16MB 16MB 16MB 

Embedded RMON History, Events, Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
Alarms, Statistics 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 

D imensions (H x W 1.72 x 17.5 x 13 in. 1.72 X 17.5 X 9.52 in. 1.72 X 17.5 X 9.52 in. 1.72 X 17.5 X 9.52 in. 1.75 X 17.5 X 16 in. 
X D) 
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Feature 
Fixed Ports 

Catalyst 
2950C-24 
26-port (2410/100 
autosensing & 2 
ports100BaseFX) 

Forward Bandwidth5.2 Gbps 

Forwarding Rate 3.9 Mpps 
Fuii-Duplex Ali Ports 
Capabilities 
VLAN Maximum 250-port-based 

FEC 

802.10 
Security 

Multicast 

VLANS 
Yes 

Yes 

Port Security, with 
MAC aging, Private 
VLAN Edge, ACL. 
802.11x, IBNS, SSH, 
RADIUS, TACACS+, 
SNMPv3 (crypto) 
IGMP Snooping 

Catalyst 
2950-24 
24-port 10/100 
autosensing 

4.8 Gbps 

3.6 Mpps 
Same as 2950 C-24 

64-port-based 
VLANS 
Yes 

Yes 

Same as 2950 C-24 

Same as 2950 C-24 

aos 802.1 P. 4 egress 802.1 P. 4 egress 

Management 
Capabilities 

queues, WRR, SPS, queues, WRR 
Expedite Queuing, 
Policing, Marking, 
layer 3 and 4 
Services, Auto QoS 
SNMP, Telnet, RMON, Same as 2950 C-24 
CWSI, (Cll)-based 
out-of-band, 
embedded CMS 

Catalyst 
2950-12 
12-port 10/100 
autosensing 

2.4 Gbps 
1.8 Mpps 
Same as 2950 C-24 

64-port-based 
VLANS 
Yes 

Yes 

Same as 2950 C-24 

Same as 2950 C-24 
802.1 P. 4 egress 
queues, WRR 

Same as 2950 C- 24 

Catalyst 
2950SX-24 
26-port (2410/100 
autosensing & 2 
ports1000BaseSX) 

8.8 Gbps 
6.6 Mpps 
Same as 2950 C-24 

64-port-based 
VLANS 
Yes 

Yes 

Same as 2950 C-24 

Same as 2950 C-24 
802.1 P. 4 egress 
queues, WRR 

Same as 2950 C-24 

• 
Cata lyst 2955 
(T-12,C-12}:;t1[..,:C' ,_ 
12 10/100 pz:s ,.-- -~..., \ 
T-12: 2fixe I _...,<) \ ) 
10/100/100 BtflE-TÁi .IJ" . : ~ 
uplmk po~ 'l \ v)<. C(; ) i 
C-12:2 f1xed ., t / 
100BASE-~ '~ . 
multimode upl~pàlts--· · .:> 
S-12:2fixed ..._ _____ .•. ···· 
100BASE-l.X 
single-mode uplink 
ports 
13.6 Gbps 

2 Mpps 
Ali Ports 

250-port-based 
VLANS 
Yes 

Yes 

Port Security, with 
MAC aging, Private 
VLAN Edge, 802.11 x, 
RADIUS, TACACS+, 
SNMPv3 (non-crypto) 

Same as 2950 C-24 
802.1 P, 4 egress 
queues, WRR 

SNMP, Telnet, RMON, 
CWSI, (Cll)-based 
out-of-band, 
embedded CMS 

Software lmage Enhanced lmage (EI) Standard lmage (SI) Standard lmage (SI) Standard lmage (SI) Enhanced lmage (EI) 

Flash Memory 

CPUDRAM 

Embedded RMON 

Dimensions 
(HxWxD) 

8MB 8MB 8MB 8MB 16MB 

16MB 16MB 16MB 16MB 32MB 

History, Events, 
Alarms, Statistics 
1.75x 17.5x 11.8in. 

HSame as 2950 C-24 Same as 2950 C-24 

1.75 X 17.5 X 11 .8 in. 1.75 X 17.5 X 9.52 in. 

Same as 2950 C-24 

1.75 X 17.5 X 9.52 in. 

History, Events, 
Alarms. Statistics 
3. 78x8.07x5.03in; 
connectors facing 
forward OR 
5.03x8.07x3.78in; 
connectors facing 
downward 

Selected Part Numbers and Ordering lnformation1 

Catalyst 2950 Series Switches 

WS-C2950G-48-EI Catal\f.it 2950G-48 switch with 48 10/100 ports and 2 Gigabit Interface Converter (GBIC)-based GE ports 

WS-C2950G-24-EI 

WS-C2950G-24-EI -DC 

WS-C2950G-12-EI 

WS-C2950T-24 

WS-C2950C-24 

WS-C2950-24 

WS-C2950-12 

Catalyst 2950G-24 switch with 2410/100 ports and 2 GBIC ports 

Catallf.it 2950G-24-DC switch with 2410/100 ports, 2 GBIC ports and DC Power 

Catalyst 2950G-12 switch with 1210/100 ports and 2 GBIC ports 

Catalyst 2950C-24T switch with 24 10/100 ports and two fixed 1000BaseT Uplink ports 

Catal'f.it 2950C-24 switch with 2410/100 ports and two fixed 100BaseFX Uplink ports 

Catal~f.it 2950-24 switch with 2410/100 ports 

Catalyst 2950-12 switch with 12 10/100 ports 

WS-C2950SX-24 Catal~f.il 2950SX-24 switch with 2410/00 ports and two fixed 1000BaseSX Uplink ports 

Gigabit Interface Converters (GBICs) 

WS-X3500-Xl GigaSta ck GBIC Gigabit Ethernet stacking GBIC and 50 em cable 

WS-G5484= 

WS-G5486= 

WS-G5487= 

WS-G5483= 

1000BaseSX GBIC short wavelength GBIC (multimode liber only) 

1000Basel.X/LH GBIC long wavelength/long haul GBIC (single or multimode fiber) 

1000BaseZX GBIC extended-reach GBIC (sing le mode fiber only) 

lOOOBaseT GBIC- Gigabit-Ethernet-over-copper GB IC 

Cisco Catalyst 2950 Series lntelligent Ethernet Switc 

I I 
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• 
Redundant Power System (RPS) , . . · PWR675-AC-RPS-N1= 675W Redundant Power Supply with 1 connector cable 

VAB-RPS-1414= 

Cables/Accessories 

CAB-RPS-1614= 

CAB-GS-50CM 

STK-RACKMOUNT-1RU= 

1.2 meter cable for Cisco RPS 300 to externai devi c e connection I l o-..... 
! ( ~!); Cv 

1 RPS 675 connector cable 16/14 .I • I _ "-" . 
\~.: f'.. . 

50 centimeter cable for GigaStack GBIC \ . "' 
~-....... 

Rack mount kit for 1 RU versions of Catalyst 2950, 3500 XL, 2900 XL, 1900, and FastHub 400 switches - - · --··· 

Packaged SMARTnet 8x5xNBD Maintenance Contract 

CON-SNT-PKG3 Packaged SMARTnet 8x5xNBO Maintenance for the Catalyst 2950G-1 2, 2950-24 and 2950-12 

CON-SNT-PKG4 

CON-SNT-PKG6 

Packaged SMARTnet 8x5xNBO Maintenance for the Catalyst 2950G-24 and 2850G-24-DC 

Packaged SMARTnet 8x5xNBD Maintenance for the Catalyst 2950G-48 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation ." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 2950 Series Web site: http://www.cisco.com/go/catalyst2950 

Cisco Catalyst 3500 Series XL 
The Cisco Systems Catalyst 3500 series XL 
is a scalable line o f stackable 10/100 and 
Gigabit Ethernet switches that delivers 
premium performance, flexibility, and 
manageability with unparalleled investment 
protection. This line o f low-cost, 
high-performance switching solutions provides next-generation stackable switching 
through an independent high-speed stacking bus that preserves valuable desktop ports. 
Cisco's breakthrough Switch Clustering technology expands the stacking domain 
beyond a single wiring closet, enabling up to 16 interconnected Catalyst 3550, 2950, 
3500 XL, 2950, 2900 XL and 1900 switches-regardless of geographic location-to 
form a flexible, single IP managed network. 

Whento Sell 

Sell This Product 

Catalyst 3524-PWR XL 

Catalyst 3508G XL 

When a Customer Needs These Features 

o A stackable, wire-speed 10!100 and Gigabit Ethernet switch for delivering dedicated 10 or 100 Mbps to 
individual users and servers 

o Advanced QoS, high availability, and integrated in-line power enabling easy deployment of IP phones 
and wireless access points. 

o A stackable Gigabit Ethernet switch with eight GBIC-based ports for aggregating a group of Gigabit 
Ethernet switches and servers through Cisco GigaStack GBICs o r standard 1000BASE-X GBICs 

o Dedicated, high-speed Gigabit Ethernet performance 

• Cisco Catalyst 3500 Series XL 
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I Chapter 2 LAN Switching • 
Key Features 

• 10.8 Gbps switch fabric, up to 8 Mpps forwarding rate, and maximum forwarding < · -;:-......_ 

bandwidth of 5.4 Gbps across ali 10/100 ports · ··· " :ç-·~,.,_ \ 
• ~uilt-i_n Gigabi~ Ether~et ports accommodate a range ofGBIC transceivers, ().ry 

0 
·\ . \ 

mcludmg the Cisco G1gaStack GBIC, 1000BASE-T, 1000BASE-SX and .Jj; ~ i. 

1 OOOBASE-LX/LH GBICs, and 1 OOOBASE-ZX extended reach GBIC '· / / 
• Low-cost, 2-port Cisco GigaStack GBIC offers a range of configurable stack.in,i .:.- · .,/ 

and performance options by delivering 1-Gbps connectivity in a daisy-chained ·- ... - ·-···· 
connection or up to 2-Gbps in a dedicated, switch-to-switch connection 

• Support for IEEE 802.1 p technology for prioritization o f mission-critical and 
time-sensitive application such as voice and telephony traffic 

• 3524-PWR XL provides in-line power to IP phones and other devices 

Competitive Products 
• 3Com: SuperStack 3Switch 3300 and 3900 • Norte!: BayStack 450T and BPS 2000 switches 
• Hewtett Packard: ProCurve 2524, 2424M, 4000, and lllOO 

Specifications 

Feature 
Fixed Ports 

Modular Slots 
Backplane 
Stackable 
Fuii-Duplex 

Catalyst 3524-PWR XL 
24-port 10/100 autosensing 
2-port 1000BASE-X (GBJC) 
None 
10 Gbps 

Catalyst 3508G XL 
8-port 1000BASE-X IGBIC) 

None 
10 Gbps 

Ves Yes 
Ali ports Ali ports 

VLAN Maximum 250 port-based VLANs o r ISLJ802.1 Q trucks 250 port-based VLANs o r ISLJ802.1 Q trucks 

FEC Yes Yes 

lnter-Switch Link Yes Yes 

ln-Line Power fts No 
SNMP. Telnet, RMON, CWS~ ICLI)-based SNMP, Telnet, RMON, CWSJ,(CLI)-based Management Capabilities 
out-of-band, errt:Jedded Cisco Visual Switch out-of-band, errt:Jedded Cisco Visual Switch 
Manager. Web-based interface Manager. Web-based interface 

Processors Cisco designed ASICs Cisco designed ASICs 

Flash Memory 4MB 4MB 

CPU ORAM 8MB 8MB 

Embedded RMON History, Events, Alarms, Statistics History, Events, Alarms, Statistics 

Dimensions (HxWxD) 1.75x 17.5x 11.8in 1.75x 17.5x 11.8in 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 3500 Serias XL Switches 
WS-C3524-PWR-XL-EN 24-port 10/100 (autosensing), 2 1000X GBIC Slots, inline power 
WS-C3508G-XL-EN 81000X GBJC Slots 
Catalyst 3500 Series XL Accessories 
WS-X3500-XL GigaStack GBJC 
WS-G5484= lOOOBASE-SX GBIC 
WS-G5486= 1000BASE- LX/LH GBJC 
WS-G5487= 1000BASE- ZY. extended reachGBIC 
WS-G5483= 1000BASE-T GBJC 
Catalyst 3500 Serias XL Basic Maintenance 
CON-SNT-PKG4 Catai',St 3512 XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG5 Catai',St 3524 XL and 3524-PWR XL SMARTnet 8x!XNBD Maintenance 
CON-SNT-PKG6 Catal',St 3548 XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG9 Catai',St 3508G XL SMARTnet 8x5xN BD Maintenance 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability) . 
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Cisco Catalyst 3550 Series lntelligent 
Ethernet Switches ,; !'f... 'i .': -: - - - ~ .. -;; 

The Cisco Catalyst 3550 Series Intelligent Ethemet __ (~ lu 
Switches is a line of enterprise-class, stackable, multilayer switches that provide higb.. 
availability, scalability, security and control to enhance the operation o f the network. '-. -~~ . . _ 
With a range ofFast Ethemet and Gigabit Ethemet configurations, the Catalyst 3550 
Series can serve as both a powerful access layer switch for medium enterprise wiring 
closets andas a backbone switch for small networks. Now customers can deploy 
network-wide intelligent services, such as advanced quality of service, rate-limiting, 
Cisco security access controllists, multicast management, and high-performance IP 
routing-while maintaining the traditional LAN switching. 

Whento Sell 

Sell This Product 

Catalyst 3550 Serias 

Catalyst 3550-48-EMI 
(Enhanced Multilayer 
Software lmage) 

Catalyst 3550-48-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-24-EMI 
(Enhanced Multilayer 
Software lmage) 

Catalyst 3550-24-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-24PWR-EMI 
(Enhanced Multilayer 
Software lmage) 

When a Customer Needs These Features 

• Enterprise-class intelligent sen.1ces such asACLs, advanced QoS,and rate-liml:ing 
• Cisco Cluster Management 

• High performance advancediP routing 
• High Port Density 
• Ideal as a powerful access layer switch for a medium enterprise wiring closetwith routed uplinks 

• High Port Density 
• Ideal for a powerful access layer switch for a medi um enterprise wiring closet 
• Basic IP routing 

• High performance advancediP routing 
• Medi um Port Density 
• Ideal for a powerful access layer switch for a medium enterprise wiring closet with routed uplinks 

• Medium Port Density 
• Ideal for a powerful access layer switch for a medi um enterprise wiring closet 
• Basic IP routing 

• High performance advancediP routing 
• Medi um Port Density 
• lntegrated inlinepower to CiscoiP telephones and Cisco llllireless LAN access points 
• Ideal for a powerful access layer switch for a medi um enterprise wiring closet with routed uplinks 

Catalyst3550-24PWR-SMI • Medium Port Density 
(Standard Multilayer • lntegrated inlinepowerto CiscoiPtelephonesand Cisco llllireless LAN accesspoints 
Software lmage) • Ideal for a powerful accesslayer switch for a medi um enterprise wiring closet 

Catalyst 3550-24-DC-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-24-FX-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-12G 

Cata lyst 3550-12T 

CD-3550-EMI 

• Basic I P routing 

• Medi um Port Density 
• DC powered, NEBS level3 compliant 
• Basic IP routing 

• Medium Port Density 
• Ideal for lOOFX aggregatim 
• Basic IP routing 

• High performance IP routing . 
• Gigabit Ethemet aggregatiori using fiber 
• Ideal forstack aggregation, !l!rver aggregation, oras a backboneswitch in a mid-sized network 

• High performance advancediP routing 
• Gigabit Ethernet aggregation u~g Category 5 coppercabling 
• Ideal forstack aggregation, !l!rver aggregation, o r as a backboneswitch in a mid-sized network 

• High performance advancediP routing 
• EMI upgrade kitforstandardversionsofthe Catal'f.5t3550-24, 3550-24 PWR,3550-24-DC, 3550-24-FX, and 

3550-48 switches 

cWJtaf 
Cisco Catalyst 3550 Series lntelligent Ethernet Switches 
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Key Features 

• Network control and bandwidth optimization via advanced Quality of Service ····-
(QoS), granula~ rate-limiting, _Access Control Lis~s (~CLs), and multicast servi_ces .. .. .:.~·'\ 

• Network s_ecunty through a WI?e.range ofauthentlcatwn methods, data encryptwn r;yCiJ ~\ ... 
technolog1es, and access restnctwn features based on users, ports, and MAC A-A 0 ·: .• ' 
addresses -;A ,: / 

• Network scalability through advanced routing protocols such as EIGRP, OSPF; · , . ,. ' 
BGP, and PIM (requires Enhanced Multilayer Software Image (EMI)) .. _ .. .. :..-"' 

• Intelligent adaptability through Cisco Identity Based Networking Services (IBNS) 
offering greater flexibility and mobility to stratified users 

• Lower Total Cost o f Ownership (TCO) for IP Telephony and Wireless LAN 
deployments through integrated inline power (Catalyst 3550-24 PWR only) 

• Easy switch configuration and deployment of advanced services through the 
embedded Cluster Management Suíte (CMS) Software 

• Stackable up to 9 switches with the Gigastack GBIC 

Competitive Products 
• Extreme Networks Summit5i, Summit 24/48, Summit 48i • Norte I: BPS 2000 
• Foundry: Fastlron 4002 

Specifications 

Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst 
Feature 3550-48 3550-24 3550-24PWR 3550-126 3550-121 3550-24-0C 3550-24-FX 
Fixed Ports 48 101100 ports 24101100 ports 24 101100 ports 10 GBIC-based 10 10110011000 24 10/100 ports2 24100FX MMF 

2 GBIC-based 2 GBIC-based 2 GBIC-based Gigabit Ethernet ports GBIC-based ports 
Gigabit Gigabit Gigabit Ethernet ports 2 GBIC-based Gigabit Ethernet 2 GBIC-based 
Ethernet ports Ethernet ports ports 210/10011000 Gigabit port Gigabit Ethernet 

ports Ethernet ports port 
Switching 13.6 Gbps 8.8 Gbps 8.8 Gbps 24 Gbps 24 Gbps 8.8 Gbps 8.8 Gbps 
Fabric 
VLAN 1005 1005 1005 1005 1005 1005 1005 
Maximum 
FEC/GEC Yes Yes Yes Yes Yes Yes Yes 
GBICs Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, 

lOOOBasel; SX, lOOOBasel; SX, 10008asel; SX, lOOOBasel; SX, 1000Basel; SX, 1000Basel; SX, 1000BaseT, SX, 
LX/LH,ZX LX/LH, ZX LX/LH, ZX, CWDM LX/LH, ZX LX/LH, ZX LX/LH, ZX LX/LH, ZX 

802.10 and Yes Yes Yes Yes Yes Yes Yes 
ISL 
ln-Line No No No No No No No 
Power 
aos 802.1 p, DSCP. Same as Same as Same as Same as Same as Same as 

4 egress Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst 
Queues. 3550-48 3550-48 3550-48 3550-48 3550-48 3550-48 
WRR, Strict 
Priority 
Queuing,WRED 

Multicast IGMP IGMP IGMP Snooping, IGMP Snooping, IGMP IGMP Snooping, IGMP Snooping, 
Snooping, PIM Snooping, PIM PIM (requiresEMI), PIM, DVMRP. Snooping, PIM, PIM (requires PIM (requires 
(requires EMII. (requires EM I). DVMRP (requires CGMP Server DVMRP. CGMP EM I), DVMRP EM I), DVMRP 
DVMRP DVMRP EMI),CGMP Serve r Serve r (requires EM I). (requires EM I), 
(requires EM I), (requires EMI), (requires EM I) CGMP Server CGMP Server 
CGMP Server CGMP Server (requires EM I) (requires EM I) 
(requires EM I) (requires EMII 

Management SNMP. Telnet, Same as Same as Same as Same as Same as Same as 
Capabilities RMON, CWSI, Catalyst Catalyst Catalyst Catalyst Catalyst Catalyst 

CLI-based 3550-48 3550-48 3550-48 3550-48 3550-48 3550-48 
out-of-band, 
embedded 
CMS 

Flash 16MB 16MB 16MB 16MB 16MB 16MB 16MB 
Memory 
CPU ORAM 64MB 64MB 64MB 64MB 64MB 64MB 64MB 

3697 
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Catalyst 
3550-48 

Catalyst 
3550-24 

Catalyst Catalyst Catalyst 
3550-12T 

Catalyst Catalyst 
Feature 3550-24PWR 3550-12G 3550-24-DC 3550-24-FX 
Embedded 
RMON 

History, Events, Same as 
Alarms, Catalyst 
Statistics 355D-48 

Same as 
Catalyst 
355D-48 

Same as 
Catalyst 
3550-48 

Same as 
Catalyst 
355D-48 

Same as 
Catalyst 
355D-48 

Same as 
Catalyst 
3550-48 

Dimensions 
(H X w X DI 

1.75 X 17.5 X 1.75 X 17.5 X 1.75 x 17.5 x 17.4 in. 2.63 x 17.5 x 15.9 2.63x 17.5x 15.91.75x 17.5x 14.4 in.1.75 x 17.5 x 16.3 
16.3 in. 14.4 in. in. in in. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 3550 Serias lntelligent Ethernet Switches 
WS-C35!il-48-SMI 
WS-C35!il-48-EM I 
WS-C35!il-24-SMI 
WS-C35!il-24-EMI 
WS-C35!il-24PWR-SMI 

WS-C35!il-24PWR-EMI 

WS-C35!il-24-DC-SMI 

WS-C35!il-24-FX-SMI 

WS-C355D-12G 
WS-C35!il-12T 
CD-3550-EMI= 

Catai',& 355D-48 multilayer switch with 48 10/100 ports and 2 GBIC-based Gigabit Ethernetports; SMI installed 
Catalyst 355D-48 multilayer switch with 4810/100 ports and 2 GBIC-based GigabitEthemet ports; EMI installed 
Catai',& 3550-24 multilayer switch with 2410/100 ports and 2 GBIC-based GigabitEthernetports; SMI installed 
Catalyst 3550-24 multilayer switch with 24 10/liXI ports and 2 GBIC-based Gigabit Ethemet ports; EMI installed 
Catalyst 3550-24 multilayer switch with 24 10/100 ports and 2 GBIC-based Gigabt Ethemet ports; integrated 
inline power; SMI installed 
Catalyst 3550-24 multilayer switch with 24 10/100 ports and 2 GBIC-based Gigabt Ethemet ports; integrated 
inline power; EMI installed 
Catalyst 355D-24-DC multiplayer switch with 24101100 ports and2 GBIC-based Gigabit Ethernetports; SMI 
installed; DC-powemd 
Catai',& 355D-24-FX multilayer switch with 24100FX multimode fiber ports and 2 GBIC-based Gigabit Ethernet 
ports; SMI installed 
10 GBIC-based Gigabit Ethernet pots and 210110011000 ports; EMI installed 
10-10/100/1000BaseT por1S and 2 GBIC-based Gigabit Ethernet pots; EMI installed 
EMI upgrade kit forthe standard versions of the Catai',& 3550-24, 3550-48, 355D-24PWR, 3550-24-DC, and 
3550-24-FX 

Gigabit Interface Conveners (GBICs) 
WS-X3500-XL GigaStack Stacking GBIC and 50 em cable 
WS-G5484= 1000BaseSX GBIC-short wavelength GBIC (multimodefiber only) 
WS-G5486= 1000BaseLX/LH GBIC-Iong W~velength/long haul GBC (single or multimode fiberl 
WS-G5487= 1000BaseZX GBIC-extendedreach GBIC (singlemode fiberonly) 
WS-G5483= 1000BaseT GBIC-Gigabit Ethernetover Copper GBIC 
Redundant Power System (RPS) 
PWR675-AC-RPS-N1= 675W Redundant Power Supplywith 1 connector cable 
VAB-RPS-1414= 1.2 meter cable for CiscoRPS300 to externai device connettion 
Cables/Accessories and Redundant Power Supply 
CAB-RPS-1614= 1 RPS 675 connectorcable 16/14 
RCKMNT-355D-1.5RU= Rack mount kit for the Catalyst 355D-12T and 3ffi0-12G switches 
RCKMNT-1 RU= Rack mount kitfor the Catalyst 3550-?4. 3550-48, 3550-24PWR, 3550-24-DC, and 3ffi0-24-FX switches 
Packaged SMARTnet 8x5xNBD Maintenance Contract for Two-Tier Customers 
CON-SNT-PKG9 Packaged SMARTnet 8x5xNBD for the WS-C3550-12T and WS-C3550-12G 
CON-SNT-PKG4 Packaged SMARTnet Bx5xNBD for the WS-C35!D-24-SMI and WS-C35!D-24PWR-SMI 
CON-SNT-PKG5 PackagedSMARTnet Bx5xNBD for the WS-C35!D-24-DC-SMI 
CON-SNT-PKG6 Packaged SMARTnet Bx!icNBD for the WS-C355Q.24-EMI, WS-C3550-24PWR-SMI and WS-C3550-48-SMI 
CON-SNT-PKG7 Packaged SMARTnet Bx5xNBD for the WS-C3550-48-EMI and WS-C3550-24-FX-SMI 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 3550 Series Web site: http://www.cisco.com/go/cat3550 
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Cisco Catalyst 4500 Series 
The Cisco Catalyst 4500 Series integrates 
nonblocking Layer 2/3/4 switching with 
optimal contrai, enabling business resilience 
for enterprise and metropolitan Ethemet 
customers deploying Intemet-based business 

• 

.. ---::-~plications. A next generation Catalyst 4000 Series platform, the Cisco Catalyst 4500 
· ~ - · · S.irí~s includes three new chassis: Catalyst 4507R (7-slot: redundant Supervisor IV 

_/ (j"' ca'j'lable), Catalyst 4506 (6-slot) and Catalyst 4503 (3-slot). A key component ofCisco 
' /[. CJ..V,VIP (Architec~ure f~r- Voice, Vídeo and Integrated Data), the ~at~lys~ 4500 ~xtends 

\ -.._ coilt!ól to Enterpnse wmng closets, branch office and Layer 3 d1stnbutwn pomts. A 
·-, .. _ ~~riety o f network infrastructure solutions are enabled by the Catalyst 4500 Series o f 

· switches including: Cisco lOS Network Services, IP Telephony, 10/100/1000 to the 
desktop, Wireless LAN, NetFlow Services and Metro Ethemet Switching. 

Whento Sell 

Sell This Product 
Catalyst 4507R 

Catalyst 4506 

Catalyst 4503 

When a Customer Needs These Features 
• When network resiliencyvia redundant 9Jpervisor Engines is crucial to customer success 
• Port densty up to 24!-10/100, 100-FX, or 10/100/lOOOBASE-T with modularinvestment protection 
• Layer 2 and Layer 3 Cisco Express Forvvarding (CEF)-based switching up to 64 Gbps, 48 Mpps 

• Port density up to 2«>·10/100, 100-FX, or 10/100/lOOOBASE-T with modularinvestment protection 
• Layer 2 and Layer 3 Cisco Express Forvvarding (CEF)-based !Miitching up to lll Gbps, 48 Mpps 

• Port densty up to 96-10/100, 100-FX, o r 10/100/lOOOBASE-Twith modular investment protection 
• Layer 2 and Layer 3 Cisco Express Forvvarding (CEF)-based !Miitching up to :li Gbps, 21 Mpps 

Note: Compatible sparing between Catalyst 4507R, 4506, and 4503 chassis provides investment protection with common power supplies 
and switching line cards. The Catalyst 4500 series also leveragesthe same feature setwith identical software c ode base along with the 
same enterprisefunctionali:y as the Catalyst 6500 Series in the wiring closet, deivering a consistent end-to-IJld solution. 

Key Features 

• Supervisor 11 
- Catalyst 4500/6500 Series CatOS Software, single IPQ-Address Management, and 

security (TACACS+, port lockdown, RADIUS, Kerberos) 

- Enterprise VLANs (4,096) with 802.1Q support on ali ports, 16,000 MAC 
Addresses, and Spanning-Tree Protocol (802.1D) enhancements (UplinkFast, 
PortFast, and BackboneFast) for deterministic/fast failover 

- Fast and Gigabit EtherChannel aggregation (up to 8 Gbps full duplex), load 
balancing and failover on every port, and port filtering 

• Supervisor IV 
- Capable o f 1 + 1 redundancy in a 4507R (Single Supervisor only in Catalyst 4506 and 

4503) 
- Optional NetFlow Services Card Support 
- Integrated Layer 2/3/4 CEF based switching at 64Gbps and 48Mpps 
- Feature rich and proven Cisco IOS Software 
- Port based enhanced QOS with multiple queues (16k input; 16k output), bandwidth 

management, policing and Access Contrai Lists ( 16k input ACL entries; 16k output _ t<fX 
entries) ~ · 

- Enterprise VLANs (4,000) with 802.1Q and ISL support on ali ports, 32,000 MAC I 
Addresses , and Spanning-Tree Protocol (802.1D), 802.3w, 802.3s 

Cisco Catalyst 4500 Seri 
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• 
- Supports RIP I, RIP li, Open Shortest Path First (OSPF), Interior Gateway Routing 

Protocol (IGRP) Enhanced IGRP (EIGRP), BGP4, IS:IS, Software based IPX and 
Appletalk, Hot Standby Router Protocol (HSRP), Cisco Group Management 
Protocol (CGMP), IGMP vi and li, Internet Control Message Protocol (ICMP), and 
both Protocol Independent Multicast (PIM) sparse and dense modes, and Distance 
Vector Multicast Routing Protocol (DVMRP) interoperability 

- Optional compact flash memory cards 

Competitiva Products 
• Extreme Networlts: Alpine 3802, Alpine 31114, and Alpine :1108 • Hewlett Paekard Proeurve 5300XL. 4108Gl 
• Enter~Matrix E-5. Matrix E~. Matrix E-7 • Nortel: Passport 8100 
• Foündry: Fastlron 4001800. Fastlron 11, 11+, 111, Biglron4000 

Specifications 

Feature Catalyst 4507R Catalyst 4506 Catalyst 4503 
Fixed Ports 2 G1gablt uplinkports on Supervi&H 2 Gigabit uplilk ports on Supen.1sor 2 Gigabit uplinkports on Super.isor 

IV Engine 11,111 and SuperviSJr IV Engine ll,llland Supervisor IV 
Maximum Port 
Density 

240 (10/100 Fast Ethernet) 240 (10/100 Fast Ethernet) 96 (10/100 Fast Ethernet) 
240 1100-FX Fast Ethernet) 240 (100-FX Fast Ethernet) 96 (100-FX Fast Ethernet) 
240 110/100/lOOOBASE-T) 240 (10/100/lOOOBASE-T) 96 (10/100/lOOOBASE-T) 

Modular Slots 712 for Super.isors 6 (1 for Supervisor) 3 (1 for Supervisor) 

Available Modules 

Redundant 
Supervisor Capable 
Baekplane Capaeity 
Stackable 
Hot-Swappable 
Power Supplies 

Supervisor Engine IV 

Yes 

64 Gbps 
No 
Yes 12 ba\5, 1+ 1) 

Embedded RMON Statisties, History, Alarm, Events 
Dimensions (H x W x 19.19 x 17.31 x 12.50 in 
D) 48.74 x 43.97 x 31.70 em 

Supervisor Engine 11, 111, and IV 
No 

64 Gbps 
No 
Yes (2 bays, 1+ 1) 

Statisties, History, Alarm, Events 
17.38 X 17.31 X 12.50 in 
44.13 x 43.97 x 31.70 em 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 4500 Series Switehes 

WS-C4507R Catalyst 4500 Chassis (7-Siot).fan, no p/s, Red Sup Capable 
WS-C4506 Catalyst 4500 Chassis (6-Siot),fan, no p/s 
WS-C4503 Catalyst 4500 Chassis (3-Siot),fan, no p/s 

Catalyst 4500 Series Common Equipment 

Supervisor Engine 11, 111, and IV 
No 

28 Gbps 
No 
Ves (2 bays, 1+1) 

Statisties, History, Alann, Events 
12.25 X 17.31 X 12.50 in 
31 .12 x 43.97 x 31.70 em 

WS-X4013= Catalyst 4000 Superviso/ Éngine 11, Console(RJ-45), Mgt. (RJ-4~ (Spare) 
WS-X4014= Catalyst 4000 Supervisor 111 (2 GE), Consae(RJ45) 
WS-X4515= 
WS-F4531= 
PWR-C45-1000AC= 

Catalyst 4000 Supervisor IV. 2 GE, Console(RJ-45) 
Catalyst 4000 NetAow Serviees eard for Supervisor Engine IV 
Catalyst 4500 1000W AC Power Supply(Data Only) 

PWR-C45-1300ACV= Catalyst 4500 1300W AC Power Supplywith lnt Voiee 
PWR-C45-2800ACV= Catalyst 4500 2800W AC Power Supplywith lnt \foice 
Catalyst 4000 Series Common Equipment 

WS-C4003-S1 Catalyst 4003 Chassis (3-Siot), Supervisor Engine 1, 1-AC Power Supply, Fan Tray, Rack-Mount Kit 
WS-C4006-S2 Catalyst 4006 Chassis (6-Siot), Supervisor 11, (2)AC Power Supplies.Fan Tray, Rack-Mount Kit 
WS-C4006-S3 Catalyst 4006 Chassis (6-slot), Supervisor 111, (2) AC Power Supplies, Fan Tray, Rack-Mount Kit 
WS-C4006-S4 Catalyst 4006 Chassis (6-sÍot). Supen.1sor IV. (2) AC Power Supplies, Fan Tray, Rack-Mount Kit 
WS-X4000= Catalyst 4003/4006 AC Power Supply (Spare) 
WS-X40!li-PEM= Catalyst 4000 DC Power Entry Module (Spare) 
WS-P4600-2PSU Catalyst 4000 Aux. Power Shelf with 2 PSU 
WS-X4600= Catalyst 4603 Power Supply Unit forWS-P4603 

• Cisco Catalyst 4500 Series 
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Chapter 2 LAN Switching 

Catalyst 4500 Serias Line Card Modules and GBICs 
WS-X4124-FX-MT = Catat-,st 4000 FE Switching Modull, 24-port 100FX (MTRJ) 
WS-X4148-FX-MT = Catai',st 4000 FE Switching Mldule, 48-IOOFX MMF (MTRJ) 
WS-X4148-RJ= Catalyst 4000 10/100 Fast Ethemet Module, 48 Ports (RJ-45) 
WS-X4148-RJ21= Catal',5t 4000 Telco switch module, 48-port 10/100 (4xRJ21) 
WS-X4148-RJ45V= Catal',5t 4000 lnline Power 10/100, 48-port (RJ45) 
WS-X4232-GB-RJ= Catai',St 4000 E/FfJGE Module, 2-GE (GBIC), 32-10/100 FE (RJ-45) 
WS-X4232-RJ-XX= Catalyst 4000 FE Base Module,32-10/100(RJ45)+ Modular Uplink slot 
WS-X4232-l3= Catal',5t 4000 fJFfJGE l.3 Module, 2-GE(GBIC), 32-10/100 (RJ45) 
WS-X4300-GB= 
WS-X4424-GB-RJ-45= 
WS-X4448-GB-RJ45= 

WS-X4418-GB= 
WS-U4504-FX-MT = 
WS-X4604-GWY= 
WS-65483= 
WS-65484= 

WS-654al= 
WS-65487= 
Catalyst 4500 Series Software 
S4Kl3-12113EW= 
S4Kl3E-12113EW= 
SC4K-SUPK8-7.5.1= 
WS-C4000-EMS-UC 
WS-C4003-EMS-UC 

Catai',St 4000 6igabit E1hernet Module,S Ports (GBIC) 
Catat-,st 4000 24 port 10110011000 Auto-SensingModule (RJ45) 
Catai',st 4000 48 port 10/100/1000 Auto-SensingModule (RJ45) 
Catai',St 4000 GE Module, Serve r Switching 18 Ports (6BIC) 
Catal',5t 4000 FE Uplink DaughterCard, 4-port 100FX (MTRJ) 
Catal',5t 4000 Access 6ateway Module with IP/FW software 
1000BASE-T 6BIC (RJ-45) 
1000BASE-SX Shortwave 6BIC Module(Multimode Onl')i 
1000BASE-LX/LH Long Haul 6BIC Module (Multimode or Single Mlde) 
1000 BASE-ZX 6BIC module (Single l'y1ode Only) 

Cisco lOS BASIC l.3 SW Cat4500 SUP 3/4(RIP,St.Routes.IPX,AT) 
Cisco lOS ENHANCED l.3 SW Cat4500 SUP3/4(0SPF,I6RP,E16RP,IS-IS) 
Catal',5t OS L2 SW Cat4500 Sup 2 
Catal',5t 4006 RMON Agentlicense 
Catai',st 4003 RMON Agent Licen!l! 

Catalyst 4500 Serias Basic Maintenance 
CON-SNT-PKG11 Catal',5t 4003 SMARTnet 8x5xNBD Maintenance 
CON-SNT-PK612 Catal',5t 4006 SMARTnet 8x5xNBD Maintenance 

·' .. 
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1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability) . 

For More lnformation 

See the Catalyst 4500 series Web si te: http://www.cisco.com/go/cat4000 

Cisco Catalyst 4000 Series-
Fixed Configuration =---------- . . 
Cisco offers two dedicated Gigabit Ethemet fixed 
configuration switches; the Catalyst 4908G-L3 and the Catalyst 49120. The Catalyst 
4908G-L3 Switch is a fixed configuration Layer 3 Ethemet switch featuring wire-speed 
switching for IP, IPX and IP Multicast. It provides the high performance required for 
midsize campus backbones with optimum port density. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cata lyst 4908G 

Catalyst 49126 

• Cost etfective dedicated 6gabit Ethemet Layer 3 backbonesolution idealfor deplo~ent in midsize 
networksforthose customerswhoneedwire speed Layer 3 performance but do notrequire 6igabiiEthernet 
density over 8 ports. ' 

• Advanced wirespeed, non-blocking Layer 2 6igabit Ethernet performance wth intelligent Cisco lOS 
services and high-speed connectionsto workstationsor servers; flexible 6igabit Interface Converter(6BIC) 
interfaceson ali ports 

Cisco Catalyst 4000 Series- Fixed 
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• 
Key Features 

• Catalyst 4908G-L3: 
- 8 ports o f 1 OOOBASE x Gigabit Ethemet with GBIC support; Layer 3 switching and 

routing o f IP, IPX and IP Multicast with wire speed Layer 2 switching for non 
routable protocols; Gigabit Etherchannel capability on every port 

• Catalyst 49120: 
- Wire-speed performance with 24 Gbps of dedicated bandwidth for nonblocking 

Gigabit Ethemet concentration, broad Gigabit EtherChannel availability, and GBIC 
flexibility on fiber port interfaces covering a wide range of cabling distances 

Competitive Products 
• Extreme Networks: Summit 1 • Nortel: Accellar 1200 
• Foundry: Turbo lron 8 

Specifications 

Feature Catalyst 4908G-L3 Catalyst 4912G 
Fixed Ports 8 (Ali L.ayer 3) 12 (Ali Layer 2) 
Backplane Capacity 22 Gbps 24 Gbps 
Stackable No No 
VLAN Maximum 244 244 
802.10 Yes Yes 
ISL Yes No 
Management Capabilities lnboard con!Die via terminal or modem, outboard lnboard con!Die via terminal or modem, outboard 

via Telnet, SNMP, CiscoView, CWSI, CiscoWlrks via Telnet. SNMP. CiscoView, CWSI, CiscoWJrks 
2000 2000 

Dimensions (H x W x DI 2.69 X 17.1 X 18in 2.75 X 17.5 X 15 in. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 4000 Switch Family 
WS-4!KJBG-L3 Catal',5t 4908G-L3 switch 
WS-C4912G Catalyst 4912G switch, fixed 12-ports switched lOOOBASE-X (GBIC) 
WS-G5484= lOOOBASE-SX GBIC module 
WS-G5486= lOOOBASE-LX!LH GBIC module 
WS-G5487= 1000BASE-ZX GBIC module 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 4000 series Web site: http://www.cisco.com/go/cat4000 

Cisco Catalyst 5000 Family 
On October 4, 2002, Cisco Systems announced 
the end of sale for the Cisco Catalyst 5000 and 
5500 series o f modular switches, including all 
related Cisco Catalyst 5000 and 5500 series 
chassis and modules. The Cisco Catalyst 5000 
and 5500 series chassis and modules will be 
orderable through June 30, 2003. 
The Catalyst 5000 family features a Gigabit 
Ethemet and ATM-ready platform offering users high-speed trunking technologies, 
including Fast EtherChannel and OC-12 ATM. This series also provides a redundant 
architecture, dynamic VLANs, complete intranet services support, and media-rate 
performance with a broad variety of interface modules. 

• Cisco Catalyst 5000 Family 
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Migration Options 

When a Customer Needs These Features 

Catalyst 6500 with 
Sup2/msfc2 

Catalyst 6500 with 
Sup2/pfc2 

Catalyst 6500 with 
sup1A-2GE 

• High Perfonnance L3wiring closet, data centre,or corefeaturesets 
• lntegrated 1.2-7 Serices Modules 
• Layer 3 Routing Capabiities 
• Scalabilityto 256 Gbps 
• Hardware based QoS and ACLs 
• lOS software 

• High Perfonnance L2wiring closet, data centreor corefeaturesets 
• Scalabil(y to 256 Gbps 
• Hardware based QoS and ACLs 

• Low cost of entiY wiring closet solution 
• Scalabilityto 32Gbps 
• Basic security and U aos capatilities 
• L2 Stateful failover capabilities 

Competitive Products 
• Enterasys: Matrix E7, Expedition ER16 • Extreme: Black Diamond 
• Norte I: Passport 8100, 8600 • Foundry: Big lron 

Specifications 

Feature Catalyst 5500 Catalyst 5505 
Modular Slots 13 5 
Available Modules Supervisor1 Engine 11 G, 111 G, or 111 plus Same as Catalyst 5500 

any combination of modules (subset listed 
under Part Numbersand Ordering 
lnfonnationl · 

Backplane 3.6 Gbps 3.6 Gbps 
ATM switching: 5-Gbps backplane 

Fuii-Duplex Capabilities Ali Ethernet, Fast Ethernet, ilken Ring, Same as Catalyst 5500 

VLAN Maximum 
and ATM ports 
Spanning tree: Yes per VLAN 
1000 VLANs 

Same as Catalyst 5500 

FEC 100BASE-TX; 100BASE-FX; 1000 BASE-X Same as Catalyst 5500 
Management 
Capabilities 

lnboard consoe via terminal or modem, 
outboard via Telnet, SNMP, CiscoView, 
CWSIStatistics, history, alarms, events 

Dimensions (HxWxDI 25.25 x 17.3 x 18.25 in. 

1. Supervisor module(s) require a slot in the chassis. 

Same as Catai',St 5500 

10.4x 17.2x18.14in. 

Selected Part Numbers and Ordering lnformation1 

Catalyst 5000 Family Switch Families 
WS-C5507= 13-slot Chassis, AC Power Supply 
WS-C5505-CHAC= Catalyst 5505 Chassis, AC Power Supply 
WS-C5509-CHAC= Catai',St 5509 Spare Chassis, AC Power Supply 
WS-C5509-CHDC= Catai',St 5509 Spare Chassis. DC Power Supply 
Catalyst 5000 Family Basic Maintenance 
CON-SNT-PKG13 Catai',St 5505 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG16 Catai',St 5500 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG15 Catai',St 5509 Packaged SMARTnet Maintenance 8x5xNBD 

• 

Catalyst 5509 
9 
Same as Catalyst 5500 

3.6 Gbps 

Same as Catalyst 5500 

Same as Cata lyst 5500 

Same as Catalyst 5500 
Same as Catai',St 5500 

20x 17.25x 18.14in. 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco .com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 5500/5000 series Web site: http://www.cisco.com/go/5000 

Cisco Catalyst 5000 Fa 
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Cisco Catalyst 6500 Family 
The Catalyst 6500 Family delivers highly 
available secure converged network 
services for the Enterprise and Service 
Provider networks. Designed to address 
the increased requirements for gigabit 
scalability, high-availability, rich services, and multilayer switching in backbone, 
distribution, and wiring closet topologies as well as datacenter environments, the 
Catalyst 6500 Family delivers exceptional scalability and price/performance, 
supporting a wide range of interface densities, performance, and integration of 
powerful service modules. The Catalyst Family delivers a wide range o f intelligent 
switching solutions, enabling corporate intranets, extranets, and the internet for 
multimedia, mission-critical data, and voice applications. 

Whento Sell 

Sell This Product 
Catalyst 65011 Serias 

Catalyst 65011 Family 
Solutions 

Key Features 

When a Customer Needs These Features 
• A highly scalable platformthat meets requirements for a dynarric environment includingvery high 

multilayer switching performancewith high Fast Ethernet and Gigabit Etherne1port densities 
• Enterprise campus distribution and core-With industry-leading port densities, performance, and high 

availability solutions 
• Enterprise Serve r Farm-For Gigabit wire-speed access to mission-critical serverfarms 
• High-capacitywiring closets-ln very large depla\ffients, the Catai)St 6000 family delivers advanced 

Layer 2. 3, and 4 switching in wiring closets 
• Value wiring closets where basic L2 QoS and ACL capabilities are required in addition to ~3 Se c L2 

Stateful faik>ver 
• WAN/LAN/MAN integration-Single inte!fated platform simplifies network design, decreases rack 

space requirements, and decrea!lls overall administration cos:s 
• Advanced, integrated hardwae based firewall, contentswitching, intrusion detec~on, and network 

anal'j5is capabilies 
• Servi c e Provider Networks-For ali dynamic environments including e-commerce, web hosting, and 

co-location facilities 

• Application-aware networking with multilayer switching intelligence and support 
for CiscoAssure policy networking 

• High-availability features deliver maximum uptime for mission-critical 
application support 

• Extensive Quality of Service (QOS) features to support mission-critical 
applications 

• Scalable performance to 21 O Mpps 
• Maximum 10/100 Ethemet port density: 96 (3-slot chassis), 240 (6-slot chassis), 

384 (9-slot chassis), and 576 (13-slot chassis) 
• Maximum Gigabit Ethemet port density: 32 (3-slot chassis), 82 (6-slot chassis), 

130 (9-slot chassis), and 194 (13-slot chassis) 

Competitiva Products 
• Extreme: Black Diamond • Lucent: Cajun Switch 550 
• Foundry: Big lron • Norte I: Passport 8600 

• Cisco Catalyst 6500 Family 
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Specifications 

Feature 
Modular Slots 
Ava1lable Modules 

6503 
3 
8 & 16 port Grgabrt 
Ethernet 24 port 100FX 
Ethernet (multimode or 
single mode); 48 port 
10/lOOTX Ethernet (RJ45); 
48 port 1ll'100 Ethernet (RJ 
21 o r TELCO); 1 port 
MultimodeOC12ATM; 1 
port Single Mode OC 12 
ATM; 15 port 1000BASE T 
Gigabit &hernet; 24 port 
10BASE FL (MT RJ); 
Network Analysis Module; 
Flex Wan Module; 24 port 
FXS Analog Station 
Interface Module; 8 port 
Voice T1 o r El Services 
Module; Voice Power 
Feature Cardlntrusion 
Detection Module; Content 
Switching Module; Fabric 
Enabled Li'le Cards 

6506 
6 
Same as Catal15t 6503 

Backplane Scalable to 2$ Gbps Scalablê to 256 Gbps 
Mult1layer Performance Scalable to 1Wt Mpps Scalablê to 100+ Mpps 
VLAN Max1mum 4000 4000 
FEC/GEC Opto 8 nonconbguous Same as Catal',5t 6503 

ports; supports multimode 

Management 
Capabilities 

D1mens•ons 

channeling. 
CrscoV\tirks 2000, RMON, Same as Catal)5t 6503 
Enhanced Switched Port 
Analyzer(ESPAN), SNMP, 
Telnet, BOOTP, and Trivial 
File Transfer Protocol 
(TFTP) 
7 X 17.37 X 21.75 10. 20.1 x 17.2x 18.1 10. 

6509 
9 
Same as Catal',5t 6503 

Scalableto 256 Gbps 
Scalableto 100+ Mpps 
4000 
Same as Catal',5t 6503 

Same as Catal',5t 6503 

25.2x 17.2x 18.110. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 6000 Family Chassis 
WS-C6503 
WS-C6506 
WS-C6509 

Catal',5t 6500 3 Slot Chassis 
Catal',5t 6506 Chassis 
Catal',5t6509 Chassis 

WS-C6509-NEB Catal',5t6509 Chassis for NEBS Environments 
WS-C6513 Catal',5t 6513 Chassis 
Catalyst 6500 Series Power Supplies 
PWR-950-AC= Spare $0W AC P/S for Cisco 7003/Cat 6!ll3 
PWR-950-DC= Spare 950W DC P/S for CISC07603/Cat 6503 
PEM-15A-AC= 

PEM-DC/3= 
WS-CAC-1000W= 
WS-CAC-1300W= 
WS-CDC-1300W= 
WS-CAC-2500W= 
WS-CAC-4000W-INT = 
WS-CAC-4000W-US= 

Spare Pwr Entry Mod for CISC07603/Cat 6503 (950W AC Pwr Sup) 
Spare DC Power Entry Mod for CISC07603/Cat 6!ll3 
Catal',5t 6000 lOOOW AC Power Supply, Spare 
Catal15t 6000 1300W AC Power Supply,Spare 
Catal',5t6000 1300W DC Power Supply, Spare 
Catal',5t6000 2500W AC Power Supply 
4000W AC PowerSupply, lnternational (cableincluded) 
4000Wan AC Power Supplyfor US (cable anached) 

Catalyst 6000 Family Supervisor Engines and Switch Fabric Modules 
WS-X6K-S1A-MSFC2= Catal15t 6000 Supervisor Engine1-A, 2GE, plus MSFC-2 & PFC 
WS-X6K-SUP1A-2GE= Catalyst 6000 Supervisor EnginelA. Enhanced CbS, 2GE 
WS-X6K-SUP1A-PFC= Catal15t 6000 Supervisor Enginel-A, 2GE, plus PFC 
WS-X6K-S2-PFC2= Catal',5t 6500 Supervisor Engine-2, 2GE, plus PFC-2 
WS-X6K-S2-MSFC2= Catalyst 6500 Supervisor Engine-2, 2GE, plus MSFC-2 & PFC-2 
WS-X6K-S2U-MSFC2= Cat6K Sup2 with 256MB ORAM on Sup2 andMSFC2 
WS-SUP720= Cat6!ll0 CEF720 Sup Engine- lntegrated Fabri: , MSFC3 
WS-C6500-SFM= Catal15t 6500 Switch Fabric Module 
WS-X6500-SFM2= Catalyst 6500 Switch Fabric Module 2. Spare 

Catalyst 6500 -10 Gigabit Ethernet 
WS-X6502-10GE= Catal',5t6500 10 Grgabrt EthernetBase Module(Req OIM).~are 

• 
6513 
13 
Same as Catal',5t 6503 plus: 
Switch Fabric Module 2 

\ 
\,,, . .;·-.. ,..;· 

·· ........ ,. ....... _:_~,~o# ..... .t>· 

Scalable to 2$ Gbps 
Scalablê to 210 Mpps 
4000 
Same as Catal',5t 6503 

Same as Catal',5t 6503 

33.3 X 17.2 X 18.1 10. 
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• 
Catalyst 6500- Gigabit Ethernet 
WS-X6148-GE-TX= Cat65(1) 48-port 10!100/1000 GE Module, RJ45 
WS-X6316-GE-TX= Catai\St 6000 8-port GE, Enhanced QoS (Req. GBICs) 
WS-X64111A-GBIC= Catai\St 6000 8-port GE, Enhanced QoS (Peq. GBICs) 
WS-X6416-GBIC= Catai\St 6000 16-port Gig-Ethernet Mod. (Req. GBICs) 
WS-X6416-GE-MT = Catai\St 6000, 16-port Gigabit EthernetModule, MT-RJ 
WS-X6516-GBIC= Catai\St 6500 16-port GigE Mod: fabric-i!nabled (Req. GBICs) 
WS-X6516A-GBIC= Catai\St 6500 16-port GigE Mod: fabric-i!nabled (Req. GBICs) 
WS-X6516-GE-TX= Catalyst 6500 16-port Gig/Copper Module,x-bar 
WS-X6816-GBIC= Catai\St 6500 16-port GigEmod, 2 fab 1/F w'DF, (Req GBICs) 

Catalyst 6500-10/100 Gigabit Ethernet 

WS-X6024-10Fl-MT = Catai\St 6000 24-port 10BASE-Fl MT-RJ Module 
WS-X6148-RJ-21= Catai\St 6500 48-Port 1!V100 Upgradable to \bice, RJ-21 
WS-X6148-RJ21V= Catalyst 6500 48-port 1!V100 lnline Power Module, RJ-21 
WS-X6148-RJ-45= Catai\St 6500 48-Port 1!V100, Upgradable to Voice, RJ-45 
WS-X6148-RJ45V= Catai\St 6500 48-port 10!100 lnline Power, RJ-45 
WS-X6324-100FX-MM= Catalv.;t 6000 24-port 100FX, Enh QoS, MT-RJ, MMF 
WS-X6324-100FX-SM= Catalv.;t 6000 24-port 100FX, Enh QoS, MT-RJ, SMF 
WS-X6348-RJ21V= Catai\St 6000 48-port 10/100,1nline Power. RJ-21 
WS-X6348-RJ-45= Catai\St 6000 48-port 10/100, Enhanced QoS, RJ-45 
WS-X6348-RJ-45V= Catai\St 6000 48-port 10/100, lnline Power. RJ-45 
WS-X6524-100FX-MM= Catalyst 6500 24-port 100FX, MT-RJ, fabric-enabled 
WS-X6548-RJ-21= Catai\St 6500 48-port 10/100, RJ-21, fabric-enabled 
WS-X6548-RJ-45= Catai\St 6500 48-port 10/100, RJ-45, x-bar 
Catalyst 6500 Services Modules 
WS-SVC-CMM= CDMMUNICATIDN MEDIA MODULE 
WS-SVC-CMM-6T1= 6-PORT TI INTERFACE PORT ADAPTER 
WS-SVC-CMM-6E1= 
WS-SVC-CSG-1= 
WS-SVC-FWM-1-K9= 
WS-SVC-IPSEC-1= 
WS-SVC-NAM-1= 
WS-SVC-NAM-2= 
WS-SVC-SSL-1-K9= 
WS-X6066-SLB-APC= 

6-PORT E1 INTERFACE PORT ADAPTER 
Content ServicesGateway 
Firewall blade for Catalyst 6500 . 
IPSec VPN Security Module for ffiOO and 7600 series 
Catai\St 6500 NetworkAnaly.;is Module-I 
Catalv.;t 6500 Network Analy.;is Module 
SSL Module for Catai\SI6500 
Catai\St 6500 Content Switching Module 

WS-X6381-IDS= Catai\St 6000 lntrusion Detection S\Siem Module 
WS-X6600-E1= Catai\SI6000 8-port Voic'e E1 and Services Module 
WS-X66!11-T1= Catai\St 6000 8-port Voice ·n and Services Module 
WS-X6624-FXS= Catai\St 6000 24-port FXS Analog Slation Interface Module 

Catalyst 6500 FLEXWAN and OSM Modules 
WS-X6101-0C12-MMF= Catai\St 6000 1-port Multimode OC-12 ATM Module, Spare 
WS-X6101-0C12-SMF= Catai\St 6000 1-port Single-Mode DC-12 ATM Module, Spare 
WS-X6182-2PA= Catai\St 6000 Flex WAN Module (Supports 2 Port Adapters) 
WS-X6516A-GBIC= Catai\St 6500 16-port GigE Mod: fabric-i!nabled (Req. GBICs) 
Cataly.;t 6500 Optics 
WS-G5484= 
WS-G5486= 

WS-G5487= 
WS-G6483= 

WS-G6488= 

Cata lyst 6500 Bundles 

WS-C6503-2GE 
WS-C6503-PFC2 
WS-C6506-2GE 
WS-C6506-PFC2 
WS-C65ffi-2GE 
WS-C65ffi-PFC2 
WS-C6509-6816-16 
WS-C6509-6816-32 
WS-SVC-SSL-CSM-K9= 
WS-C6503-FWM-K9 
WS-C6506-FWM-K9 
WS-C6506-IPSEC-K9 

1000BASE-SX Short Wavelength GBIC(Multimode onl',l 
1000BASE-LX/LH long haul GBIC (single mode ormultimode) 
1000Base-ZX extended reachGBIC (single mode) 
Cat 6500 10GBASE-ER Serial1550nm extended reach OIM (spare) 

Catai\St 6500 10GBASE-LR Serial1310nm long haul OIM (spare) 

Cat6503 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6503 chassis w/ Sup2-PFC2 (Requires PowerSupply) 
Cat6506 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6506 chassis w/ Sup2-PFC2 (Requires Power Supply) 
Cat6509 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6509 chassis w/ Sup2-PFC2 (Requires Power Supply) 
Cat6509 w/S2-MSFC2,SFM2,WS-X6816-GBIC (Req Purch 2 2500W) 
Cat65ffi w/S2-MSFC2,SFM2,2xWS-X6816-GBIC (Req Purch 2 2500W) 
Cataly.;t 6500 SSL and CSM Bundle 
Cisco Cataly.;t 6503 Firewall SecuritySy.;tem 
Cisco Cataly.;t 6506 Firewall Security Sy.;tem 
Cisco Cataly.;t 65061PSec VPN Sy.;tem 

• Cisco Catalyst 6500 Family 
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WS-C651Il-IPSEC-K9 Cisco Catai',St 65031Psec VPN S,mem 
WS-C650&-IPSEC-K9 Cisco Catalyst 6500 IPSec VPN System 

Catalyst 6000 Family Accessories 
WS-F6K-MSFC2= Catai',St 6000 Multilayer Switch Feature Card (MSFQII, Spare 
WS-F6K-VPWA= 
WS-F6K-OFC= 
WS-C6X09-RACK= 

Catal)6t 6000 Voice Power Feature Card for WS-X6348-RJ-45 
Oistributed Forwarding Card 
Catalyst 6x00 Rack Mount Kit and Cable Organize r 

WS-C6K-6SLOT-FAN= Catalyst 6000, Fan Tray for 6-slot S',Stems 
WS-C6X06-RACK= Catai',St 6x06, Rack Mount Kit and Cable Organizar 
Catalyst 61100 Family Software and Element Management Software (EMSI 
WS-C6513-EMS-UC= Catalyst 6513 RMON Agent license 
WS-C6X09-EMS-LIC Catalyst 6x09 AMON Agent license 
WS-C6X06-EMS-LIC Catalyst 6x06 RMON Agent license (also available for Cat6xffil 
FRC6-MSM-IPX= Catalyst 6000 MSM IPX Feature Set license, Spare 
FR-IRC6= .;r· . Cata1')5t 6000 Family lnterOomail Routing Feature License 
S6MSFC2A-12102E,;, Catai',St 6000 MSFC210S Enterpri!l! (also available in images with VIP. Oesktop,IP/IPX, etc.l 
SC6K-SUP2~. 1 . 1 Catai',St 6000 Supervisor 2 Rash lmage, Rel6.1(11 
SC6K-SUP2CV~. 1.1 Cat6K Supervisor 2 Flash lmage w'CiscoView, Rel6.1(11 
SC6K-SUP2K9-6.1 .1 Catal')5t 6000 Supervisor 2 Flash lmage w'SSH, Rel6.1 (1) 
SC6K-S2K9CV-6.1.1 Cat6K Sup 2 Flash lmage w/Cisco\Aew & w/SSH, Rel_6.11ll 
S6SUP22A-12105E Catai',St 6000 Sup2/MSFC lOS Enterprise (also available in imageswith Oesktop, IP,IP/IPX) 
SC6K-SUP-5.4.4= Catai',St 6000 Supervisor Aash lmage, Release 5.4(4) 
EMS-6500-025C-1.0= 6500 EMS 25 Chassis RTU License-6750 Per Chassis List 
EMS-6500-lOOC-1.0= 
EMS-6500-250C-1.0= 
EMS-6500-500C-1 .0= 

6500 EMS 100 Chassis RTU License-IIJOO Per Chassis List 
6500 EMS 250 Chassis RTU License-5250 Per Chassis List 
6500 EMS 500 Chassis RTU License-4500 Per Chassis List 

Catalyst 61100 Family Memory Options 
MEM-C6K-FLC16M= Catalyst 6000, Supervisor PCMCIA 16MB Flash Memory Card 
MEM-C6K-FLC24M= Cat 6000 Sup PCMCIA Aash Memory Card, 24MB Spare 
MEM-MSFC-128MB= Catai',St 6000 MSFC Mem, 128MB ORAM Option 
MEM-C6K-WAN-128M= Catai',St 6000 WAN Module Memory, 128MB 
MEM-MSFC2-256MB= MSFC2 256MB Memory Option (also available in 512 MBI 
MEM-OFC-256MB= Catal,m 6500 256 MB spare for OFC 
MEM-DFC-512MB= Catalyst 6500 512MB optionfor DFC 
MEM-S2-256MB= 256MB ORAM spare for Sup2 

Catalyst 61100 Family Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG12 Catai',St 6503 L2 Bundle SMARTnetMaintenance B>éxNBO 
CON-SNT-PKG14 Catai',St 6506 L2 Bundle SMARTnetMaintenance 8>6xNBO 
CON-SNT-PKG15 Cata1')5t 6509 L2 Bundle SMARTnetMaintenance 8>6xNBD 
CON-SNT-PKG16 Catai',St 6006 and 6506, Packaged SMARTntt Maintenance8x5xNBD 
CON-SNT-PKG17 Catal)6t 6009 and 6509, Packaged SMARTnlt Maintenance8x5xNBD 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Catalyst 6000 Family Web site: http://www.cisco.com/go/6000 

Cisco Catalyst 6500 Family 
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Cisco Catalyst 8500 Multiservice Switch Routers 
The Catalyst 8500 family multiservice switch routers integrate 
multiservice ATM switching with wire-speed multiprotocol routing 
for Gigabit Ethernet and Fast Ethernet into a single platform that 
also supports advanced Cisco lOS services for QoS and security. 
This family delivers enterprise MAN/WAN and Service Provider 
multiservice edge solutions with scalable performance, lower cost 
of ownership, and offer multiple interface options in a modular 
chassis. The Catalyst 8500 series consists of the modular Catalyst 
8510 (10-Gbps, 5-slot) switch and the modular Catalyst 8540 
(40-Gbps, 13-slot) switch. Both switches implement Cisco lOS 
Software to provi de a variety o f network services including reliability, security, 
management, and QoS with CiscoAssure policy networking. 

Whento Sell 

Sell This Product 

Catalyst 8540 and 
Cata lyst 851 O 

Key Features 

When a Customer Needs These Features 
• lntegrated 1IY100 FE, GE, and ATM 
• Aexible ATM interfaces (Tl(E\ IMA, DS31E3, OC-3, OC-12, and OC-48) 
• Frame relay and circu~ emulation services 
• Wire-speed performance 
• Multiservice MAN/WAN applications 
• Multiservice Edge soutions , 
• Voice, data, and vide o solutions 
• MPLSVPN 

• Ideal for integrated multiservice ATM switching with wire-speed multiprotocol 
routing for gigabit Ethernet (L3eATM or Layer 3 enabled ATM) 

• Ideal for aggregating multiprotocol traffic from multiple wiring closets or from 
workgroup switches such as the Catalyst 5000 or distribution/server aggregation 
switches such as the Catalyst 6000 Family 

• Provides nonblocking routing for IP, IPX, and IP multicast while also offering 
wire-speed Layer 2 switching for nonroutable protocols such as NetBIOS and 
DECnet local-area transport (LAT) 

• Aggregate throughput ofup to 24 million packets per second (pps) for 
non-blocking, wirespeed Layer 3 switching 

Competitive Products 
• Foundry: Big lron • Marconi:ASX 1000,1200, and4000 
• Lucent: PSAX 1250 and 2300 • AI catei: Omniswitch 

Spec ifications 

Feature Catalyst 8510 Catalyst 8540 
Modular Slots 5 13 
Available Modules Se e Part Numbers and Ordering information for a panial parts list 
Backplane 10 Gbps 40 Gbps 
Throughput Performance 6 Mpps 24 Mpps 
MAN/WAN POS I ATM Uplink POS I ATM Uplink 
Dimensions (HxWxD) 10.5 X 17.2 X 18.14 in. 25.25 X 17.3 X 18.25 in. 

• Cisco Catalyst 8500 Multiservice Switch Routers 
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Selected Part Numbers and Ordering lnformation 1 

Catalyst 8540---Common Equipment 
C8540MSR-SKIT-AC C8540 MSR Starter Kit w/ Stratum 4Ciock Module-AC Power(also available in DC Power) 
C8545MSR-MRP4CLK= C8540 MSR Multiservice Route ProcesS>r (spare) 
C8545MSR-MRP3CLK= C8540 MSR Route ProcessorStratum 3 (spare) 
C8546MSR-MSP-FCL= C8540 MSR Switch Processar w~h ATM FC (spare) 
C8540CSR-SKIT-AC Catai~ 8540 CSR Starter Kit wth AC Power (also available in DC Power) 
C8541 CSR-RP= Catal.,st8540 CSR Route Processor(spare) 
C8542CSR-SP= Catal.,st8540 CSR Switch Proce$Or (spare) 
C8540-CHAS13= Catalyst 8540- Chassis (spare) 
C8540-PWR-AC= C8540 Power Supply-AC (also available in DC Power) 

Catalyst 8510-Common Equipment 

C8510MSR-SKIT-AC Catal15t 8510 MSR Starter Kit with AC Power (alsoavailable as -DC for DC Power 
C8515-MSRP= 
C8510CSR-SKIT-AC 
C8510-SRP= 
C851D-CHAS5= 
C8510-PWR-AC= 

C8510 Multiservice Switch Route Proce$or (spare) 
Catal.,st8510 CSR Starter Kit with AC Power (also available as -DC for DC Power) 
C8510 Layer 3 Switch Route Proces;or (spare) 
Catalyst 8510- Chassis (spare) 
C8510 power supply, AC (spare) (alsoavailable in DC power) 

Catalyst 8500 Family-ATM Router Module Equipment 
C8540-ARM-ó4K= C8540 ATM Router Module64K (also available for 8510) 
C8540-ARM2= C8540 EnhancedATM Router Module (spare) 

Catalyst 8500-Layer 3 Modules and ATM Interface Modules and Uplinks 
C85EGE-2X-16K= C8540 2-port EnhancedGE 16K (also available in 64K and 2!iiK) 
C85GE-8X-64K= C8540 8-port GE 64K 
C85FE-16TACL-64K= C8540 16-port 10/100 RJ-45 w/ACL 64K 
C85FE-16FACL-64K= C8540 16-port 100-FX MT-RJ w/ACL 64K 
C8540-ACL= 
C85GE-1X-16K= 
C85FE-8T-64K= 

C85FE-8F-64K= 
C85MS-1F4S-DC48SS= 
C85MS-1 F4M-OC48SS= 
C85MS-4F-OC12SS= 
C85MS-4F-OC12MM= 
C85MS-16F-OC3MM= 
C85MS-16F-OC3SM= 

C8540 ACL Daughter Card (also available forC8510/LS1010) 
C8510/LS1010 1-port Gigabit Ethernet16K (also available in 64K) 
C851 O/LS1010 8-port 10/100 RJ-45 64K 

C8510/LS1010 8-port 1110-FX MT-RJ 64K 
C8540 1-port OC-48c/STM-16 SMF-IR+4-port OC-12 SMF 
C8540 1-port OC-48c/STM-16 SMF-IR+4-port OC-12 MMF 

C8540 4-port OC-12c/STM-4 SMF 
C8540 4-port OC-12c/STM-4 MMF 
C8540 16-port OC-3c/STM-1 MMF (spare) 
C8540 16-port OC-3c/STM-1 SMF-LR (spare) 

Catalyst 8500-Port Adapter Modules 
C85MS-SCAM-2P= C8540 SuperCAM for Port Adapter Modules (spare) 
C8510TSCAM-2P= CS8510/LS1010 Traffic Shaping CarriH Access Modules (spare) 
WATM-CAM-2P= 
WAI-TI C-4RJ48= 
C85MS-4E1-FRRJ48= 
WAI-OC3-4MM= 
WAI-OC3-1 S3M= 
WAI-OC12-1 MM= 

WAI-T3-4BNC= 
C85MS-BT1-IMA= 
WAI-TI-4RJ48= 

C8510 I LS1010 Carrier Modules (spare) 
4 Port TI (cirtuit emulation) RJ-48 PAM (also available in EI andin E1 BNC) 
C8500 4-port EI Frame-Relay/FUNI PAM (spare) 
4 Port OC-3c/STM-1 MMF PAM (also available in SMF-IR & SMF-LR) 
OC-3c/STM-1 Mix PAM, 1-port SMF-IR + 3-port MMF (spare) 
1 Port OC-12c/STM-4c MMF PAM (also available in SMF-IR and SMF-LR) 

4 Port DS-3 PAM (spare and in E3 BNC) 
C8500MSR/LS1010 8-port Til MA PAM (also available in E1120 ohm) 
4 Port TI (ATM) RJ-48 PAM (spare also available in E1 and E1 BNC E1) 

Catalyst 8500 Software Feature License Options 

FR-8510-TAGSW= C8510 Tag Switching upgrade license (also available with HPNNI and HPNNI + Tag Switching) 
FR-8540MSR-HPNNI= Cat 8540MSR-Hierarchical PNNI License (also available w~h Tag Switching) 

• 

L This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 
See the Catalyst 8500 series Web site: http://www.cisco.com/go/8500 
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Wireless LAN Products 
~ '·· -·· ~ ....... · 

Wireless LAN Products ata Glance (IEEE 802.11b) 
Product Features Page 
Cisco Aironet 1200 Serias • Offers investment protection anda smooth migration path to future technologies througta 3-2 
Access Points dual band radio desgn 

• Delivers an enterprise class security solution with the IEEE 811!.11x-based Cisco Wireless 
Security Suite 

• lndustry-leading security, network management. throughput Clld software feature set 
• Support for both In e power OVIH Ethernet and localpower 

Cisco Aironet 1100 Serias • Single 802.11b radio, upgradableto 802.11g 3-5 
Access Point • Provides end-to-endsolution suppOitfor lntelligent NetworkServices 

Cisco Aironet 5 GHz 54 
Mbps Wireless LAN 
Client Adaptar 

Cisco Aironet 350 Series 
Client Adapters 

• Delivers an enterprise class security solution with the IEEE 801.11x-based CiscoWireless 
Security Suite 

• Support for both lile power over Ethernet and local power 
• Cost effective, \fll feature-rich 
• IEEE 1112.11 a-compiant CardBus adapterthat operatesin the UNII-1 and UNII-2 bands 
• Complementsthe Cisco Aironet 1200 Series 002.11a Access Point, providing a solutionthat 

combines performanceand mobilitywith the security and manageatility that enterprises 
require 

• Superior range and throughput 
• Secure networkcommunications 
• World mode for internationalroaming 
• PCMCIA card and PCI form factors 
• IEEE 1112.11 b 

Cisco Aironet 350 Serias • Driverless installation of up to eght Ethemet-enabled devices 
Workgroup Bridge • Optimum wireless performance and ange 

• Standards-ball!d centralized li!Curity 
• IEEE 1112.11 b 

3-6 

3-8 

3-10 

Cisco Aironet 350 Series • High-speed, high-pov.er radios, delivering building-to-buiding links of up to 25 miles (40.2 km) 3-12 
Wireless Bridge • A metal case for durabiity and plenum rating 

• Supports both pointto-point and point-to-multipoint configurations 
• Broad range of support antennas 
• Simplified installation, improved performance,and upgradeablefirmware, ensuring investment 

protection 
• IEEE 1112.11 b 

Cisco Aironet Antennas • Awide array of options 3-14 
and Accessories • FCC-approved directionaland omn~directional antennas 

• Low-loss cable, mounting hardware, and other accessories available 
CiscoWorks Wireless LAN A hardware-ball!d wireless LAN managementsolution thatprovidestemplate-based 9-23 
Solution Engine configuration wth user-defined groupsto effectively manage a large numberof access points 

and bndges. 
• Monitors LEAP authentication servers 
• Enhancessecuritymanagement through misconfiguration detection on acces points and 

bridges 

Wireless LAN Products at a Glance (IEEE 802.11 b) 

f~ QS no 03/2005 • 
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• 
Sample Wireless LAN Solution Overview-ln-Building or 
Site-to-Site 

Cisco Aironet 1200 Series Access Points 

Enterprise, Smaii/Medium Business 
Applications 
Service common are as for mobile workers 
Support emplo.,ees working in multi pie offices 
Cost effective, qui:k network deployment for 
temporary or leased offioos 

Sample Vertical Markets 
Healthcare, retail, government 
Public Access 
Multiple TenantAlwelling Un~s 
Airports, Hotels, Convention Ceners 
Education: K-12 and Universities 

The Cisco Aironet 1200 Series Access Point sets the 
enterprise standard for next-generation high performance 
secure, manageable, and reliable wireless local-area 
networks (WLANs) while also providing investment 
protection beca use of its upgrade capability and 
compatibility with current standards. The modular design 
o f the Cisco Aironet 1200 supports IEEE 802.11 a and 

- I 

802.11 b technologies in both single-and dual-mode operation. You can configure the 
Cisco Aironet 1200 to meet customer-specific requirements at the time o f purchase and 
then reconfigure and upgrade the product in the field as these requirements evolve. 
The Cisco Aironet 1200 Series protects current and future network infrastructure 
investments. Compliant with IEEE 802.1la and 802.11 b standards, The 802.11a radio 
supports data rates ofup to 54 Mbps and eight non-overlapping channels that offer high 
performance as well as maximum capacity and scalability. The 802.11 b radio provides 
data rates up to 11 Mbps and three non-overlapping channels to support widely 
deployed 802.11 b clients . The Mini-PCI form factor of the 802.11 b radio allows for 
upgrade to higher-speed 2.4 GHz technologies such as the draft IEEE 802.11 g 
standard. The Cisco Aironet 1200 Series extends end-to-end intelligent networking to 
the wireless access point with support for enterprise-class virtual LANs (VLANs) and 
quality o f service (QoS). An ideal choice for enterprise installations, the Cisco Aironet 
1200 Series can manage up to 16 VLAN s, which allows customers to differentiate LAN 
policies and services, such as security and QoS, for different users . Traffic to and from 
wireless clients with varying security capabilities can be segregated into VLANs with 
varying security policies. 
Wireless LAN security is a primary concern. The Cisco Aironet 1200 Series secures the 
enterprise network with a scalable and manageable system featuring the 
award-winning Cisco Wireless Security Suite. Based on the 802 .11x standard for 
port-based network access , the Cisco Wireless Security Suíte takes advantage of the 
Extensible Authentication Protocol (EAP) framework for user-based authentication. 

_a Sample Wireless LAN Solution Overview-ln-Building or Site-to-Site 

-~--------"-----------. 
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• 
When to Se li 

Se li This Product When a Customer Needs These Features ,.,-· _ 
Cisco Aironet 1200 Series • IT Professionals or business executives want mobility within the enterprise to increase P.Wd~é1ill~ 
Access Point an addition or alternative to wired networks. -· / ,.....,~"-. \ 

• Busmess owners or IT directors need flexlbllityfor frequent LAN wmng changes. e1the; thf~ughou"'fhÜ \ \ 
s1te or in selected areas. f , "" 1 

• 

• Any company whose site is not conducive to LAN wiring beca use of building or budge\ IW~tatint.f:lL,ctt . i 
as oi der buildmgs, leased space or temporary s1tes. \ \ '7'J:- "V : ' 

·., ·~ f •" 
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' '·-.....-: ... --· Key Features 

• Offers investment protection because of its upgrade capability and compatibility 
with current standards 

• Delivers an enterprise class security solution with the IEEE 802 .11x-based Cisco 
Wireless Security Suite 

• Industry-leading security, network management, and software feature set 
• Support for both inline power over Ethernet or local power 
• Simultaneous support for both IEEE 802.11 b and IEEE 802.11 a 

Specifications 

Feature 
Data Rates 
Supported 

Uplink 

Fonn Factor 

Cisco Aironet 1200 Series 
Access Points with 802.11 a With 802.11 b radio 
radio installed installed 
6, 9, 12, 18, 24, 36, 48,54 Mbps 

Autosensing 802.310/lOOBaseT 
Ethernet 

CardBus (32-bit) 

1, 2, 5.5, and 11 Mbps 

Autosensing 802.3 10/lOOBaseT 
Ethernet 
Mini-PCI 

With both 802.11a and 
802.11b radio installed 
Same as 802.11a and 802.11b 
combined 

Same as 802.11 a and 802.11 b 
combined 
Same as 802.11 a and 802.11 b 
combined 

Frequency Band 5.15 to 5.35 GHz (FCC UNII1 and 2.412 to 2.462 GHz (FCC).2.412 to Same as 802.11a and 802.11b 
UNII2), 5.15 to 5.25 GHz (TELEC),5.15 2.472 GHz (ETSI),2.412 to 2.484 GHz combined 
to 5.25 GHz (Singapore),5.25to 5.35 (TELEC),2.412to 2.462 GHz (MII),2.422 
GHz (Taiwan) to 2.452 GHz (Israel) 

Wireless Medi um Orthogonal Frequency Division Direct Sequence Spread Spectrum Same as 802.11 a and 802.11 b 
Multiplexing (OFDM) (DSSS) combined 

Modulation (OFDM subcarrier);BPSK@ 6 and 9 DBPSK @1 Mbps; DQPSK@ 2 Mbps; Same as 802.11a and 802.11b 
Mbps; QPSK@ 12 and 18 Mbps; CCK@ 5.5 and 11 Mbps combined 
16-QAM@ 24 and 36 Mbps;64-QAM@ 
48 and 54 Mbps 

Operating Channels FCC: B;TELEC (Japan): 4; Singapore: 4; ETSI: 13; Israel: 7; North America: 11; Same as 802.11 a and 802.11b 
Taiwan: 4 TELEC (Japan): 14; Mil: 11 combined 

Nonoverlapping Eight (FCC only); Four (Japan, Three Eleven 
Channels Singapore, Taiwan) 

Available Transmit 40 mW (16 dBm);20 mW (13 dBm);10 100 Mw (20 dBm); 5 Mw (17 dBm); 30 Same as 802.11a and 802.11b 
Power Settingsl mW (10 dBm);5 mW (7 dBm); mW (15 dBm); 20 mW(13 dBm); 5 mW combined 

Maximum power sening will vary (7 dBm); 1 mW (O dBm); Maximum 
according to individual country power sening will vary according to 
regulations. individual country regulations 

Range (typical@ Omni directional Antenna: lndoor: 60 llndoor:130 ft (40m)@ 11 Mbps; 350ft Same as 802.11a and 802.11 b 
maximum power ft (18m)@ 54 Mbps, 130ft (40m)@ 18 (107m)@ 1 Mbps combined 
setting 2 2 dBi gain Mbps, 170ft (52m) @6 Mbps; Outdoor: Outdoor· 800ft (244m) @ 11 Mbps· 

• · 100ft(30m)@54Mbps,600ft(183m) 2000ft(6.10 )@1Mb ' 
diversity dipole @ 18 Mbps, 1000 (304m) ft@ 6 Mbps; m ps 
antenna) Patch Antenna: lndoor: 70ft (21m)@ 

54 Mbps, 150ft (45m)@ 18 Mbps, 200 
ft (61 m)@ 6 Mbps; Outdoor: 120ft 
(36m) @ 54 Mbps, 700ft (213m) @ 18 
Mbps; 1200 ft (355m) @ 6 Mbps 

SMTP Compliance MIB I and MIB li MIB I and MIB li 

Antenna lntegrated 6 dBi diversity patch (55 Two RP-TNC connectors (antennas 
degree horizontal, 55 degree vertical optional, none supplied with unit) 
beamwidths, 5 dBi diversity 
omnidirectional with 360 degree 
horizontal and 40 degree vertical 
beamwidth s 

MIB I and MIB 11 

5 GHz: lntegrated 6 dBi diversity patch 
(55 degree horizontal, 55 degree 
vertical beamwidths, 5 dBi diversity 
omnidirectional with 360 degree 
horizontal and 40 vertical 
beamwidths; 2.4 GHz: Two RP·TNC 
connectors (antennas optional, nane 
supplied with unitl 

Cisco Aironet 1200 Series Access 
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Feature 

Cisco Aironet 1200 Series 
Access Points with 802.11a With 802.11b radio 
radio installed installed 

With both 802.11a and 
802.11 b radio installed 

Security Cisco Wireless Security Suite Cisco Wireless Security Suite Same as 802.11a and 802.1l b 
architecture client including: including: combined 
authentication Authentication: 802.11x support Authentication: 802.11 x support 

including LEAP, PEAP, EAP·TLS, including LEAP, PEAP, EAP·TLS, 
EAP-TILS, and EAP-SIM to yield EAP· TILS, and EAP-SIM to yield 
mutual authentication and dynamic, mutual authentication and dynamic, 
per-user, per-session WEP keys; MAC per-user, per-session WEP keys; MAC 
address and by standard 802.11 address and by standard 802.11 
authentication mechanisms authentication mechanisms 
Encryption: Support for static and Encryption: Supportfor static and 
dynamic IEEE 802.11 WEP keys oi 40 dynamic IEEE 802.11 WEP keys oi 40 
bits and 128 bits; Pre-standard TKIP bits and 128 bits; Pre-standard TKIP 
WEP enhancements: key hashing WEP enhancements: key hashing 
(per-packet keying), message (per-packet keying), message 
integrity check (MIC) and broadcast integrity check IM I C) and broadcast 
key rotation key rotation 

Software lmage 
Networkand 
lnventory support 

CiscoWorks RME2, CiscoWorks CiscoWorks RME2, CiscoWorks CiscoWorks RME2, CiscoWorks 
~~ ~~ ~~ 

R e mote 
configuration 
support 

BOOTP, OHCP, Telnet, HTIP, FTP, TFTP, Telnet, HTIP, FTP, TFTP, and SNMP Telnet, HTIP, FTP. TFTP,and SNMP 
and SNMP 

local configuration Oirect consoled port 
(RJ-45 interface) 

Environmental 

lnput Power 
Requirements 

PowerDraw 

Warranty 

-4• to 122"F 1-200 to 500C), 10 to 90% 
humidity (noncondensing) 

90 to 240 VAC +/· 10% 
(power supply);48 voe +/· 
10%(device) 

8watts, RMS 

One year 

1. Management lnformation Base 
2. CiscoWorks Resource Manager Essentials 
3. Software lmage Manager 

Oirect consoled port 
(RJ-45 interface) 
-4•to 131°F(-200to55°C), 10to90% 
humidity lnoncondensing) 

90 to 240 VAC +/· 10% 
(power supply);48 voe+/· 
10%(device) 

6watts, RMS 

One year 

Selected Part Numbers and Ordering lnformation 1 

Oirect consoled port 
(RJ-45 interface) 
-4•to 122"FI-200to500C),10to90% 
humidity (noncondensing) 

90 to 240 VAC +/· 10% 
(power supply);48 voe +/· 
10%(device) 

11 watts, RMS 

One year 

1200 Series Access Points 
AIR-AP1200 
AIR-AP1220B-A-K9 
AIR-AP1220B-E-K9 
AIR-AP1220A-J-K9 
AIR·AP1220B-J-K9 

AP Platform, Cardbus and MPCI Slots (no radio), Enet Uplink 
802.11 b AP w/Avail CBus Slot, FCC Cntg 

1230 Series Access Points 

802.11 b AP w/Avail CBus Slot, ETSI Cnfg 
802.11 a AP w/Avail MPCI Slot, Enet Uplink, TELE C Cnfg 
802.11 b AP w/Avail CBus Slot, Japan Cnfg 

AIR·AP1210 lOS based AP Platform, Cardbus and MPCI Slots (no radio), Enet Uplink 
AIR-AP1230B·A·K9 lOS based 802.11b AP w/Avail CBus Slot, FCC Cnfg 
AIR-AP1230B-E-K9 lOS based 802.11 b AP w/Avail CBus Slot, ETSI Cnfg 
AIR-AP1230A-J-K9 lOS based 802.11a AP w/Avail MPCI Slot, Enet Uplink, TELE C Cnfg 
AIR-AP1230B-J-K91 OS based 802.11b AP w/Avail CBus Slot, Japan Cnfg 

/ 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not avallable through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.c om/dprg (limited country availa bility) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

~o Aironet 1200 Series Access Points ________ _ 
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Cisco Aironet 1100 Series Access Points 
The Cisco Aironet® 1100 Series Access Point provides a secure, 
affordable, and easy-to-use wireless LAN solution that combines 
mobility and flexibility with the enterprise-class features required by 
networking professionals. 

Taking advantage o f the Cisco Wireless Security Suite for the 
strongest enterprise security available and of Cisco lOS® Software 
for ease-of-use and familiarity, the Cisco Aironet 1100 Series Access 
Point delivers manageability, performance, investment protection, 
and scalability in a cost-effective package with a low total cost of 
ownership. The Cisco Aironet 1100 Series features a single, 
upgradable 802.11 b radio, integrated diversity dipole antennas, and an innovative 
mounting system for easy installation in a variety of locations and orientations. 

• 

The first access point based on Cisco lOS Software, the Cisco Aironet 1100 Series 
extends end-to-end intelligent networking to the wireless access point. Cisco 
command-line interface (CLI) allows customers to quick1y and consistently implement 
extended capabilities available in Cisco lOS Software. Customers can manage and 
standardize their networks using tools they have developed internally for their Cisco 
routers and switches. 

Enterprise-class features· including virtual LANs (VLANs), quality of service (QoS), 
and proxy mobile Internet Protocol (IP) make the Cisco Aironet 1100 Series ideal for 
enterprise installations. The Cisco Aironet 1100 Series also supports standard Cisco 
Aironet features such as hot-standby and load balancing, allowing enterprises to 
implement intelligent, reliable network services. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 11110 Series • A cost·effective and upgradable WLAN solution that combines the mobility and flexibility of a WLAN 
Access Point solution with the enterprise-class te atures required by a business LAN. 

Key Features 

Want an off the shelf WLAN solution that does not require simultaneous dual band operation, ar the 
additional range offered by high-gain antennas. 

• Single 802 .11 b radio, upgradable to 802.11g 
• Provides end-to-end solution support for lntelligent Network Services 
• Variety o f mounting options 
• Cost effective, yet feature-rich 

Specifications 

Feature 
Data R ates Supported 

Network standard 

Uplink 

Frequency Band 

Network architecture type 

Wireless Medium 

Modulation 

Operating Channels 

Cisco Aironet 1100 Series Access Points 
1, 2, 5.5, 11 Mbps 

IEEE 802.11b 

Autosensing 802.3 10/100BaseT Ethernet 

2.412 to 2.462 GHz (FCC); 2.412 to 2.472 GHz (ETSI ); 2.422 to 2.452 GHz (I srael) ; 2.412 to 
2.484 GHz (TELEC) 

lnfrastructure, star topology 

Direct Sequence Spread Spectrum (DSSS) 

DBPSK @ 1 Mbps; OQPSK @ 2 Mbps; CCK @ 5.5 and 11 Mbps 

ETSI: 13; Israel: 7; Ameri cas: 11 ; TELEC (J apan): 14 

Cisco Aironet 1100 Series Access 
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• 
Feature 
Available Transmit Power Settings1 

Range (typical @ maximum power setting, 
2.2 dBi gain diversity dipole antenna) 
SMTP Compliance 
Antenna 
Security architecture client authentication 

Software lmage Network and lnventory 
support 
Remote configuration support 
Dimensions 
Weight 
Environmental 
System Memory 
lnput Power Requirements 
PowerDraw 
Warranty 

1. Management lnformation Base 

For More lnformation 

Chapter 3 Wireless LAN Products 

Cisco Aironet 1100 Series Access Points 
100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 
1 mW(OdBm) 
Maximum power setting will vary according to individual country regulations 
lndoor: 150ft (45 m)@ 11 Mbps1; 400ft (122m)@ 1 MbpsOutdoor: 800ft (244m)@ 11 / 
Mbps; 2000 ft (610 m)@ 1 Mbps / 

MIB I and MIB 11 

lntegrated 2.2 dBi diversity dipole antennas 

Cisco Wireless Security Suite including:Authentication: 802.11x support including 
LEAP, PEAP, EAP-TLS, EAP-TILS and EAP-SIM to yield mutual authentication and 
dynamic, per-user, per-session WEP keys; MAC address and by standard 802.11 
authentication mechanisms 
Encryption: Support for static and dynamic IEEE 802.11 WEP keys of 40 bits and 128 
bits; Pre-standard TKIP WEP enhancements: key hashing (per-packet keying), 
message integrity check (MIC) and broadcast key rotation 
CiscoWorks CiscoView, Resource Manager Essentials, and Campus Manager 

BOOTP. DHCP, Telnet. HTIP. FTP. TFTP. and SNMP 

4.1 in. (10.4 em) wide; 8.1 in. (20.5 em) high; 1.5 in. (3.8 em) deep 

10.5 oz. (297 g) 

132• to 104• F (o• to 40• C); 10-90% humidity (noneondensing) 

16MB RAM; 8MB Aash 

100 to 240 VAC 50 to 60Hz (power supply); 33 to 57 VDC (device) 

4.9 watts, RMS 

One year 

See the Cisco Aironet Web site: http://www.cisco.com/go/a.ironet 

·cisco Aironet 5 GHz 54 Mbps Wireless Client 
Adapte r 
The Cisco Aironet® 5 GHz 54 Mbps Wireless LAN client 
adapter is an Institute o f Electrical and Electronic Engineers 
(IEEE) 802.11a-compliant CardBus adapter that operates in the 
UNII-1 and UNII-2 bands. The client adapter complements the 
Cisco Aironet 1200 Series 802.11a Access Point, providing a 
solution that combines performance and mobility with the security and manageability 
that enterprises require. 

Wireless LAN client adapters can increase productivity by enabling mobile users to 
have network and Internet access anywhere within a building that is equipped with a 
wireless network infrastructure. Wireless client adapters connect a variety of devices 
to a wireless network either in ad hoc peer-to-peer mode or in infrastructure mode with 
access points . With this client adapter, you can quickly add new employees to a 
network, support temporary workgroups, or enable Internet access in conference rooms 
or other meeting spaces. And the Cisco Aironet client solution is easy to use, making 
the benefits of wireless mobility completely transparent. 

With Cisco, you can confidently deploy a wireless solution that provides robust 
enterprise-class security. Ali Cisco Aironet products feature the award-winning Cisco 
Wireless Security Suíte, which is based on the IEEE 802.11 x standard for port-based 
network access. 

Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapte r 

....... 



• 

• 

c 

• 

Chapter 3 Wireless LAN Products 

• 
The Cisco Wireless Security Suite takes advantage of the Extensible Authentication 
Protocol (EAP) framework for user-based authentication. It supports a variety of 
802.1lx authentication types including EAP Cisco Wireless (LEAP) and 
EAP-Transport Layer Security (EAP-TLS). ,/'·--:L]ê.''-., 
The Cisco Aironet Client Utility (ACU), with an intuitive graphical user interfu~,e:'· 0'···,\ '\ 
pr?vides an easy :-vay to configure, monit?r, and m~nage the Cisco Aironet 5 ?lft)<"'ÀO C(; ) · ; 
W1reless LAN Chent Adapter. The ACU mcludes s1te-survey tools that presen\ \. / / 
easy-to-understand detailed graphical information to assist in the placement o(à«~'e-ss . · ·~·· / / / 
points. Profile Manager allows you to create specific profile settings for various ·,·· ..... ~~-..:,;. .. ,­
environments, such as the office or home, making it simple for telecommuters and 
business travelers to move from one environment to another. 

Whento Sell 

Sell This Product 
Cisco Aironet 5 GHz 
54Mbps Wireless LAN 
Client Adapters 

Key Features 

When a Customer Needs These Features 
• lndustry leading security: IEEE802.11x support, including LEAP and EAP-TLS, for mutual 

authentication and dynamic per-u ser, per session WEP keys 
• Multi pie transmit power settings (20 mW/(13 dBm), 10 mW/(10 dBm). and 5 mW (7 dBm) 
• End-to-end Cisco branded solution 

• IEEE 802.11a-compliant CardBus adapter that operates in the UNII-1 and UNII-2 
bands 

• Complements the Cisco Aironet 1200 Series 802.11a Access Point, providing a 
solution that combines performance and mobility with the security and 
manageability that enterprises require 

Specifications 

Feature 
Form Factor 

Interface 

Operational voltage 

LED 
Data Rates Supported 

Network Standard 

Frequency Band 

Network architecture type 

Media Access Protocol 

Wireless Medium 

Modulation 

Operating Channels 

Available Transmit Power Settings1 

Current steady state (typical) 

Range 

Power Management 

Antenna 

Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 
CardBus Type 11 

32-bit CardBus (PCI) 

3.3 V (+/- 0.33 V) 

Status (green) and Activity lamber) 

6, 9, 12, 18, 24, 36, 48, 54 Mbps (configurable as fixed o r auto selecting to extend range) 

IEEE 802.11a 

5.15 to 5.35 GHz (FCC UNII 1 and UNI I 2); 5.15 to 5.25 GHz (TELE C); 5.15 to 5.25 GHz 
(Singapore); 5.25 to 5.35 GHz (Taiwan) 

lnfrastructure, star topology 

Carrier sense multi pie access with collision avoidance (CSMA!CA) 

Orthogonal Frequency Division Multiplexing (OFDM) 

(OFDM sub-carrier); BPSK@ 6 and 9 Mbps; QPSK @ 12 and 18 Mbps; 16-QAM @ 24 
and 36 Mbps; 64-QAM@ 48 and 54 Mbps 

FCC: 8 channels (UNII-1 4 ch annels and UNII-2 4 channels); 4 channels for Japan, 
Singapore, and Taiwan 
20 mW (13 dBm);lO mW (10 dBm); 5 mW (7 dBm) 
Maximum power sening will vary according to individual country regulations. 

1Transmit: 520 mA; Receive: 580 mA; Sleep: 20 mA 

Omni directional Antenna : In doar: 60 h (18m)@ 54 Mbps, 130 h (40m) @ 18 Mbps, 170 
h 152m) @ 6 Mbps 
Outdoor: 100 h (30m) @ 54 Mbps, 600 h (183m) @ 18 Mbps, 1000 (304m)@ 6 Mbps 
Patch Antenna: lndoor: 70 h (21m) @ 54 Mbps, 150 h (45m) @ 18 Mbps, 200 h (61 m) @ 
6 Mbps 
Outdoor: 120 h (36m) @ 54 Mbps, 700 h (213m) @ 18 Mbps, 1200 h (355m) @ 6 Mbps 
3 1evels of power consumpti on available, including: CAM (Constantly Awake Mode), 
Fast PSP (Power Save Mode), Max PSP (M aximum Power Savings) 

lnteg rated 5dB i ga in patch antenna 

-·-----... ._.__ __ ....._ 
~ ~os no 03/2005 - ~~ 

I CPMI - CORR 10 ~ 
Cisco Aironet 5 GHz 54 Mbps Wireless Client Ada~ 
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Feature Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 
Security architecture client authentication Cisco Wireless Security Suite including: Authentication: 802.11x supportfor LEAP and 

EAP-TLS to yield mutual authentication and dynamic, per-user, per-session WEP keys; 
MAC address and by standard 802.11 authentication mechanisms 

Drivers 

Environmental 

Warranty 

Encryption: Support for static and dynamic IEEE 802.11 WEP keys of 40 bits and 128 
bits; Pre-standard TKIP WEP enhancements: key hashing (per-packet keying), 
message integrity check (MIC) and broadcast key rotation 

Windows, 98/98SE, Windows ME, Windows 2000 and Windows XP 

-30' to 70'C; 95% humidity (noncondensing) 

One year 

1. Management lnformation Base 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series Client Adapters 
Wireless client adapters are the key to adding mobility 
and flexibility to an enterprise-increasing 
productivity by enabling users to have network and 
Internet access anywhere within a building without the 
limitation o f wires_ The Cisco Aironet 350 Series 
802_11 b Client Adapters are a complement to Aironet 
350 Series infrastructure devices, providing an enterprise-ready solution that combines 
mobility with the performance, security, and manageability that people have come to 
expect from Cisco_ Wireless client adapters connect a variety of devices to a wireless 
network either in ad hoc peer-to-peer mode or in infrastructure mode with Access 
Points. Available in PC Card (PCMCIA) and Peripheral Component Interconnect (PCI) 
form factors, Cisco Aironet 350 Series Client Adapters quickly connect desktop and 
mobile computing devices wirelessly to ali network resources. With this product, you 
can instantly add new employees to the network, support temporary workgroups, or 
enable Internet access in conference rooms or other meeting spaces. 
Cisco Aironet 350 Series Client Adapters deliver superior range, reliability, and 
performance for business users needing information access anytime, anywhere. 
Combined with Cisco Aironet unique security services, this product ensures that 
business-critical information is secure. Most importantly, the Cisco client solution is . 
easy to use, making the benefits o f wireless mobility completely transparent. 

When to Sell 

Sell This Product 
Cisco Aironet 350 Series 
Client Adapters 

When a Customer Needs These Features 
• IT Professionals or business executives want mobility within the enterprise to increase productivity, as 

an addition ar alternative to wired networks. 
• Business owners ar IT directors need flexibility for frequent LAN wiring changes, either throughout the 

site or in selected are as. 
• Any company whose site is not conducive to LAN wiring beca use of building ar budget limitations, sue h 

as oi der buildings,leased space ar temporary sites. 

Cisco Aironet 350 Series Client Adapters 

) 
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~_,., ,.... .... . ,.~ .. ~-..,.. ......... ~""" 

Key Features ,-" · _ .;::.~-~, · ·., 
. .. .. / ~"\,-·· ·. \ 

• Superior range and throughput for IEEE 802.11 b networks: ... _ /'x..O ( · . · 
• Secure network communications . .. • /'} · 'i./. , 
• World mode for international roaming \ ·,. 
• Full-featured utilities for easy configuration and managem~ht..~~:-~. ~, - · 
• Compliance with the IEEE 802.11 b high-rate standard 
• Support for ali popular operating systems 

Specifications 

Feature 
Data R ates Supponed 

Network Standard 

System Interface 

Frequency Band 

Network Architecture Types 

Wireless Medium 

Media Access Protocol 

Modulation 

Operating Channels 

Nonoverlapping Channels 

Receive Sensitivity 

Delay Spread 

Cisco Aironet 350 Series Client Adapters 
1, 2, 5.5, and 11 Mbps 

IEEE 802.11b 

AIR-PCM35x: PC Card (PCMCIA) Type 11 
AI R- PCI 35x: peripheral component interconnect (PC I) Bus 

2.4 to 2.4897 G Hz 

lnfrastructure and ad hoc 

Direct Sequence Spread Spectrum (DSSS) 

Carrier sense multi pie access with collision avoidance (CSMAJCA) 

DBPSK @1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 

North America: 11; ETSI: 13; Japan: 14 

Three 

1 Mbps: -94 dBm 
2 Mbps: -91 dBm 
5.5 Mbps: -89 dBm 
11 Mbps: -85 dBm 
1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

• 

Available Transmit Power Settings1 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 1 mW 
(OdBm) 

Range (typical) 

Compliance 

Operating Systems Supported 

Antenna 

Encryption Key Length 

Authentication Type 

Status lndicators 

Dimensions (W x D x H) 

Weight 

Environmental 

lnput Power Requirements 

Typical Power Consumption 
(at100 mW transmit power setting) 

lndoor: 130ft (40 m)@ 11 Mbps; 350ft (107 m)@ 1 Mbps 
Dutdoor: 800ft (244m)@ 11 Mbps; 2000 ft (610 m)@ 1 Mbps 

Dperates license free under FCC Part 15 and complies as a Class B devi c e; complies with 
DDC regulations; complies with ETS 300.328, m 2100, and MPT 1349 standards 

Windows 95, 98, NT 4.0, 2000, ME, XP, CE 2.11, CE 3.0, Ma c DS 9.x, and Linux 

AIR-PCM35x: lntegrated diversity dipoles 
AIR-LMC35x: Two MMCX connectors (antennas optional, none supplied with unit) 
AIR-PCI35x: Externai, removable 2.2 dBi Dipole with RP-TNC Connector 

128-bit 

EAP-Cisco Wireless LEAP 

Link Status and Link Activity 

AIR-PCM35x: 2.13 in. (5.4 em) x 4.37 in. (11.1 em) x 0.1 in. (0.3 em) 
AIR-LMC35x: 2.13 in. (5.4 em) x 3.31 in. (8.4 em) x 0.1 in. (0.3 em) 
AIR-PCI35x: 6.6 in. (16.8 em) x 3.9 in. (9.8 em) x .5 in. (1 .3 em) 

AIR-PCM35x: 1.6 oz (45g) 
AIR-LMC35x: 1 A oz (40g) 
AIR-PCI35x: 4.4 oz (125g) 
AIR-PCM35x and AIR-LMC35x: -22° to 158° F (-30° to 70° C) 
AIR-PCI35x: 32° to 131° F {0° to 55° C) 
10 to 90% (noncondensing) 

+5 VDC =/- 5% 

Transmit: 450 mA; Receive: 270 mA; Sleep mode: 15 mA 

1. Maximum power setting will vary according to individual country regulations . 

Cisco Aironet 350 Series Client Ada 
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Selected Part Numbers and Ordering lnformation 1 

,,,.,·· ·-...., 

Cisco Aironet 350 Series Client Adapters / n.._ · . 
AIR-PCM352 350 Series PC Card with Diversity Antennas & 128-bitWEP ~:/ 
AIR-PCI352 350 Series PCI Card with 2.2 dBi Dipole Antenna & 128-bit WEP f"f::_ ~ 
1. This is only a small subset of ali parts available via URL listed under "For More lnformation ." Some parts h ave .}y.:_ 

restricted access o r are not ava1lable through distribution channels. Resellers: For latest part number and priéing ­
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability) '- ... 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series 
Workgroup Bridge 
Designed to meet the needs o f remo te 
workgroups, satellite offices, and mobile users, 
the Cisco Aironet 350 Series Workgroup 
Bridge brings the freedom and flexibility of 
wireless connectivity to any Ethemet-enabled 
device. The 802_11 b workgroup bridge quickly connects up to eight Ethernet-enabled 
laptops or other portable computers to a wireless LAN (WLAN), providing a link from 
these devices to any Cisco Aironet Access Point (AP) or Wireless Bridge 
(line-of-sight) . 
Any Ethemet-ready device, including printers, copiers, PCs, point-of-sale devices, or 
monitoring equipment, can be placed directly at the point ofwork using the workgroup 
bridge-without the expense or delay of cabling. For temporary classrooms or 
temporary office space, the workgroup bridge provides flexible , easy network access 
for up to eight devices through the use of a standard eight-port Ethernet hub. 
Equipment can be easily moved as workgroups change in number or location, lowering 
facilities costs. 
The Cisco Aironet 350 Series Workgroup Bridge supports Wired Equivalent Privacy 
(WEP) security architecture and provides up to 128-bit encryption. The Cisco Aironet 
security architecture is based upon an IEEE 802.11 x standard utilizing the Extensible 
Authentication Protocol (EAP), an open standard that enables wireless manufacturers 
and RADIUS server vendors to independently develop interoperable hardware and 
software. For authentication of devices attached to the workgroup, a usemame and 
password may be stored in the workgroup bridge in either static or dynamic memory. 
When authenticated, the workgroup bridge receives a single-session, single-user 
encryption key from the Remote Access Dial-In User Service (RADIUS) server via the 
associated AP. With this centralized and standards-based architecture , wireless security 
scales to meet the requirements of any enterprise. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 350 Series o Connectivity to a network for remate workgroups located in an are a that may be difficult o r not practical 
Workgroup Bridge for wiring. 

o Supports up to eight Ethernet-based devices (with use of Ethernet hub) 

. • Cisco Aironet 350 Series Workg roup B_ri_d=-ge ______________ -. 
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Key Features 

• Driverless installation of up to eight Ethernet-enabled devices 

• Optimum wireless performance and range 
• Standards-based centralized security 
• Two versions for a range o f application requirements 
• Full-featured utilities and robust management 

Specifications 

Feature 
Data R ates Supported 

Client Interface 

Clients Supported 

Network Architecture Types 

Frequency Band 

Wireless Medium 

Media Access Protocol 

Modulation 

Operating Channels 

Nonoverlapping Channels 

Receive Sensitivity 

Delay Spread 

Cisco Aironet 350 Series Workgroup Bridge 
1, 2, 5.5, and 11 Mbps 

10BaseT Ethernet 

Direct: One 
Via hub: Eight 
lnfrastructure (via Cisco Aironet Access Point or Bridge) 

2.4 to 2.4897 G Hz 

Direct Sequence Spread Speetrum (DSSS) 

Carrier sense multi pie access with collision avoidance (CSMA/CA) 

DBPSK @1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 

North America: 11; ETSI: 13; Japan: 14 

Three 

1 Mbps: -94 dBm; 2 Mbps: -91 dBm; 5.5 Mbps: -89 dBm; 11 Mbps: -85 dBm 

1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

• 

.. ~-

Available Transmit Power Settings1 100mW(20dBm); 50mW(17 dBm);30mW(15 dBm); 20mW(13 dBm); 5 mW(7 dBm); 1 mW 
(OdBm) 

Range (typical) lndoor: 130ft (40 m)@ 11 Mbps; 350ft (107m)@ 1 Mbps 
Outdoor: 800ft (244m)@ 11 Mbps; 2000 ft (610 m)@ 1 Mbps 

Compliance Operares license free under FCC Part 15 and complies as a Class B devi c e; complies with 
DOC regulations; eomplies with EN 300.328 standards 

SNMP Compliance MIB I and MIB 11 

Antenna AIR-WGB352C: Dne nonremovable 2.2-dBi dipole 
AIR-WGB352R: Two RP-TNC connectors (antennas optional, none supplied with unit) 

Encryption Key Length AIR-WGB352x: 128-bit 

Remote Configuration Support Telnet, HTTP, FTP, TFTP, and SNMP 

Dimensions (W x D x H) 6.30 in. (16 em) x 4.72 in. (12 em) x 1.45 in. (3.7 em) 

Weight 12.3 oz (350g) 

Environmental Temperature: 32° to 122° F (0° to 50° C); 10 to 90% (Noncondensing) 

lnput Power Requirements North American: 120 VAC@ 60Hz; Universal: 90 to 264 VAC@ 47 to 63Hz 

1. Maximum power setting will vary according to individual country regulations . 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet 350 Series Workgroup Bridge 
AIR-WGB352C 350 Series Workgroup Bridge with Captured Antenna & 128-bit WEP 
AIR-WGB352R 350 Series Workgroup Bridge with Dual RP-TNC & 128-bit WEP 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not ava1lable through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availab~ity) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

1 4 11 
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Cisco Aironet 350 Series 
Wireless Bridge 
The Cisco Aironet 350 Series Wireless Bridge 
enables high-speed long-range outdoor links 
between buildings and is ideal for 
installations subject to plenum rating and 
harsh environments. lt is designed to meet the 
requirements o f even the most challenging 
applications. The 802.11 b wireless bridge 
delivers high data rates and superior 

Chapter 3 Wireless LAN Products 1 

throughput for data-intensive, line-of-sight applications. The bridges connect 
hard-to-wire sites, noncontiguous floors, satellite offices, school or corporate campus 
settings, temporary networks, and warehouses. They can be configured for 
point-to-point or point-to-multipoint applications and allow multiple sites to share a 
single, high-speed connection to the Internet. For functional flexibility, the wireless 
bridge may also be configured as an access point. 

The Cisco Aironet 350 Series Wireless Bridge features an extended operating 
temperature range of -20° to 55° C, allowing for placement outdoors in a NEMA 
enclosure or in harsh indoor environments such as warehouses and factories. With a 
durable metal case, the Cisco Aironet 350 Series Wireless Bridge is UL 2043 certified, 
and designed to achieve plenum rating as defined by various municipal fire codes. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 350 Series • Any company who needs to connectsites into a single LAN, even when separated by obsta eles such as 
Ethernet Bridge freeways, railroads and bodies oi water that are normally inaccessible via cabling. 

Key Features 

• Business owners who want a low-cost easy-to-deploy solution for connecting line-of-sight networks 
located in different buildings. 

• Business owners or IT directors who want multiple buildings on a campus to share a single high-speed 
line to the Internet. 

• High-speed (11-Mbps), high-power (100-mW) radios, delivering 
building-to-building links ofup to 25 miles (40.2 km) 

• A metal case for durability and plenum rating and an extended operating 
temperature rating for harsh environments 

• Supports both point-to-point and point-to-multipoint configurations 
• Broad range of supported antennas 
• Simplified installation, improved performance, and upgradeable firmware, 

ensuring investment protection 

• Cisco Aironet 350 Series Wireless Bridge II@JSfJII ~----------------------
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Specifications 

Feature Cisco Aironet 350 Series Wireless Bridge 
Data Rates Supported 1, 2, 5.5, and 11 Mbps 

Frequency Band 2.4 to 2.497 G Hz 

Wireless Medium Direct Sequence Spread Spectrum IDSSS) 

Media Access Protocol Carrier sense multi pie access with collision avoidance (CSMAJCA) 

Modulation 

·~" • . , I ' • ,r 

DBPSK @1 Mbps 
OQPSK@ 2 Mbps 
CCK@ 5.5 and 11 Mbps 

..-cc~7'::".,....-::-:---.-:----=::;:-.-=:--:-:c::..,..,.-;c;-;~;-;-;;-o::-::-:c-:-;-;--------------------'--~- / . 
Operating Channels North America: 11 ; ETSI: 13; Japan: 14 ··--··- - · -

Nonoverlapping Channels Three 

Receive Sensitivity 1 Mbps: -94 dBm; 2 Mbps: -91 dBm; 5.5 Mbps: -89 dBm; 11 Mbps: -85 dBm 

Delay Spread 1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

Available Transmit 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 1 mW (O dBm) 
Power Settings 1 

Range ltypical, contingent 18 miles (28.9 km)@ 11 Mbps 
upon antenna selected) Up to 25 miles (40.2 km)@ 2 Mbps 
Compliance Operates license-free under FCC Part 15 and c amplies as a Class B devi c e; complies with DDC regulations; 

complies with ETS 300.328, m 2100, and MPT 1349 standards; c amplies with UL 2043 (The use of this 
devi c e in a system operating either partially or completely outdoors may requirethe use r to obtain a license 
for the system according to the Canadian regulations. For further information, contact your local industry 
Cana da office.) 

SNMP Compliance MIB I and MIB 11 

Antenna Two RP-TNC connectors (antennas optional, nane supplied with unit) 

Encryption Key Length 128-bit 

Security 128-bit WEP in bridge mode 
IEEE 802.11x (includes EAP and RADIUS) in AP mode 

Status lndicators Three indicators on the top panel provi de information concerning association status, operation, 
error/warning, firmware upgrade, and configuration, network/modem, and r adio status 

Automatic Configuration BDDTP and DHCP 
Support 

Remote Configuration 
Support 

Local Configuration 

Bridging Protocol 

Dimensions 

Weight 

Environmental 

Enclosure 

lnput Power 
Requirements 

Telnet, HTIP, FTP, TFTP, and SNMP 

Direct console port (with supplied serial cable) 

Spanning Tree 

6.74 X 6.25 X 1.31 in. (17.1 X 15.9 X 3.3 em) 

1.431bs (.648 kg) 

Temperature: -4x to 131x F (·20x to 55x C) 
10 to 90% (noncondensing) 
Metal case (for plenum rating); UL 2043 certified 

24VDC 10% to 60 VDC (Ethernet line power) 

1. Maximum power setting will vary according to individual country regulations 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet 350 Series Wireless Bridge 
AIA·BA350·x-K9 350 Series 11 Mbps DSSS Bridge with 128-bit WEP 
Cisco Aironet 350 Series Wireless Bridge Basic Maintenance 
CDN-SNT-PKG2 SMARTnet Maintenance for AIA·BR350·A-K9 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not ava1lable through distribution channels . Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg llimited country availab~ity). 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

i RQS n° 03/2005 - 1 1 
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Cisco Aironet 
Antennas and Accessories 
Every wireless Local Area Network (LAN) 
deployment is different. When engineering an 
in-building solution, varying facility sizes, 
construction materiais, and interior divisions 
raise a host o f transmission and multipath 
considerations. When implementing a 
building-to-building solution, distance, 

Chapter 3 Wireless LAN Products 

physical obstructions between facilities , and number o f transmission points involved 
must be considered. 
Cisco is committed to providing not only the best access points, client adapters, and 
bridges in the industry-it is also committed to providing a complete solution for any 
wireless LAN deployment. That is why Cisco has the widest range of antennas , cable, 
and accessories available from any wireless manufacturer. 
With the Cisco FCC-approved directional and omnidirectional antennas, low-loss 
cable, mounting hardware, and other accessories, installers can customize a wireless 
solution that meets the requirements o f even the most challenging applications. 

Key Features 

• Client Adapter Antennas-Cisco Aironet wireless client adapters come complete 
with standard antennas that provide sufficient range for most applications at 
11 Mbps. To extend the transmission range for more specialized applications, a 
variety of optional, higher-gain antennas are provided that are compatible with 
selected client adapters 

• Access Point Antennas-Cisco Aironet access point antennas are compatible with 
ali Cisco RP-TNC-equipped access points. The antennas are available with 
different gain and range capabilities, beam widths, and form factors. Coupling the 
right antenna with the right access point allows for efficient coverage in any 
facility, as well as better reliability at higher data rates 

• Bridge Antennas-Cisco Aironet bridge antennas allow for extraordinary 
transmission distances between two or more buildings. Available in directional 
configurations for point-to-point transmission and omnidirectional configuration 
for point-to-multipoint implementations, Cisco has a bridge antenna for every 
application 

• Low-loss cable extends the length between any Cisco Aironet bridge and the 
antenna. With a loss o f 6. 7 dB per 100 feet (30m), low-loss cable pro v ides 
installation fl exibility without a significant sacrifice in range 

. • Cisco Aironet Antennas and Accessories ••t• 
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Specifications 

Client Adapter Antennas 

Feature 
Description 

AIR-ANT3351 
POS diversity dipole 1 

• 

Application lndoor diversity antenna to extend the range of Aironet LMC lien,ta.dapters 

•A":-pp-:-:r~ox~i~m:-::a:-:te~l~nd-:oo~o--r-;;R __ a_ng'-e_a--:-t-;1::-Mo.b;;.p_s-,-------:-3-;;;50""'ft--("'10
7
7_m,l _______________ ··-_ . ....._....:. :::....,_,._, . .. -~f 

Approximate lndoor Range at 11 Mbps3 100ft. (51 m) 

Cable Length 5 ft. (1.5m) 

Dimensions Base: 7 x 2 in. (18 x 5 em) 
Height: 8 in. (20 em) 

Weight 9.2 oz. (261 g) 

1. A type of low-gain (2.2 dBi) antenna consisting of two (often internai) elements. 
2. A ratio of decibels to an isotropic antenna that is commonly used to measure antenna gain. lhe greater the dBi 

value, the higher the gain and, as sue h, the more acute the angle of coverage. 
3. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 

ideal indoor conditions. lhe distances referenced here are approximations and should be used for est1mation only. 

Access Point Antennas 

Feature 
Description 

Application 

Approximate lndoor 
Range at 1 Mbps1 

Approximate lndoor 
Range at 11 Mbps 1 

Cable Length 

Dimensions 

Weight 

AIR-ANT5959 
Diversity omni-direetional 
ceiling mount 
lndoor unobtrusive antenna, 
best for eeiling mount. 
Excellent throughput and 
eoverage solution in high 
multipath cells and dense. 

350ft. (105m) 

130ft. (45m) 

3ft. (0.91m) 

AIR-ANT3195 AIR-ANT2012 
3 dBi Patch Wall Mount Diversity pateh wall 
Antenna mount 
lndoor/Outdoor lndoor/Outdoor, 
direetional antenna unobtrusive medi um 

range antenna 

Aeeess Point: 271 ft. 
(82m) 
Bridge: .5 miles (.9 km) 

547ft. (167m) 

Aeeess Point: 80ft. (24m)167 ft. (51m) 
Bridge: 950ft. (290m) 
12ft. 3ft. (0.91 m) 

AIR-ANT3213 
Pillar mount diversity 
omni 
lndoor, unobtrusive 
medium-range antenna 

497ft. (151m) 

142ft. (44m) 

3ft. (0.91 m) 

5.3 X 2.8 X 09. in. (13.5 X 7.1 X 4 X 5 in. (9.7 X 13 em) 4.78 x 6.66 x .82 in. (12.14 10 x 1 in. (25.4 x 2.5 em) 
x 16.92 x 2.08 em) 2.3 em) 

0.31bs. (0.14kg) 4.9 oz. (139g) · 9.6 oz. (272g) 1 lb. (460g) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal indoor conditions. lhe distances referenced here are approximations and should be used for est1mation only. 

Access Point Antennas (cont.) 

Feature AIR-ANT1728 AIR-ANT4941 AIR-ANT3549 AIR-ANT1729 
Description High gain omnidireetional 2.2 dBi dipole antenna Pateh wall mount Pateh wall mount 

eeiling mount 

Application lndoor medi um-range lndoor omni-direetionallndoor, unobtrusive, lndoor, unobtrusive, 
antenna, typieally hung from eoverage long-range antenna medium-range antenna (may 
erossbars ot drop eeilings (may also be used as a also be used as a 

medium-range bridge medium-range bridge 
antenna) antenna) 

Approximate lndoor 497ft. (151m) 350ft. Aeeess Point: 700ft. Aeeess Point: 542ft. (165m) 
Range at 1 Mbps1 (213m) Bridge: 1.1 miles (1 .8 km) 

Bridge: 2.0 miles (3.2 
km) 

Approximate lndoor 142ft. (44m) 130ft. Aeeess Point: 200ft. Aeeess Point: 155 ft. (47m) 
Range at 11 Mbps 1 (61m) Bridge: 1900 ft. (580m) 

Bridge: 3390 ft. (1032m) 

Cable Length 3ft. (0.91 m) N/ A 3 ft. (0.91 m) 3ft. (0.91 m) 

Dimensions Length: 9 in. (22.86 em) 5.5 in. 5 x 5 in. 4x 5 in. 
Diamete r: 1 in. (2.5 em) (12.4 x 12.4 em) (9.7 x 13 em) 

Weight 4.6 oz. (131 g) 1.1 oz. 5.3 oz. (150g) 4.9 oz. (139g) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal indoor conditions. lhe distances referenced here are approximations and should be used for est1mation only . 

Cisco Aironet Antennas and Ac 
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• 
Bridge Antennas 
Feature AIR-ANT2506 AIR-ANT4121 AIR-ANT1949 
Description Omnidireetional High-gain omnidireetional Yagi mast mount Solid dish 

Mast mount Mast mount 

Application Outdoor short·range Outdoor medium-range Outdoor medium-range Outdoor long-rang •• \ . 
poi nt-to-m ui ti poi nt point·to-multipoint direetional eonneetions direetional eonne eti~ ·_ 
applieations applieations ··-

Approximate lndoor 
Range at 1 Mbps1 

5000 ft. l1525m) 4.6 miles 17.4 km) 6.5 miles 110.5 km) 25 miles (40 km) 

Approximate lndoor 1580 ft.(480m) 1.4 miles (2.3 km) 2.0 miles (3.3 km) 11.5 miles (18.5 km) 
Range at 11 Mbps 1 

Cable Length 3ft. (0.91 m) 1 ft.(0.30m) 1.5 ft. (0.46m) 2ft. (0.61 m) 

Dimensions Length: 13 in.(33 em) Length: 40 in. (101 em) Length: 18 in. (46 em) Diameter 24 in. (61 em) 
Diameter: 1 in. (2.5 em) Dia meter: 1.3 in. (3 em) Dia meter: 3 in. (7.6 em) 

Weight 6 oz. (17g) 1.5 lb. (0.68 kg) 1.5/b. (0.68 kg) lllb.(5 kg) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal inôoor conditions. The distances referenced here are approximations and should be used for est1mation only. 

low-loss/Uitra low-Loss Antenna Cable 
Feature AIR-CAB020ll-R AIR-CAB050ll-R AIR-CAB100Ull-R AIR-CAB150Ull-R 
Cable Length 20 ft. (6m) 50ft. 115m) 100 ft. (30m) 150ft. 146m) 

Transmission Loss 1.3 dB 3.4 dB 4.4 dB 6.6 dB 

Cisco Aironet Accessories 
Feature AIR-ACC2537-060 AIR-ACC3354 AIR-ACC2662 
Description 60 in. (152 em) bulkhead extender Lightning arrestor Yagi artieulating mount 

Application F/exibi e antenna eable that extends Helps prevent damage dueto Adds swiveling eapability to 
access point eabling typieally lightning-indueed surges or statie mast·mounted yagi antennas 
within an enelosure eleetrieity 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet Accessories 
AIR-ACC2662 
AIR·ACC3354 
AIR·CAB020LL·R 
AIR-CAB050LL-R 
AIR-CABlOOULL·R 
AIR·CAB150ULL·R 
Cisco Aironet Antennas 
AIR·ANT1728 
AIR·ANT1729 
AIR·ANT1949 
AIR-ANT2012 
AIR-ANT2506 
AIR-ANT3195 
AIR-ANT3213 
AIR-ANT3338 
AIR-ANT3351 
AIR-ANT3549 
AIR·ANT4121 
AIR-ANT4941 
AIR-ANT5959 

Yagi Antenna Artieulating Mount 
Lightning Arrestor w/ grounding ring 
20ft. 16m) low-loss antenna eable 
50ft. (15m) low loss antenna eable 
100ft. (30m) low loss antenna eable 
150ft. 146m) low loss antenna eable 

5.2 dBi Omni Ceiling Mount Antenna 
6 dBi Pateh Wall Mount Antenna 
13.5 dBi Yagi Mast Mount Antenna 
6.5 dBi Diversity Pateh Wall Mount Antenna 
5.2 dBi Omnidireetional Mast Mount Antenna 
3 dBi Pateh Wall Mount Antenna 
5.2 dBi Pillar-Mount Diversity Omni Antenna 
21 dBi Solid Dish Antenna 
2.2 dBi POS Diversity Dipole Antenna 
8.5 dBi Hemispherieal Pateh Antenna 
12 dBi Omnidireetional Mast Mount Antenna 
2.2 dBi Oipole Antenna (Standard Rubber Duek) 
2.0dBi Oiversity Omni Ceiling Mount Antenna 

1. This is only a sma ll subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not avaJiable through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availa bility). 

For More lnformation 

See the Aironet Antennas & Accessories Web s ite http://www.c isco.com/go/antenna 

• Cisco Aironet Antennas and Accessories .IIF .. ~I$ .. 1~-dii .. .-L_______ -------------------------------
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IP Telephony, Video, & Web Collaboration 

Campus IP Telephony, Video, & Web Collaboration ata Glance 
Product 
Cisco IP Phones IP 79011 
Series 

Cisco CaiiManager 3.3 

CiscoWorks IP Telephony 
Environment Monitor 

Cisco IP Contact Center 
(IPCC) Enterprise Edition 

Cisco IP IVR 

Cisco IP Contact Center 
Express Edition 
(Formerly IP ICD) 

Cisco Unity-Unified 
Messaging and Voice Mail 
Cisco Personal Assistant 

IP Telephony Applications 

Features 
An exciting, distinctively stylish, and pure Voice over IP phone portfolio to meetthe wide 
range of business communication needs at affordable prices 
• Display-based technology provides ease-of-use 
• lntegrated inline power and 2-port Ethernet Switch provides end-to-end infrastructure 

integration 
• Rich application environment enabled by open APis based on XML 

Page 
4-3 

• The software-based c ali processing and call control component of Cisco's IP Telephony 4-4 
solution 

• Resides on Cisco Media Convergence Servers (MCS), Cisco ICSn50, orselected third-party 
servers (CaiiManager 3.3) 

A suíte of management applications that helps ensure the readiness and manageability 9-18 
of converged networks that are supporting VoiP and IP telephony traffic and applications. 
The bundle includes: 
• Voice Health Monitor 
• Default Fault Manager 
• CiscoView 

• CCO Downloadable Modules: 
-IP Phone lnformation Utility 
-IP Phone Help Desk Utility. 
- Fault History Manager 

Cisco IP Contact Center (I PC C) Enterprise Edition delivers intelligent c ali routing, 4-8 
network-to-desktop CTI, and multi-channelmedia contact management to contact center 
agents over an IP network. lt includes severa! applications, including the following: 
• CaiiManager 
• Cisco lntelligent Contact Manager (ICM) 
• Cisco IP IVR!-IP Queue Manager 
Cisco IP IVR, a new world interactive voice response (IVR) solution, provides a feature-rich 4-10 
foundation forthe creation of an IP-based IVR that is open and expandable. Cisco IP IVR h as 
the following key features: 
• Provides a multimedia (voice/data/Web) IP-empowered application-generation 

environment 
• Can be deployed anywhere in the IP network 
• Offers Web-based activation and administration 
• Cisco IPCC Express is a software-based ACD, IV R, and CTI application for mid-sized 4-9 

contact centers with Cisco IP Telephony networks based on Cisco AWID. 
• Cisco I PCC Express is an open systems platform allowing ease of configuration. 
• lt h as a graphically driven workflow editor providing a common interface for creating 

interactions, or call flows, and creates business logic between IVR and ACD functions. 
Voicemail and unified messaging system delivers ali messages into single inbox for access 4-11 
via phone, email or Internet 

Software application allows users to browse voicemail, dia I by na me, and conference from 4-13 
any phone using voice commands instead oi telephone keypad via speech recognition 
• Cisco Survivable Remate Site (SRS) Telephony Software-lOS software that runs on local 4-14 

branch office router provides IP Telephony backup redundancy for IP phones in that office 
when IP phones detect that WAN is down or/and CaiiManager is unreachable 

• Cisco IP Phone Messenger-sends lnstant Messages (IM) between Cisco IP Phones and 
Lotus Sametime or MS Messenger desktop IM clients 

• Cisco IP SoftPhone-Windows-based application for PC, allows users to make and receive 
calls from PC without a dedi cated phone 

• Cisco Conference Connection (CCC)- enables enterprises to bring geographically 
dispersed employees and customers tog etherto facilitare meetings and collaboration. CCC 
provi des a cost-eHective and time-eHicient method of doing business without the"~·~-----__,,t../ 
travei. 

Campus IP Telephony, Vídeo, & Web Collaboration ata Gla 
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Product Features Page 
Cisco MCS 78110 Series High availability server platform for Cisco IP telephony systems 4-17./ ..• · 
Media Convergence Servers• Turnkey solution, includes CaiiManager or other software ~ · 

• For large- and medium-sized enterprise IP telephony deployments í' .. Ü'-.. 
Cisco ICS 7750 lntegrated • A branch ottice/midmarket business with standalone IP telephony needs from 35-500 users4- t~ . ': ,.. \.() ( 
Communications System • An end-user customer or partner who wants a single "box" (or platform) IP telephony ':. , : J Y:::: '\J 

Cisco IAD 2400 Series 
lntegrated Access Device1 

Cisco Voice Gateways2 

Cisco IPNC 35110 Series 

Videoconferencing 

Products 
Cisco IP/TV 3400 Series 
Video Servers 

Cisco Web Collaboration 
Option 

Cisco E-mail Manager 

Cisco Emergency 
Responder 

solution to ease deployment and/or to standardize on voice configurations across multi pie \ '\, 
sites \ ' . ./ 

• An existin~ multiservice data network customer who wants to add IP telephony ''-~->; __ ;,/ 
funct1onahty to c reate a converged network solutiOn 

Business class fixed-configuration lntegrated Access Devi c e (IAD) 
• Delivers packet ar TOM voice and data over single WAN uplink 
• lOS Telephony Servi c e (ITS) provides locaiiAD-based c ali processing to offer key switch 

functionality, ideal for small offices (5-24 phones) 
• IP-based keyswitch functionality, ideal for small ottices (5-20 phones) who do not need 

Cisco CaiiManager capabilities 
• Supports standard phones and IP phones on a single platform 
• 8 FXS/16 FXS/16FXSt8FXO analog voice ports and 1 T1 digital vai c e port models 
• WAN Interfaces: T1- PPP, FR, ATM and DSL-ADSL and G.SHDSL 

4-18 

The Cisco VG248 dedicated voice gateway provides connectivity between IP networks and 4-22 
legacy telephony systems/PSTN 
• Support various types of interfaces, including T1 and E1 
• Fully manageable by Cisco CaiiManager, a CLI interface via Telnet, or via SNMP 
• Videoconferencing over IP solution 4-22 
• Cost-ettective, easy-to-manage 
• Translates between H.323 and H.320 systems 
• Management and Ouality of Service 

• High-quality video communications over enterprise networks 4-23 
• Support live and sclieduled video, video on demand 
• Enable training, corporate communications, business TV, and distance learning 
• Web-based collaboration, 4-24 
• Share any Windows desktop application 
• Ideal for both sales- and service-oriented customer servi c e organizations 
• Automates the process of tracking and responding to inbound ema i I. 4-25 
• Automatically assigns email requests to the most appropriate agent 
• Graphical rules engine makes it easy to define custam rules for lhe processing of ema i I 
• Workswith Cisco CaiiManagerto automatically provide E9-1-1 features in North America, 4-25 

and is compatible with any emergency number including 112 in Europe, 999 in UK, and 000 
in Australia. 

• Dynamically tracks the location of IP phones, routes emergency calls to the appropriate 
E9-1-1 network, and provides the current location infonmation to E9-1-1 call center 
dispatchers. 

• Provides real-time alert notifications to on-site or contracted security groups, to facilitate a 
timely response to emergency situations. 

Cisco ATA Series oi Analog Turns any analog telephone into an IP telephone. Each of the two voice ports supports 4-27 
Telephone Adaptors independent telephone numbers, providing two separate lines. 

• lnteroperable with multi pie standards including H.323, SIP, MGCP and SCCP 
• Enables analog devices, such as phones and fax machines, to support Vaie e ave r IP 

services by converting the analog signal into an IP signal 
Cisco CTE-1400 Series Transforms Web content for display and interaction on small screen mobile devices and IP 6-13 
Content Transfonnation Telephones 
Engine • Supports a broad range of devices 

• Transforms existing content 
• GUI/Console Administrative Tool 

1. IP Keyswitch capabilities also available with 2600/2600XM and 3600 series routers; see IP Keyswitch Web site: 
http://www.cisco.com/go/keyswitch 

2. Cisco's fullline of multiservice routers ais o provide analog and digital voice gateway functionality through use of 
network modules and voice interface cards. Please see the 1700, 2600XM, 3600,7200, 5x00 series in 
Chapter 1-Routers, as well as Chapter 7-Access Products. 

• Campus IP Telephony, Video, & Web Collaboration at a Glance -
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Cisco 7900 Series IP Phones ~.;~.~. /-;:~ 
Cisco IP Phones provi de unmatched leveis o f integrated ~· · 4f ~ \ 
business functionality and converged communications ~- \ir+\..: . ·•· -~Y ._; 
beyond today's conventional voice systems. The Cisco IP , ~~ '• / • 

~~:;::~~~: ~;:;e::f:~:~,:~!d:e~:;~ ~;~:;:::~::i:; f' <I <:_'_:_:-_;: 5·/ 
phone traffic. The Cisco IP Phone 7940G "business set" 
addresses the communication needs of a transaction type worker, in a office cubicle 
environment, who conducts medium to high telephone traffic. The Cisco IP Phone 
7912G, 791 OG+SW, 791 OG, and 7905G "basic sets" address the communication needs 
o f a cubicle worker who conducts Iow to medium telephone traffic. The Cisco IP Phone 
7902G "entry set" addresses v o ice communication needs o f a lobby, lab, manufacturing 
floor, and other areas where only a minimal amount of features are required. Cisco IP 
Phone Expansion Module 7914 extends the Cisco IP Phone 7960G with additional 
buttons and LCD, increasing the total number of buttons to 20 with one module, or 34 
with two modules. Cisco IP Conference Station 7935, a high-quality hands-free 
conference station, is designed for use on desktops and offices and in small to 
medium-sized conference rooms. 

Key Features 

• Dynamic soft keys make the telephone simpler to use by presenting calling options 
based on context 

• Open APis using XML to deliver applications to the display 
• Automatic phone discovery, VLAN configuration, and registration 
• Quality ofService (QoS) is provided via support of802.1pq, in addition to 

configurable DIFFSERV and TOS 
• Voice-activity detection, silence suppression, comfort-noise generation, and errar 

concealment 
• G. 711 a, G. 711 u, G. 72 9ab audio-compression coder-decoders ( codecs) 
• Software upgrade support via Trivial File Transfer Protocol (TFTP) server 
• Microsoft NetMeeting enabled-features such as application sharing and vídeo 

conferencing are available simply by pressing a button on your Cisco IP telephone 
• Integrated Ethemet Switch supporting Ethemet connectivity for a downstream PC 
• Integrated Inline power support allows the phone to receive power over the LAN 
• A hearing-aid-compatible handset 

Specifications 

Cisco 
IP Phone 

Feature 7902G 
Display None 

Dynamic Soft O 
Keys 
lnline Power Yes 

10/lOOBase-T No 
Ethernet 

Cisco IP 
Cisco IP Phone Cisco IP 
Phone 7910G and Phone 
7905G 7910G+SW 7912G 
Pixei·Based Character·Base Pixel -based 

Yes 

No 

d 
o 4 

Yes Yes 

Yes, 7910G +SW Yes 
No, 7910G 

Cisco Cisco IP 
Cisco IP Cisco IP 7914 Conference 
Phone Phone ExpansionStation 
7940G 7960G Module 7935 
Pixei-Based Pixei ·Based Pixel-based Character-Base 

d 
4 4 N/ A o 

Yes Yes Yes No 

Yes Yes N/ A No r 
Switch 
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.~· ·· ·-· - ~·-........ 
Cisco IP Cisco Cisco I~. · · , ' , 

Cisco Cisco IP Phone Cisco IP Cisco IP Cisco IP 7914 Conter c}{ ~ ·\ . \ 
IP Phone Phone 7910G and Phone Phone Phone ExpansionStatio'\ . ! ~\,. lu . ·; 

Feature 7902G 7905G 7910G+SW 7912G 7940G 7960G Module 7935 ' \!:f:. .· · 
Speaker No Monitor Only Monitor Only Monitor Only Yes Yes N/ A Yes 
Phone / 
rr::-:~:70c:-::o:-rr:-----.-..::-----.;-:-----....,-::----=::-------,;:-:---........,..-----....-::-----~-~ .. -··· · " Headset Jack No No No No Yes Yes N/ A No 
JRd Party XML No No No No Yes Yes N/ A No 
Applications 

Selected Part Numbers and Ordering lnformation1 

Cisco 7900 Series IP Power and Phones 
CP-7960G Cisco IP Phone 7960G, Manager Set 
CP-7940G 

CP-7912G 
CP-7910GtSW 
CP-7910G 
CP-7905G 
CP-7902G 
CP-7935 
CP-7914= 
CP-SINGLFOOTSTAND= 
CP-DOUBLFOOTSTAND= 
CP-WALLMOUNTKIT = 
CP-LCKNGWALLMOUNT = 
CP-PWR-CUBE= 
WS-PWR-PANEL 

Cisco IP Phone 7940G, Business Set 

Cisco IP Phone 7912G, Basic Set w/ Switch 
Cisco IP Phone 7910GtSW, Basic Set w/ Switch 
Cisco IP Phone 7910G, Basic Set 
Cisco IP Phone 7905G, Basic Set 
Cisco IP Phone 7902G, Entry Set 
Cisco IP Conference Station 
Cisco 79141P Phone Expansion Module forthe 7960 IP Phone 
Single module footstand 
Double module footstand 
Non-Locking Wall Mount Kit for 7910/40/SOG series IP phones 
Locking Wallmount Kit for the 7910/40/60G series IP phones 
I P Phone power transformer for 7900 series I P phones 
Catalyst 48 port lnline Power Patch Pane! 

1. This is only a small subset of ali parts. Some parts have restricted access orare not available through 
distribution channels. 

For More lnformation 

See the Cisco IP Telephones Web site: http://www.cisco.com/go/iptel 

Cisco CaiiManager 3.3 
Cisco CallManager call-processing software extends enterprise telephony features and 
capabilities to enterprise LANs and packet telephony network devices such as IP 
phones, media processing devices, voice-over-IP (VoiP) gateways, and multimedia 
applications. Additional data, voice, and vídeo services such as unified messaging, 
multimedia conferencing, collaborative contact centers, and interactive multimedia 
response systems interact with the IP telephony solution through CallManager's open 
telephony application programming interfaces (API). Cisco CallManager is installed 
on the Cisco Media Convergence Server (MCS) and selected third-party servers. lt 
ships with a suíte of integrated voice applications and utilities, including the Cisco 
Attendant Console-a software-only manual attendant console; a conferencing 
application; and administrative reporting tools. For more VoiP network management 
features, se e the Cisco Works Manager IP Telephony Environment Monitor, page 9-1 8. 

Cisco CallManager version 3.3 provides a scalable, distributable, and highly available 
enterprise IP telephony call-processing solution. Multiple servers are clustered and 
managed as a single entity; yie lding scalability o f up to 30,000 users per cluster. By 
interlinking multiple clusters, system capacity can be increased to as many as one 
million users in a I 00-site system. Clustering aggregates the power of multiple, 

Cisco CaiiManager 3.3 
--='------- --
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r;. c~ 

distributed Cisco CallManagers, enhancing the scalability and accessibility of th ~q;~, 
servers to phones, gateways, and applications. Triple call-processing server ~~ í 
redundancy improves overall system availability. , V 

The benefit of this distributed architecture is improved system availability and ..:.._~' ·- ., . 
scalability. Call admission control ensures that voice quality of service (QoS) is --- , 
maintained across constricted WAN links, and automatically diverts calls to altemative 
Public Switched Telephone Network (PSTN) routes when WAN bandwidth is not 
available. A Web-browsable interface to the configuration database enables remote 
device and system configuration. 

Key Features 

• Cisco CallManager includes a suíte of integrated voice applications that perform 
voice conferencing and manual attendant console functions, eliminating the need 
for special-purpose voice processing hardware 

• Supplementary and enhanced services such as hold, transfer, forward, conference, 
multiple line appearances, automatic route selection, speed dial, last-number 
redial, and other features are extended to IP phones and gateways 

• Capabilities enhancements are achieved though software upgradeability, avoiding 
expensive hardware costs traditional to legacy PBX systems 

• Cisco CallManager Attendant Console-This Web-enabled application supports 
the traditional role of a manual attendant console and allows the attendant to 
quickly accept and dispatch calls to enterprise users. An integrated directory 
service provides traditional busy lamp field (BLF) and direct station select (DSS) 
functions for any line in the system. lt monitors the state of every line in the system 
without requiring hardware-based line monitoring devices, thereby saving costs 

• Software-only applications such as the Cisco Interactive Voice Response system, 
Cisco IP Contact Center, Cisco Automated Attendant, and Cisco SoftPhone are 
applications that interact with the CallManager through telephony APis 

Specifications 

Feature 
Platforms 

Pre-lnstalled Software 

Sample Subset of System 
Capabilities 

Cisco CaiiManager 3.31 

Media Convergence Server IMCS) 
lntegrated Communications Server (ICS-7750) 
Selected third-party servers 
Cisco CaiiManager version 3.3lcall processing and call-control application) 
Cisco CaiiManager version 3.3 configuration data base lcontains system and devi c e configuration 
information, including dial plan) 
Cisco CaiiManager Administration software 
Cisco Conference Bridge 

Cisco Attendant Console 
Bulk Administration TooiiBAT) 
COR Analy.;is and Reporting ICAR) tool 
Real lime Monitoring Tool RTMT 
H.323 scalability improvements- 1,000 H.323 calls per CaiiManager server in cluster 
Virus checker certification 
Cisco lntrusion Oetection Sy.;tem (lOS) Host-Based Sensor certilication 

~ 
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Feature 
Summary of Administrative 
Features 

Chapter 4 IP Telephony, Video, & Web Collaboration 

Cisco CaiiManager 3.31 

Application discovery and registration to SNMP manager 
Automated Alternate Routing Groups 
Bulk Administration 
Cal\ Back 
Cal\ Detail Records (CDR) 
Cal\ forward reason c ode delivery 
Centralized. replicated configuration data base, distributed Web-based management viewers \ 
Configurable and default ringer WAV files per phone 
Configuration data base API 
Data base automated change notification 
Date/time display formal configurable per phone 
Debug information to common syslog file 
Device addition through wizards 
Devi c e downloadable feature upgrades-Phones, hardware transcoder resource, hardware 
conference bridge resource, Vo\P gateway resource 
Devi c e groups and pools for large system management 
Devi c e mapping tooi-IP address to MAC address 
Distinctive ring per line 
Dynamic Host Configuration Protocol (DHCP) block IP assignment-phones and gateways 
Dialed number translation table (inbound/outbound translation) 
Dialed Number ldentification Service (DNJS) 
Enhanced 911 servi c e 
H.323-compliant interface to H.323 clients, gateways, and gatekeepers 
lndividualline Cal\ Waiting Alert Configuration 
JTAPI 1.2 compute r telephony interface 
LDAP version 3 directory interface to selected vendor's LDAP directories 
• Active Di rectory 
• Netscape Directory Server 
Manager Assistant 
Mappable softkeys 
MGCP signaling and contra\ to se\ected Cisco VoiP gateways 
Multi levei Administration Access (MLA) 
Native supp\ementary services support to Cisco H.323 gateways 
Network Specific Facilities Paperless phone DNIS-display driven button labels on phones 
Performance monitoring SNMP statistics from applications to SNMP manager or to operating 
system 
Performance Monitor 
QoS statistics recorded per cal\ 
Q.SIG Support 
Redirected DNIS (RDNJS), inbound, outbound (to H.323 devices) 
Select specified line appearance to ring; Select specified phone to ring 
Single CDR per cluster 
Single point system/device configuration 
Sortable component inventory list by devi c e, user, or line 
System event reporting-to common sys\og or operating system event viewer 
TAPI 2.1 computer telephony interface 
Time-zone configurable per phone 
XML API into IP phones (794X/6X) 
Zero cost automated phone moves; Zero cost phone adds 

Cisco CaiiManager 3.3 
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Feature Cisco CaiiManager 3.31 

Summary of User Features Answer/answer release 
Auto-answer;2intercom 
Call connection 
Call coverage 
Call forward-all (off-net/on-net); Call forward-busy; Call forward-no answer 
Call hold/retrieve 
Call park/pickup; Call pickup group-universal 
Call status per tine (state, duration, number) 
Call waiting/retrieve 
Calling Line ldentification (CLID); Calling party name identification (CNID) 
Calling Line ldentifiation Restriction (CLIR) 
Direct inward dia! (DID; Direct outward dia i (DOD) 
Directory dia! from phone-corporate, 2personal 
Directories-missed, placed, received calls list stored on selected IP phones 
Distinctive ring (on-net vs. off-net); Distinctive ring per phone 
Drop last conference party (ad-hoc conferences) 
Extension mobility support 
Hands-free, full-duplex speakerphone 
HTML help access from phone 
Last number redial (off-net/on-net) 
Message waiting indication 
Multiparty conference-Ad-hoc with add-on, Meet-me 
Multi pie tine appearances per phone 
Music-on-hold 
Mute capability from speakerphone and handset 
On-hook dialing 
Operator attendant-Web-browser interface,loop key notification,logon/logoff, busy/available, 
left/right hand access, headphone access, busy lamp field, direct station select. drag and drop 
transfer, cal i status (state, duration, and number) 
Privacy 
Real-time QoS statistics through http browse to phone 
Recent diallist-calls to phone, calls from phone, auto-dia!, and edit dia! 
Single button data collaboration on SoftPhone-chat whiteboard, and app sharing 
Single directory number, multiple phones-bridged line appearances 
Speed dial-multiple speed dials per phone 
Station volume contrais (audio, ringer) 
Transfer-with consultation hold 
User-configured speed dia I and c ali forward through Web access 
Web services access from phone 
Wideband audio codec support-proprietary 16-bit resolution, 16kHz sampling rate codec 

1. Additional RAM may be required in Media Convergence Servers to support existing and enhanced services in 
Cisco CaiiManager 3.3. 

2. lndicates new feature o r service for Cisco CaiiManager version 3.3 

For More lnformation 
See the Cisco CallManager Web sites: http://www.cisco.com/go/callmgr 

- c-L 
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Selected Part Numbers and Ordering lnformation 1 

Cisco IP lntegrated Contact Distribution (ICD) 

ICD-3.0-STD-BS SW Standard ICO 3.0 Standard Bundle 
ICD-3.0-STO-BB 
ICD-3.X-S-AGT1 

ICD-3.X-S-AGT5 
ICD-3.X-S-AGT10 

ICD-3.X-S-AGT25 

IC0-3.X-S-AGT50 

ICD-3.X-S-SU P1 
ICD-3.X-S-HIST1 

ICD-3.0-ENH-BS 
ICD-3.X-E-AGT1 

ICD-3.X-E-AGT5 

ICD-3.X-E-AGT10 
ICD-3.X-E-AGT25 

ICD-3.X-E-AGT50 
ICD-3.X-E-SUP1 
IC0-3.X-E-HIST1 

Bid Set ICO 3.0 Standard Bundle 
1 Cisco Standard Agent Desktop ICO 3.X 

5 Cisco Standard Agent Desktops ICO 3.X 
10 Cisco Standard Agent Desktops ICO 3.X 

25 Cisco Standard Agent Desktops ICO 3.X 

50 Cisco Standard Agent Desktops ICO 3.X 

1 Cisco Standard Supervisor Desktop ICO 3.X 
1 Cisco Standard Historical Reporting ICD 3.X 

ICO 3.0 Enhanced Bundle 
1 Cisco Enhanced Agent Desktop ICO 3.X 

5 Cisco Enhanced Agent Desktops ICO 3.X 

1 O Cisco Enhanced Agent Desktops ICO 3.X 
25 Cisco Enhanced Agent Desktops ICO 3.X 

50 Cisco Enhanced Agent Desktops ICO 3.X 
1 Cisco Enhanced Supervisor Desktop ICO 3.X 
1 Cisco Enhanced Historical Reporting ICO 3.X 

1. This is only a small subset of ali parts available via URL listed under "For More lntormation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco IP lntegrated Contact Distribution Web site: 
http://www.cisco.com/go/icd 

Cisco IP IVR 
Cisco IP IVR, an interactive voice response (IVR) solution, provides a feature rich 
foundation for the creation of an IP-based Cisco IP IVR that is open and expandable. 
Written in Java to provide customer flexibility, IVR includes the following features: 

• Multimedia (voice/data/Web) IP-empowered application-generation environment 
• Support for optional Automated Speech Recognition (ASR) and Text-to-Speech 

(TTS) 
• Support for VoiceXML 
• Multiple Language support 
• Cisco IP IVR can be located in anywhere the IP network 
• Offers web-based activation and administration 
• Flows (the IP IVR applications) are stored in an industry standard LDAP directory 
• Cisco IP IVR is sold with Cisco CallManager and can be co-resident on the same 

server as CallManager or can function on a separa te, dedicated media convergence 
servers (MCSs) or Cisco-approved customer provided server 

• Packages available to scale up to 60 ports 
• Cisco IP IVR offers enhanced scalability 

Cisco IP IVR 
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Cisco Unity-Unified Messaging and Voice Mail /·~c}:, 

Cisco Unity is a powerful Unified Communications server that provides advanced,(f.~t~ 
convergence-based communication services and integrates them with the desktopf i h(o 

1 
applications business professionals use everyday, improving customer service an~ \ l./ 

productivity. Designed for enterprise-scale organizations, Cisco Unity delivers uni~d:'·· __ ... <" 

messaging that gives subscribers the ability to access and manage messages and canS'···~·--· . ~·._>­
from anywhere, at any time, regardless of device or media type. Subscribers can listen 
to e-mail over the telephone, check v o ice messages from the Internet, and i f a fax server 
is present, forward faxes to any local fax machine. Cisco Unity voice messaging 
features robust automated attendant functionality that includes intelligent routing, and 
easily customizable call screening and message notification options. Cisco Unity 
supports localized versions in multiple languages and supports multiple languages on 
a single system. 

Cisco Unity's optional digital networking module enables connectivity to other Cisco 
Unity servers at the same site via the LAN or remotely via WAN. Digital networking 
gives users the ability to send subscriber-to-subscriber messages anywhere in the 
world. 

Cisco Unity supports both Cisco CallManager and leading legacy telephone 
systems-even simultaneously-to help smooth the transition to IP telephony and 
protect existing infrastructure investments. Built on a scalable platform, it uses 
streaming media and an intuitive HTML browser-style system administration interface. 
Costs are minimized when Cisco Unity's server architecture is truly unified with an 
organization's data network. 

Key Features 

• Architecture allows IT staff to set one back-up procedure, one message storage 
policy, and one security policy 

• Enhanced scalability allows up to 72 ports per server; up to 7,500 subscribers per 
server; or a total o f 250,000 users in an Exchange environment or 100,000 users 
in a Domino environment 

• Support for Exchange 2000/ Active Directory as the single message store and 
directory; AMIS-A and VPIM interoperability for Exchange systems 

• Enhanced networking for large deployments-support for complex TDM 
telephone networks (multiple dialing domains) 

• Support for multiple CCM clusters; ability to light Message Waiting Indicators 
• With Exchange/Domino off-line, utilizes pre-MTA queue to take messages and 

give basic message access; Support for Lotus Domino as the single message store 
• Fault-tolerant system tools-robust security, file replication, event logging, and 

optional software RAID leveis 0-5 
• Support for Windows 2000 1 in a mixed/native mode 
• Unity lnbox/VMI (Visual Messaging Interface) is an Internet Explorer-based 

voice mail inbox providing unified messaging 
• Unity Bridge provides advanced message interchange functionality with legacy 

Avaya/Octel voice mail systems- unlocking proprietary networking to deliver 
open standards-based IP migration 

1. U~ity will not support Windows NT on the Unity server, although it can be insf~~~~Õ\fJJ12 
envuonment. CPMI ' 
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Specifications 
Feature Cisco Unity 3.1 
Unity Voice Mail (VM) and 16, 32 and Max sessions ... ""'- "'-,., 
Unified Messaging (UM) Configured for CaiiManager or configured for legacy PBX/dual integration 1 ··• \ 

Possible Configurations / '\ ~ \ '\ 
"O-pt"'io-n"'s----=------.;vo="'i~ce:oM07:"a i"l; o;V~oi-::-ce::-T.M-::-a ·"11 w--=<ith:-;M..-:;ul7ti-"li~ng~u~a~l o~p7tio=-=n~; ;ou~ni:rfie:::-:d;-;M:.:-:es~s~ag7in=-=g:-:-w:ci:;:th'T~ex-:::t--:-to=--"s::-:pe=-=e~c"h "m"""s).-:o:-::p7tio::-:n~. - f \o \_; ' 
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1. Contact your Cisco Software Sales Representative for integration information. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Unity Servers 
UNITY-SVR1400-1A 
UNITY-SVR2500A-1A 
UNITY-SVR2500C-2A 
UN ITY-SVRX232-1 A 
UN ITY-SVRX232-2A 

UNITY-SVRL570-1A 
UN ITY-SVRL570-2A 
UNITY-SVR7827-1A 

Dell1400; rack-mountable; (W2K included) 
Dell2500; rack-mount; 512MB; RAIO 1 (W2K included) 
Dell2500; rack-mount; 1GB; RAIO 5, 2nd CPU, Win2K 
IBM x232 rack; 512MB; RAIO 1 (W2K included) 
IBM x232 rack; 1GB; RAID 5, 2nd CPU (W2K included) 
Compaq ML570 rack; 2GB; RAIO 1(x2). RAIO 5, Dual CPU, Win2K 
Compaq ML570 rack; 4GB; RAIO 1(x2). RAID 5, Ouad CPU, Win2K 
MCS 7827 rack: (W2K included) 

UNITY-SVR7837-1A MCS 7837 rack; 512MB; RAIO 1 (W2K included) 
UNITY-SVR7847-2A MCS 7847 rack; 1GB; RAIO 5, 2nd CPU (W2K included) 
UNITY-EXP-CHAS= Expansion chassis 

Cisco Unity 3.1 Unified Messaging and Voicemail Software 
UNITYU50-4-3.1= Unity Unified Messaging, 50 users (includes 4 sessions) 
UNITYU100-8-3.1= Unity Unified Messaging, 100 users (includes 8 sessions) 
UNITYU20Q-12-3.1= Unity Unified Messaging, 200 users (includes 12 sessions) 
UNITYUJoo-16-3.1 = Unity Unified Messaging, 300 users (includes 16 sessions) 
UNITYU50Q-24-3.1= Unity Unified Messaging, 500 users (includes 24 sessions) 
UNITYU875-32-3.1= Unity Unified Messaging, 875 users (includes 32 sessions) 
UNITYU1175-40-3.1= Unity Unified Messaging, 1175 users (includes 40 sessions) 
UNITYU1600-48-3.1= Unity Unified Messaging, 1600 users (includes 48 sessions) 
UNITYU2200-60-3. 1= Unity Unified Messaging, 2200 users (includes 60 sessions) 
UNITYU2950-72-3. 1= Unity Unified Messaging, 2950 users (includes 72 sessions) 
UNITYV50-4-3.1= Unity Voice Messaging, 50 users (includes 4 sessions) 
UNITYV100-8-3. 1= Unity Voice Messaging, 100 users (includes 8 sessions) 
UNITYV200-12-3.1= Unity Voice Messaging, 200 users (includes 12 sessions) 
UNITYV300-16-3.1= Unity Voice Messaging, 300 users (includes 16 sessions) 
UNITYV500-24-3.1= Unity Voice Messaging, 500 users (includes 24 sessions) 
UNITYV875-32-3.1= 
UNITYV1175-40-3. 1 = 
UN ITYV1600-48-3. 1 = 
UN ITYV2200-60-3. 1 = 

Unity Voice Messaging, 875 users (includes 32 sessions) 
Unity Voice Messaging, 1175 users (includes 40 sessions) 
Unity Voice Messaging, 1600 users (includes 48 sessions) 
Unity Voice Messaging, 2200 users (includes 60 sessions) 

UNITYV2950-72-3.1= Unity Voice Messaging, 2950 users (includes 72 sessions) 
Cisco Unity Languages and Real Speak TTS 
UNITY-RS-2ML= Unity, 2-port Real Speak TIS, US Eng, UK, Fr, Ger, Euro Sp 
UNITY-RS-4Ml= Unity, 4-port Real Speak TIS. US Eng, UK, Fr, Ger, Euro Sp 
UNITY-RS-6ML= Unity, 6-port Real Speak TIS. US Eng, UK, Fr, Ger, Euro Sp 
UNITY-MULTILANG= Multi pie Language support 
UNITY-TWOLANG= Add supportfor a second language 
UNITY-AMIS= Unity, AMIS-A networking 

1. Thi s is only a small subset of ali parts available via URL listed under "for More lnformation ." Some parts have 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco Unity site: http://www.cisco.com/go/unity 

Cisco Unity-Unified Messaging and Voice Mail 
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Cisco Personal Assistant /T:.D 
Cisco Personal Assistant streamlines communications with personal call rules, spe{c{ 'b\..>... .,..._ 
recognition, and productivity services for IP phones. As an integral part of Cisco I l \~ (; 
AVVID (Architecture for Voice, Vídeo and lntegrated Data), it interoperates with \ <., ,~ 
Cisco CallManager and scales to meet the present and future needs ofyour employees·< '>::-;·: ·:_, 
Users can access voice mail, dial by name, and conference from any telephone using """~----· 
speech recognition instead ofthe telephone keypad. The Web-based and telephone user 
administration interfaces allow users to forward and screen calls in advance or in real 
time. The phone services enable users to check e-mail, voice mail, calendar, and 
personal contact information using the large, pixel-based LCD and interactive soft keys 
on the Cisco IP Phone 7940 or 7960. 

Key Features 

• Ubiquitous Access: Cisco Personal Assistant with Speech Recognition and IP 
Phone Productivity Services integrate with Cisco CallManager, Cisco Unity, and 
Microsoft Exchange within Cisco AVVID to streamline communications 

• Automatic Speech Recognition (ASR): Speech recognition interface allows users 
to utilize simple voice commands to perform tasks such as retrieval, replying, 
recording, and deletion o f voice messages; Entries can be dialed from personal 
address books or the corporate enterprise Lightweight Directory Access Protocol 
(LDAP) directory; Users can synchronize their Microsoft Exchange contact lists 
with their personal address books for quick name-dialing and ad-hoc group 
conferencing; Access to sensitive features such as voice mail is controlled by user 
authentication 

• Manage lnbound and Outbound Calls (Rules-Based Routing): Using a Web 
interface to create rules, users can forward and screen calls based on caller 
identification, time o f day, and meeting schedules; With "follow me," a special 
rule that uses speech recognition, users can forward all calls to a phone number 
immediately; Users can activate sets of pre-created rules from any telephone 

• CalendarView: Users can keep track of appointments right on the IP phone, 
directly from the Microsoft Exchange server with no synchronization necessary. 
In addition, users can choose to be notified of an upcoming event on the phone 
display or by pager 

• MailView: Cisco Personal Assistant presents users with access to e-mail and Cisco 
Unity voice-mail messages in the inboxes on the corporate messaging server. 
Users can access messages from a conference room, lobby phone, or colleague's 
phone, as well as their own. Any operation performed on the messages using 
MailView is automatically reflected in Microsoft Exchange and Cisco Unity; 
Cisco Personal Assistant interfaces with Microsoft Exchange and IMAP 4 
message stores for MailView features. 

Specifications 

Feature Cisco Personal Assistant 
Platform Cisco Media Convergence Server MCS-7825H-2.2-EVV1 and MCS-7835H-2.4-EVV1 

Web Server Requirements Basic Web Serve r: Microsoft IIS 4.0 o r late r 
for IP Phone Productivity Separate serve r for Cisco Personal Assistant Serve r and Speech Recognition Serve r 
Services Platform 
Software Compatibility Cisco CaiiManager 3.1 +. 3.2+. and 3.3+ Cisco Unity 2.46+,3.0+, and 4.0+ for voice-mail features Microsoft 

Exchange 5.5 and Exchange 2000 for calendar, e-mail, contact synchronization features 

Cisco Personal Assist 
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Selected Part Numbers and Ordering lnformation 1 

Cisco Personal Assistant 

SW-PASR1.3-SVR2S 

SW-PERSPROD-USR= 

SW-PERSPROO-USR10= 
SW-PASR1-KX= 

Cisco Personal Assistant 1.2 Server Software with Speech Recognition2 

Personal Productivity User License 

Personal Productivity 10 User License 
Cisco Personal Assistant 1.2, Expansion Speech Recognition Session3 

1. This is only a small subset ot ali parts available via URL listed under "For More lntormation." Some parts 
have restricted access o r are not available through distribution channels. Resellers: For latest part number 
and pricing into, se e the Distribution Product Reference Guide at: http://www.cisco .com/dprg (limited 
country ava i la bility). 

2. Cisco Personal Assistant can be purchased with an MCS-7825H-2.2-EW1 o r an MCS-7835H-2.4-EW1 media 
convergence server. 

3. Various session combinations available. 

For More lnformation 

See the Cisco Personal Assistant Web site: http://www.cisco.com/go/personalassist 

Additional Cisco IP Telephony Applications 
Cisco SRS Telephony 
Survivable Remote Site Telephony (SRS Telephony) provides key backup telephony 
functions at remote branch office routers if connectivity to the centrally-located Cisco 
CallManager fails (Le. WAN link is interrupted). In this case the SRS Telephony-. 
enabled router will take over and provide basic telephony service (including off-net 
calls to 911). Introduced in Cisco lOS Release 12.L5YD, the application is ideal for 
.enterprise organizations looking to cost-effectiv~ly deploy IP telephony in their branch 
office location. Cisco lOS Release 12.2(13)T added SRS Telephony 2.0 features on 
Cisco 1751, 1760,2600, 2600 XM, 2691, 3600, 3725/3745, IAD 2400, Catalyst 4000 
AGM, and Cisco 7200 series o f routers. SRS Telephony 2.1 features are available in 
12.2(11)YT on Cisco 1751, 1760,2650, 2600XM, 2691, 3640/3640A, 3660, and Cisco 
3725/3745 routers. 

SRS Telephony 2.0 features: Huntstop support; Music/Tone on Hold; Class of 
Restriction; Distinctive Ringing; Global forwarding to voicemail across PSTN during 
Cisco CallManager fallback; TCL based simple AA and IVR on local gateway (SRS 
Telephony router); Transfer across H323 network o f Cisco endpoints; Alias lists for 
single number to be designated for unregistered phones 

SRS Telephony 2.1 features: Internationallanguage support; Call forward 
no-answer/busy to Unity server with Personal Greeting; Cisco 7914 and 7935 support; 
VG248 support 

For More lnformation 

See the Cisco SRS Telephony .Web si te: http://www.cisco.com/go/srs 

• Additional Cisco IP Telephony Applications . ..,~.,~c~ ..... ~------ -- - · ·- - ----- -----
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Cisco IP Phone Messenger ~ 
The Cisco IP Phone Messenger (IPPM) is a productivity application, providing / ( ;;; 
e~hanced, real-time collaboration for Cisco AVVI~ IP Communications ~ystems ~ i 1 ~<f:>(_ 
Cisco IPPM extends the benefits o f Instant Messagmg and Presence to Cisco \ \-, · v 
CallManager networks, allowing users to send and receive instant messages on C i~<(·-., · ": < 
7940 and 7960 IP phones. Cisco IPPM interworks with IBM Lotus Sametime and MSN "-~-~ ... :_ .. _. ....... 

Messenger clients and supports the IETF SIMPLE (RFC-3428) protocol for instant 
messaging and presence. IPPM 1.1 requires Cisco CallManager release 3.2 o r la ter and 
is supported on the Cisco 7825 and 7835 Series Media Convergence Servers. 

For More lnformation 

See the Cisco IP Communications Web site: 
http://www.cisco.com/go/ipcommunications 

Cisco IP SoftPhone 

Cisco IP SoftPhone 1.3 is a PC based application that allows you to use your phone 
extension from wherever you connect to your corporate IP network, even over the 
Internet when using a VPN client. 

lt's dual mode operation allows you to either controla physical IP phone, or perform 
all the functions of a phone in standalone mode using your PC's soundcard or a USB 
audio handset or headset. 

Selected Part Numbers and Ordering lnformation 1 

Cisco SuiVivable Remote Site Telephony (SRS Telephony) Licenses 
FL-SRST-SMALL SRS Telephony Site License for the Cisco IAD 2400/2600/3620/Catalyst 4224 (up to 24 phones) 
FL-SRST-MEDIUM SRS Telephony Site License forthe Cisco 3640 (up to 48 phones) or order multi pie licenses forthe Cisco 3660 

(up to 144 phones, each supports up to 48 phones) 

Cisco IP SoftPhone 
SW-IPSOFTPHONE25= Cisco IP Softphone CD; 251icenses (licenses also available for 1, 50, and 100 users) 

For More lnformation 

See the Cisco IP SoftPhone Web site: http://www.cisco.com/go/softphone 

Cisco IP Manager Assistant1 

Cisco IP Manager Assistant is a tool that allows an assistant to provide call coverage 
for up to five managers simultaneously. When a user is configured as an IPMA 
manager, they are associated with a primary and secondary assistant. The configured 
manager is always logged onto the service and selects the preferred assistant from the 
7960 services menu. Features available to the manager are initiated from softkeys on 
the manage 's phone. Assistant user features are initiated and managed from a PC-based 
application named the Assistant Console . 

1. IP Manager Assistant is ava ilable as part of Cisco CaiiManager 3.3 for no a 

Additional Cisco IP Telephony Applicat 
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Key Features 

• Manager tools: 7960 IP phone-selection of assistant from pre-configured list; 
Divert All, lmmediate Divert, Transfer to Voice Mail, Intercept, DND, SetWatch, 
Assistant Watch, Call Filtering feature invocation; display o f toggled feature / - " ··· ..,,~ .,..,, 

status f~r Di v e~ All, Filtering, DND, As~istant ~atch and Assi_stant. availability; /' ,.. -.; ·-. . , \ 
speed d1al and lme appearance configuratwn for mtercom func twnahty; Manager ~· ( ~ 
Desktop--secure, browser-based access to configuration for default assistant . : \N....\o ~ : 
assignment, Divert All target, Immediate Divert target and filter list (CLID) \ \_ 
configuration. ''-...< ... 

• Admin Assistant Tools: 7960 IP Phone/7914 line extender-speed dial and line 
appearance configuration for intercom functionality ; 7960 IP phone-invocation 
o f new softkey features including Transfer to Voice Mail and Immediate Divert, 
speed dial to manager's intercom line; Assistant Console application-Windows 
application installed on assistant PC. GUI consistent with CallManager Attendant 
Console application. User-sizable application window and panes 

Specifications 

Feature Cisco IP Manager Assistant 
Platform Media Convergence Server (MCS) 

Software Compatibility Cisco CaiiManager version 3.3 
Assistant Console Application-Microsoft Windows 98, NT desktop, ME, 2000 Desktop and XP 

For More lnformation 

See the Cisco Media Convergence Server Web site: http://www.cisco.com/go/ipma 

Cisco Conference Connection 
Cisco Conference Connection (CCC) is designed for small to medium enterprises and 
remate offices of larger enterprises. Cisco Conference Connection facilitates relevant 
participation regardless oflocation, enables faster decisions, and eliminates travei cost 
and time and disruptions caused by requirements for a physical conference room 
presence. Typical applications include service calls, project management, sales 
reviews, corporate announcements, customer and employee training, and other 
business meetings . This application is ideal for enterprieses trying to increase 
productivity while reducing expense. Simple web-based interface enables employees 
to manage their conference schedules and eliminates the service charges to conference 
service providers. 

For More lnformation 

See the Cisco Conference Connection Web site: 
http://www.cisco.com/en/US/products/sw/voicesw/ps752/index.html 

• Additional Cisco IP Telephony Appl ications .... ,, ..... ~.-
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Cisco MCS 7800 Series Media Convergence Servers 
Cisco MCS 78151-2000 

The Cisco MCS 78151-2000 provides an entry 
levei tower server equipped with an Intel 
Pentium™ 4 2000MHz processar, 40GB ATA 
hard drive and single non-hot swap power 
supply. An optional tape backup is available 
on some models ofthe MCS 78151-2000. 

Cisco MCS 7825H-2266 

··'f - =·· 
The Cisco MCS 7825H-2266 provides an entry levei rack mount server that occupies 
only one rack mounting space. This server is equipped with an Intel Pentium™ 4 
2266MHz processar, 40GB ATA hard drive anda single non-hot swap power supply. 
An optional tape backup is available on some models of the MCS 7825H-2266. 

Cisco MCS 7835H-2400 and Cisco MCS 78351-2400 

These Cisco MCS platforms provide a highly available mid-level rack mounted server 
solution that is equipped with an Intel Prestonia Xeon™ 2400MHz processar, up to six 
hot-swap Small Computer Systems Interface (SCSI) hard disks, a Redundant Array of 
Independent Disks (RAID) 1/0 Controller, hot swap fans and redundant hot swap 
power supplies. An optional tape backup is available for some models o f the MCS 
7835H-2400 and MCS 78351-2400. 

Cisco MCS 7845H-2400 and Cisco MCS 78451-2400 

These Cisco MCS platforms provide a powerful and highly reliable high level rack 
mounted server solution that is equipped with two Intel Prestonia Xeon™ 2400MHz 
processors, up to six hot-swap SCSI hard disks, RAID 1/0 controller, redundant hot 
swap fans and redundant hot swap power supplies. An optional tape backup is 
available for some models ofthe MCS 7845H-2400 and MCS 78451-2400. 

Specifications 

Cisco Cisco Cisco Cisco Cisco MCS 
MCS-78151-2000 MCS-7825H-1266 MCS-7835H-2400 MCS-78351-2400 7845H-2400 

Cisco MCS 
78451-2400 

Intel Pentium® 4 
2000-MHz processor 
512KB L2 Cache 
512MB SORAM 
40GB ATA/100 Hard 
Oisk 
1.44MB Floppy Oisk 
OVO Orive 
lntegrated ATA 
Controller 
Single 10/100/1000 
Ethernet NIC 
Tower System with 
optional rack mount 
kit. 

Intel Pentium® Intel Xeon® 2400-MHz lnteiXeon®2400·MHz Ouallntel Xeon® Ouallntel Xeon® 
2266-MHz processar processar 512KB Cacheprocessor 512KB 2400-MHz processar 2400-MHz processar 
512KBL2CacheSORAM SORAMisconfiguration Cache 512KB Cache 512KB Cache 
1s conflgura!IOn dependant SORAM is SORAM is SORAM is 
dependant Hard Oisk is configuration configuration configuration 
Hard 01sk IS configuration dependant dependant dependant 
conflgurat1on dependant Hard Oisk is Hard Oisk is Hard Oisk is 
dependant . SCSI Controller. configuration configuration configuration 
1.44MB Floppy 01sk OuallO!lOO!lOOO dependant dependant dependant 
OVO Orive Ethernet NIC2U Rack SCSI Controller. SCSI Controller. SCSI Controller. 
Hard Oisk Controller is Mount System. Ouall0/100/1000 Ouall0/100/1000 Ouall0/100/1000 
configuration Ethernet NIC2U Rack Ethernet NIC2U Rack Ethernet N IC2U Rack 
dependant Mount System Mount System Mount System 
Ouall0/100/1000 
Ethernet NIClU Rack 
Mount System 

Cisco MCS 7800 Series Media Convergence Se 
.--------------------------------

I I 

o c: 



Chapter 4 IP Telephony, Video, & Web Collaboration 

Selected Part Numbers and Ordering lnformation 1 

Cisco Media Convergence Server 78151-20001 1 

MCS-78151-2.0-EW1; CS-78151-2.0-EC$1 Cisco Media Convergence Server 78151-2000 

Cisco Media Convergence Server 7825H-2266 
MCS-7825H-2.2-EW1; MCS-7825H-2.2-ECS1 Cisco Media Convergence Server 7825H-2266 

Cisco Media Convergence Server 7835H-2400 
MCS-7835H-2.4-EW1 ; MCS-7835H-2.4-ECS1 Cisco Media Convergence Server 7835H-2400 

Cisco Media Convergence Server 78351-2400 
MCS-78351-2.4-EW1; MCS-78351-2.4-EC$1 Cisco Media Convergence Serve r 78351-2400 

Cisco Media Convergence Server 7845H-2400 
MCS-7845H-2.4-EW1; Cisco Media Convergence Server 7845H-2400 
MCS-7845H-2.4-ECS 1; M CS-7845H-2.4-ECS2 

Cisco Media Convergence Server 78451-2400 
MCS-78451-2.4-ECS1; MCS-78451-2.4-ECS2 Cisco Media Convergence Serve r 78451-2400 

Cisco Media Convergence Server 78551-1500 
MCS-78551-1.5-ECS1; MCS-78551-1.5- ECS2 Cisco Media Convergence Serve r 78551-1 500 

Cisco Media Convergence Server 78651-1500 
MCS-78651-1.5-EC$1; MCS-78551-1.5-ECS2 Cisco Media Convergence Serve r 78651-1500 

; 

l 

.......... 

L This is only a small subset oi ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the DtstributtOn Product Reference Guide at: http://www.cisco.com/dprg (limited country availa bility)_ 

For More lnformation 

See the Cisco Media Convergence Server Web site: http://www.cisco.com/go/mcs 

Cisco ICS 7750 lntegrated 
Communications System 
The Cisco Integrated Communications System 
(ICS) 7750 is a versatile IP telephony and services 
solution that brings the benefits of converged IP 
services to midmarket businesses and enterprise 
branch offices. Call processing, voice applications, 
voice gateways and multiservice IP routing are 

wa 
~ 

integrated within the system chassis to deliver true convergence while enhancing 
system manageability. The modular system architecture enables expansion of call 
processing redundancy, voice gateway capacity, routing capacity, and IP services to 
deliver system availability and scalability. The ICS 7750 offers quick and 
cost-effecti v e deployment o f powerful applications including unified messaging, 
integrated Web call centers, and data/voice collaboration. 

The Cisco ICS 7750 includes Cisco CallManager software, and combines an IOS-based 
multiservice router/voice gateway, application servers running core voice applications, 
Web-based management, and seamless connectivity to Cisco Catalyst switches. 

Cisco Systems also offers four Cisco ICS 7750 voice packages for convenient and 
cost-effective entry points for customers to deploy IP telephony solutions in their LAN 
networks _ These ICS voice packages are pre-configured to simplify ordering o f the 
necessary voice components including voice mail for a mid-market business or branch 
si te. 

• Cisco ICS 7750 lntegrated Communications System 
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Sell This Product 
~~~~ 

When a Customer Needs These Features \ ' tu · 

When to Se li 

ICS 7750 lntegrated 
Communications System 

• A branch office/midmarket business with standalone IP telephony needs from 35-500 users \ _ ··::; ·· ·· 
• An end-user customer or partner who wants a single "box" (o r platform) IP telephony solution to e~~e- ... · . .-· 

deployment and/or to standardize on voice configurations across multi pie sites - -u .. ..... 

Key Features 

• An existing multiservice data network customer who wants to add IP telephony functionality to c reate 
a converged network solution 

• Integrated Functionality (includes CallManager for call-processing, multiservice 
router/voice gateway, Web-based management, and core voice applications) 

• Modular chassis architecture features 6 universal slots with hot swapability 
• Modular industry-proven Cisco IOS-based Multiservice Route Processar (MRP) 

delivers data routing and voice trunking; ensures end-to-end QoS 
• Industry-leading selection of WAN Interfaces 
• World wide selection o f voice interfaces 
• Optional redundant power supply and uninterruptible power supply 
• Optional integrated voice applications including Unity voice/unified messaging, 

IVR, contact center 
• Integrated Web/GUI-based system management tool for simple monitoring and 

troubleshooting; Console and Telnet access to CLI system management 
• Automated inventory, discovery, and configuration of desktop devices and 

applications 
• Automated fault management, auto-notification ofproblems via e-mail or pager 
• Compatible with SNMP-based management tools including Cisco Works 2000 
• N+ 1 CallManager clustering enables a backup Cisco CallManager to improve 

system availability 

Specifications 

Feature 
System Switch Processar 

System Alarm Processar 

System Processing Engine 

Multiservice Route Processor 

Dimensions and Weight 
(HxWxD) 

Mounting Options 

Cisco ICS 7750 
Fixed slot card; 10/100BaseT autosensing data switch; Two-port RJ-45 connectors; lncluded with 
each ICS 7750 system 
Fixed slot card; Two serial ports; One console port; Resource Cards; lncluded with each ICS 7750 
system 
Universal slot card; Intel Pentium 111700 MHz CPU;1 GB SRAM; 40GB hard disk drive 

Universal slot card; Standard memory: 64MB ORAM (max.128 MB); Memory upgrade (option): 16, 32, 
64MB ORAM; Standard flash memory: 16MB Flash SIMM (max. 80MB); Flash upgrade (options): 
16, 32, 64MB Flash; modular voice/WAN interface (VWIC) card slots per card; Advanced data 
networking feature support, including: VPN, IPSec 56 and 3DES, Firewall 
15.75 x 17.25 x 12.5 in. (40.005 x 43.815 x 31.75 cm)Basic configuration-1 MRP, 1 SPE, 1 SSP, 1 SAP (a 
total of 4 cards = 2 fixed cards + 2 universal cards) and 1 power supply): 421b (18.9 kg) 

19 in rack-mount; Standalone 

•' 

~ ____ / ). 
j RQS no 03/20o5.CCL 
I ~PMI • CORREIO~ 

c;,co ICS 7750 lntegrated Commun;cat;~ ~ , 
I Fls 

: i ,-

3697 
Doe: 

L _ _ -... -.-.. -.. -.. -... --------------==::. 
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Selected Part Numbers and Ordering lnformation 1 

Cisco ICS 7750 Voice Packages 
ICS-7750-MlV 

ICS-7750-1V 

I CS-7750- BV 

ICS-7750-EV 

Cisco ICS 77501 
ICS-7750 

SPE310= 

MRP300= 

MRP3-8FXOM1= 

MRP3-8FXS= 

MRP3-16FXS= 

UPS-BASE-UNIT = 

UPS-BATT-PACK= 

PWR-AC-7750= 
FAN-TRAY-7750= 

ICS-7750-CHASSIS= 
SAP-7750= 

Cisco ICS 7750 FXO-Ml Analog Voice Package provides eight Foreign Exchange Office (FXO) 
analog voice interfaces, four analog FXS/DID ports, 25 Cisco Unity Voice Messaging 
mailboxes and support for up to 50 Cisco CaiiManager devices. 

Cisco ICS 7750 Tl Digital Voice Package provides 24 digital voice channels (DSOs). 8 analog 
FXS interfaces, 50 Cisco Unity Voice Messaging mailboxes and support for up to 500 Cisco 
CaiiManager devices. 

Cisco ICS 7750 ISDN BRI Voice Package provides four ISDN BRI interfaces (eight B 
channels). 50 Cisco Unity Voice Messaging mailboxes and support for up to 500 Cisco 
CaiiManager devices. 
Cisco ICS 7750 El Digital Voice Package provides 30 digital voice channels (DSOs), 50 Cisco 
Unity Voice Messaging mailboxes and support for up to 500 Cisco CaiiManager devices. 

Six-slot ICS chassis, SPE310, SSP, SAP, Power Supply & DOC-CD 

System Processing Engine 310 (512MB RAM and Windows 2000) 

Multiservice Route Processar 300 with two VIC/WIC slots 

Multiservice Route Processar with 8-ports FXO-Ml and one VIC/WIC slot 
Multiservice Route Processar with 8-ports FXS and one VIC/WIC slot 

Multiservice Route Processar with 16-ports FXO-Ml 

UPS with Standard Battery Pack, Ethernet Card (120 V for North America) 

Additional Externai Battery Pack for UPS Base Unit 

AC Power Supply for ICS 7750 Chassis 
Fan Tray for ICS-7750 

ICS-7750 Six-slot chassis & Fan Tray 
System Alarm Processar for I CS 7750 

SSP-7750= System Switch Processar for ICS 7750 

Cisco ICS 7750 WAN Interface Card (WIC) Modules (for MRP cards) 
WIC-1DSU-T1= 

WIC-lT= 

WIC-2T= 

WIC-2A/S= 

WIC-1 DSU-56K4= 

Wl C-1 B-S/T = 

1-Port Tl/Fractional Tl DSU/CSU WAN Interface Card 

1-Port Serial (Tl/El) Async/Sync WAN Interface Card 

2-Port Serial (Tl/El) Async/Sync WAN Interface Card 

2-Port low-speed Serial (up to 128kbps) Async/Sync WAN Interface Card spare 

1-Port4-Wire 56Kbps DSU/CSU WAN Interface Card 

1-Port ISDN BRI S/TWAN Interface Card (dial and leased line) 

WIC-1 B-U= 1-Port ISDN BRI U with NT-1 WAN Interface Card dial and leased-line 

Cisco ICS7750 Voice Interface Card (VI C) Modules (for MRP cards) 
VIC-2FXS 

VIC-4FXS/DID 

VIC-2DID 

VIC-2FXO 

VIC-2FXO-M1 

VIC-2FXO-M2 

VIC-2FXO-M3 

VIC-4FXO-M1 

VIC-2E/M 

VIC-2BRI -NT/TE 

VWIC-1MFT-T1 

VWIC-2MFT-T1 

VWIC-1 MFT-El 

Two-port FXS voice/fax interface card 

Four-port FXS or DID voice/fax interface card (ports can be configured for either FXS or DID) 

Two-port DID voice/fax interface card 

Two-port FXO voice/fax interface card 

Two-port FXO voice/fax interface card with battery reversal and caller ID (for North 
America) 
Two-port FXO voice/fax interface card with battery reversal and caller ID (for Europe) 

Two-port FXO voice/fax interface card with battery reversal and c alie r 10 (for Australia) 

Four-port FXO voice/fax interface card with battery reversal and caller ID (for N. America) 

Two-port E&M voice/fax interface card 
Two-port IDSN BRI (NT & TE) voice interface card 

One-port Tl/fractional Tl multiflex trunk with CSU/DSU (for CAS o r PRI) 

Dual-port Tl/fractional Tl multiflex trunk with CSU/DSU (forCAS or PRI) 

Jne-port El/fractional El multiflex trunk with CSU/DSU (for PRI) 

VWIC-2MFT-E1 Dual-port El/fractional El multiflex trunk with CSU/DSU (for PRI) 

Cisco ICS 7750 Packet Voice/Fax DSP Modules (for MRP cards) 
PVDM-256K-4= 

PVDM-256K-8= 

PVDM-256K-12= 

PVDM-256K-16= 

PV O M-256K-20= 

4-Channel Packet Voice/Fax DSP Module 

8-Channel Packet Voice/Fax DSP Module 

12-Channel Packet Voice/Fax DSP Module 

16-Channel Packet Voice/Fax DSP Module 

20-Channel Packet Voice/Fax DSP Module 

1. This is only a small subset of ali parts available via URL listed under ""For More lnformation ."' Some parts 
have restricted access orare not available through distribution channels. 

For More lnformation 

See the lCS 7750 Web site : http://www.cisco.com/go/ics7750 

• Cisco ICS 7750 lntegrated Communications System 
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Chapter 4 IP Telephony, Video, & Web Collaboration 

Cisco IAD 2400 Series lntegrated Access 
Device with lOS Telephony Service 
(ITS)1 

The Cisco IAD 2400 Series integrated access 
devices (IADs) combine data, voice, and vídeo 
services over IP and ATM networks to provide cost-effective and efficient means 
delivering high-speed Internet and voice services to small- and medium-sized v .... ,..., ... _ 

customers-all in a small (1 RU) system. When configured with optional ITS software, · 
the IAD 2400 is ideal for delivering converged LAN IP telephony in small office 
environments (5-20 phones) that do not require CallManager functionality. 

When to Sell 

Sell This Product When a Customer Needs These Features 

Cisco IAD 2400 Series Business-class, fully integrated access device 
• lOS Telephony Servi c e (ITS), ideal for small offices (5-20 phones) that do not need Cisco CaiiManager 

capabilities 
• Support for standard phones and IP phones on a single platform 
• 8 FXS/16 FXS/16FXS+BFXO analog voice ports and 1 T1 digital voice port models 
• T1-PPP, FR, HDLC, ATM, ADSL and G.shdsl WAN interfaces 

Key Features 

• Combines high-speed Internet access and toll-quality voice services o.n single 
IOS-based platform (ITS introduced in Cisco lOS Release 12_1 (5)YD) 

• Offers TDM, VoiP, and VoATM (AAL2) on a single platform 
• Seamless migration of customers from TDM-based GR-303 to packet-based 

GR-303 networks or to call agent-based networks 
• Automated remate installation and configuration enabled via Simple Network­

enabled Auto Provisioning (SNAP) and the Cisco Configuration Express tool 

Competitiva Products 
• Adtran: TA850, TA750, TA600 • RAD: LA-11 O, LA-140 
• Carrier Access: Adit 600 • Verilink (formerly Polycom): NetEngine 6200, 7200 
• Coppercom: MXR 400 • Wave7 Optics: LMG-B 

Specifications 

Feature IAD 2421 IAD 2423 IAD 2424 
Fixed LAN Ports 1-port Ethernet (10BASE-T) Same as IAD 2421 Same as IAD 2421 

Fixed WAN Ports 1-port T1 1-port ADSL 1-port G.SHDSL 

Voice Ports Analog: 8FXS, 16FXS, 
16FXS+BFXO; Digital: 1 T1 

Analog: BFXS Analog: BFXS, 16FXS, 16FXS+BFXO; 
Digital: 1 T1 

Processor Speed (type) 80 MHz IRISC) Same as IAD 2421 Same as IAO 2421 

Flash Memory 16MB IDefault); 32MB !Max) 16MB !Default); 32MB !Max) 16MB IDefault); 32MB !Max) 

ORAM Memory 64MB 64MB 64MB 

Dimensions (HxWxD) 1.7 X 17.5 X 11.3 in. Same as IAD 2421 Same as IAD 2421 

For More lnformation 

See the Cisco IAD 2400 Web site: http://www.cisco.com/go/2400 

1. IP Keyswitch capabilities al so ava ilable with 2600 and 3600 series routers; see IP Keyswitc 
http ://www.cisco.com/go/keyswitch 

Cisco IAD 2400 Series lntegrated Access Device with lOS Telephony Se 
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Cisco Voice Gateways 
Voice Gateways interface directly to PBXs or public telephone networks to carry voice 
traffic across IP networks-by converting IP calls to standard telephony calls and vice 
versa. They provide connectivity between packet telephony and legacy telephony such 
as PSTN, PBX, fax machines, and other devices. 

Cisco 's fullline o f multiservice routers can also add analog and digital v o ice gateway 
functionality through the use o f network modules and v o ice interface cards 1, such as /' ·· --~---... , 
the Catalyst 6000 Family FXS Analog Interface Module. Í/ . -· ., __ '""'·. 
~;::: ~:;~~~:~:~.::: dedicated voice gateway. i• .• \~r/) (u 

\ . · , __ -
The Cisco VG248 Voice Gateway is a 1 unit high rack mountable device allowing 48 '--.:~------ - . 
analog devices (phones, fax machines & modems) to be used with Cisco Call Manager. 
lt enables organizations with large numbers of analog phones (boteis, universities, 
hospitais, etc.) to deploy IP Telephony while maintaining the investment in legacy 
handsets. The analog lines are full featured (caller id, message waiting lights, feature 
codes) and the price per port is competitive with a legacy PBX. 

The VG248 will generate SMDI for the attached analog ports allowing connection to a 
Cisco Call Manager network through legacy voicemail systems. lt shares existing 
SMDI based voicemail systems between the Cisco Call Manager and the legacy PBX. 

Selected Part Numbers and Ordering lnformation 

Cisco VG 248 Voice Gateway 
VG248 48 Port Voice over IP analog phone gateway 

For More lnformation 

See the Cisco Voice Gateways Web site: http://www.cisco.com/go/voicegate 

Cisco IPNC 3500 Series Videoconferencing Products 
The IP/VC 3500 series is for enterprises and service providers who want a reliable, 
easy-to-manage, cost-effective network infrastructure for videoconferencing o ver their 
IP networks. They consist of the IP/VC 3511 Multipoint Contrai Unit (MCU, also 
known as a "video bridge"), the IP/VC 3521 and 3526 H.320 to H.323 Gateways and 
the IP/VC 3540-Series Videoconferencing System. The Cisco IP/VC product family 
works with H.323-standards-based videoconference client devices from a variety of 
vendors and integrates with legacy H.320 networks. 

• The Cisco IP/VC 3511 Multipoint Contrai Unit (MCU) is a 1RU stack/rack-mount 
system enabling adhoc videoconferences between three or more endpoints. 
Multiple participants in multiple locations attend the same meeting with real-time 
interactivity. It is suitable for small to medium enterprises and remate branch 
offices in larger enterprises 

• The IP/VC 3521 and the JP/VC 3526 Videoconferencing Gateways are also lRU 
stack/rack-mount systems that translate between H.320 and H.323 protocols. The 
IPIVC 3521 provides up to four BRI interfaces and the JPIVC 3526 provides one 
ISDN Tl/El PRl interface 

1. Please se e the 1700, 2600, 3600, 7200, 5x00 seri es in Chapter 1- Routers, Chapter 7- Access Products. 

Cisco Voice Gateways 
--- ---
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• The IP/VC 3540 Videoconferencing System integrates multipoint control units, 
and gateways I onto a single platform for cost-effective deployment ofiP-centric .,, ~---~·-
videoconferencing networks. In addition, the IPIVC 3540 platform offers T.120 /'. ,, :'-.. .. :/:} -...... . 
data conferenci?g through an _optional collabora~ion server. ~~stomers can add 

1 ,:/~"" 'X.\_)., "''\ · 
the ~at~ Matchmg module wh1ch enhances the v1deo compos1~10n of any ! , 0..0· (; \ 
mult1pomt conference. Enhanced features such as Rate Matchmg, a number of \ \. / 
robust Continuous Presence formats and audio transcoding are available \ ·> ·. ../ 

" • The Multimedia Conference Manager (MCM) software is part of Cisco lOS ·, --. ~-~~ 
Software and available across a wide range of Cisco router platforms, including 
the Cisco 2600/2600XM, 3600, 3700, and 7200 series. As a gatekeeper/proxy, it 
enables network managers to control and secure bandwidth and priority settings 
for H.323 videoconferencing services 

Selected Part Numbers and Ordering lnformation 1 

Cisco IPNC 3500 Series Videoconferencing Products 
IPVC-3511-MCU IPNC 3511 H.323 Videoconference Multipoint Control Unit 
IPVC-3521-GW-48 
IPVC-3526-GW-1 P 
IPVC-3540-MC03A 

IPVC-3540-XAM03 
IPVC-3540-RM 

IPVC-3540-GW2P 

IPVC-3540-XAG 

IPVC-3540-AS 

IPVC-3540-DS03 

MCM lmages 

lOS 12.2(11)T 

IPNC 3521 H.320-H323 Videoconferencing Gateway with 4 BRI ports 
IPNC 3526 H.320-H.323 Videoconferencing. Gateway-1 PRI 
IPNC 3540 MCU Module- 30 Sessions- (also available in 60 and 100 session capacities) 

IPNC 3540 Audio Transcoderfor 30 session MCU (also available for 60 session MCU) 
IPNC 3540 Rate Matching Module (allows different rates in the same conference) 
IPNC 3540 H.320 to H.323 Gateway Module 

IPNC 3540 Gateway Audio Transcoder 

IPNC 3540 Application Serve r (CPU required for 1120 Data Conferencing Server 

IPNC 35401120 Data Conferencing Server software (also available in 60 sessions) 
IP/H323 (Routers: 2600, 3600, 3700) 

Enterprise Plus/ H323 MCM (Routers: 2600, 3600, 3700) 
Enterprise MCM (Routers: 7200) 

1. This is only a small subset of ali parts available. Some parts h ave restricted access orare not available through 
distribution channels. 

For More lnformation 

See the IP/VC 3500 series Web site: http://www.cisco.com/go/ipvc 

Cisco IPnv 3.4 
Cisco IP/TV® 3.4 delivers a complete, highly scalable, bandwidth-efficient solution 
for high-quality vídeo communications over enterprise networks. Cisco IP/TV supports 
live vídeo, scheduled vídeo, vídeo on demand (VOD), synchronized presentations and 
screen captures, anda wíde range ofvideo management functions . The solution enables 
a broad spectrum o f applications for enterpríse communícatíons íncludíng trainíng, 
corporate communications, business TV, and distance learning. 

Cisco IP/TV 3.4 are purchased as Cisco IP/TV 3400 Series Server appliances or 
software for third party servers. The Cisco IP/TV 3400 Series servers contain 
pre-configured software, preinstalled capture cards, network interface cards, and 
device drivers . The Cisco IP/TV 3400 Series íncludes the IP/TV 3412 Control Server, 
the IP/TV 3425 and 3425A Broadcast Servers, the IP/TV 3432 Archive Server, and the 
IP/TV 3417 Vídeo Starter System. This product family offers a range of choices to best 
suit large-scale enterprise applications, performance requirements , and bandwidth 
availability . 

/~ 
. f~QS n° o3i2oos -)71;- -
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Selected Part Numbers and Ordering lnformation1 

Cisco IP/TV 3400 Series Vídeo Servers 
IPTV-3412-CTRL Cisco IP!TV 3412 Control Server 
IPTV-3425-BCAST-M 
IPTV-3425A·BCAST-M 
IPTV-3432-ARCH 
IPTV-3417-START-M 

Cisco IP/TV Software 
IPTV-CM-3.4 
IPTV-SERV-3.4 
IPTV-SERV-MP4-3.4 
IPTV-START-HD1-3.4 

Cisco IP{TV 3425 MPEG-1, MPEG-2 Full 01 Broadcast Server 
Cisco IP!TV 3425 MPEG-1 Broadcast Server 
Cisco IP{TV 3432 Archive Serve r 
Starter Kit 

IP!TV Content Manager 
Broadcast/Archive Server 
Serve r w/ MPEG-4 card & license 

Starter Kit 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the IP/TV 3400 series Web site: http://www.cisco.com/go/iptv 

Web Collaboration-Cisco Web Collaboration Option 
The Cisco Web Collaboration Option enables businesses to combine the personal value 
o f human interaction with the information value o f the Web-creating a powerful 
environment for driving increased sales, exceptional service, and customer 
satisfaction. 
The Cisco Web Collaboration Option allows you to add "click-for-help" buttons on 
your Web site that enable customers to interact with your contact center agents over the 
Web while conducting a voice conversation (PSTN or Voice over IP [VoiP]) or text 
chat. Contact center agents and callers can share Web pages-including personalized or 
dynamically generated pages, complete forms in a collaborative fashion, and share any 
Windows desktop application using nothing more than a Web browser. By facilitating 
effective, personalized assistance designed to greatly enhance the customer experience, 
the Cisco Web Collaboration Option is an ideal solution for both sales- and 
service-oriented contact centers. 
The Cisco Web Collaboration Option can be deployed in apure IP environment or can 
be seamlessly integrated with your organization's existing telephony infrastructure to 
provide automated, blended delivery o f phone and Web-based inquiries. 

Selected Part Numbers and Ordering lnformation 1 

Cisco IP/TV 3400 Series Video Servers 
CCS-CCSSVR Cisco Web Collaboration and Media Blender Software 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 
See the Cisco Collaboration Server Web site: http://www.cisco.com/go/ccs 

• Web Collaboration- Cisco Web Collaboration Option "tlflll ----------------------
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E-Mail Response Management-Cisco E-mail Manager ~ 
Cisco E-Mail Manage~ is a_c?mprehe~sive, enterprise-class sol~tion for managi~g h*h(-10 X C0 
volumes of customer mqumes submltted to your company mallboxes or Web stte. \ \ 
Based on customizable business rules, Cisco E-Mail Manager accelerates the respons'b..~;· ·. _ . . ,. 
process by automatically directing messages to the right agent or support team, .... _~-.... - .. 
categorizing and prioritizing messages, suggesting relevant response templates, and, if 
desired, sending automated replies. A full -featured, browser-based interface provides 
your agents with the productivity tools and knowledge resources they need to provide 
fast, accurate and personalized responses to your customers. Cisco E-Mail Manager 
gives managers the queue management, reporting and outbound marketing tools they 
need to ensure that desired service standards are met, gain valuable insight into 
customer needs and generate new revenue opportunities. 

Whether you are building a customer support system from the ground up or integrating 
with existing organizational structures and legacy systems, Cisco E-Mail Manager's 
uniquely flexible, extensible and scalable design delivers a cost-effective, 
easy-to-implement strategy for building customer relationships over the Internet. 

Selected Part Numbers and Ordering lnformation1 

Cisco Email Manager 

CEM-SVR-W 
CEM-AGT 

Cisco Ema i I Manager Serve r (Win 2K) 

Cisco Ema i I Manager Agent License 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels . 

Cisco Emergency Responder 
Cisco Emergency Responder revolutionizes enterprise telephony support for E9-1-1 in 
North America, El-1-2 in Europe, and other emergency telephone services across the 
globe. Traditional PBX E9-1-1 implementations in North America support "automatic 
location identification" of emergency callers through daily manual database update 
processes, which limit the frequency of location updates and increase the likelihood of 
update errors. The Cisco Emergency Responder software application works with Cisco 
CallManager to automatically track the location of Cisco IP phones in enterprise 
campuses, route emergency calls to an appropriate public safety answering point 
(PSAP), and provi de the location o f the caller to the Public Safety Answering Point 
(PSAP). 

Cisco ER performs these functions without requiring tedious manual database updates 
after phone moves/adds/changes, which significantly reduces the time, headcount, and 
costs associated with traditional PBX E9-l-1 maintenance. While some vendors may 
automate location updates, they still require manual PBX configuration changes to 
trigger the updates. The Cisco ER solution, when coupled with the automated phone 
moves/adds/changes features in Cisco CallManager, is the first in the industry to 
completely automates the phone move process while maintaining E9-l-1 and location 
data integrity. 

In addition, Cisco ER can use email/pager messaging, telepbone calls, and 
auto-re freshing webpage updates to notify on-site security operations personnel and 
third-party agencies of emergency calls in progress. 

E-Mail Response Management-Cisco E-mail Mana 

r ---
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Key Features 

• Meets and exceeds traditional E9-1-1 requirements 
• Automates all user and phone moves, adds, and changes; Enables users and phones 

to move an unlimited number of times per day 
• Avoids the expense and burden of daily PS-ALI record uploads 
• Avoids daily error-prone documentation and database updates 
• Enables quicker and more effective emergency response from onsite personnel 

and public agencies 
• Provides configuration auditing to facilitate responsible change management and 

investigative or legal processes 
• Provides call history logs for capacity planning, management of emergency call 

abuse, and incident documentation 
• Compatible with any emergency number 

Specifications 

Feature 
Supported Platform 
System Capacity 

Cisco Emergency Responder 
Cisco Media Convergence Server, MCS-7835-1266 and MCS-7825-1133 

A single Cisco Emergency Responder serve r supports 10,000 phones and 30,000 Ethernet switch ports. 
Additional scalability parameters include 500 Emergency Response Locations (ERLs)-locations that can be 
uniquely identified to a Public Safety Answering Point (PSAP)- as well as 500 manually entered endpoints 
such as analog or proprietary phones or H.323 clients. Cisco recommends a second Emergency Responder 
serve r to forma fully redundant Cisco Emergency Responder Group with the same capacity and increased 
availability compared with a single Cisco Emergency Responder server. Larger campuses and distributed 
systems are supported via a network of Cisco Emergency Responder groups called a Cisco Emergency 
Responder Cluster. 

Configurable Elements 
Cisco CaiiManager 

Cisco Emergency 
Responder 

Other Components 

Supported Switches 1 

Call routing and digit manipulation to forward user-initiated emergency calls and PSAP return calls to and 
from Cisco Emergency Responder as appropriate 
System administration interface-for access to ali configuration components or oversight of outsourced 
vendors 
LAN administration interface-for IT LAN group or an outsourced vendor 
Emergency Response Location (ERL) administration interface-for IT telecom group or an outsourced 
vendor 
Configure e-mail account on a Simple Mail Transfer Protocol (SMTP) Internet mail serve r for use by Cisco 
Emergency Responder 
Configure an email-to-pager gateway, or use an email paging servi c e 
Configure a PS-ALI transfer application provided by the PS-ALI data base servi c e provi der (often requires 
a dialup modem connection) 
Provision an E9-1-1 capable voice trunk (Centralized Automated Message Accounting [CAMA] o r Primary 
Rate Interface [PRI]) through a local exchange carrier 
Cisco Catalyst 2950, 3500, 3550, 4000, 4500, 6500 Series 

1. Check for updates on CCO, and following is list oftested switch platforms attime of printing 

Selected Part Numbers and Ordering lnformation 1 

Cisco Emergency Responder 

SW·ER1.1-SVR 
SW-ER1.1-SVR-CP0= 

SW-KEY-ER1.1-USER= 

Cisco Emergency Responder software (MCS platforms), including 100 user licenses 
Cisco Emergency Responder software (Compaq platforms), including 100 user licenses 

Incrementai single-user license key for Cisco Emergency Responder 

1. Redundant user licenses are not required when ordering redundant CER servers for a single CER group. 

For More lnformation 

See the Cisco Emergency Responder Web site: http://www.cisco.com/go/cer 

Cisco Emergency Responder 
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Cisco ATA Series of Analog Telephone 
Adaptors 
The Cisco ATA 186 and 188 Analog Telephone 
Adaptors bring analog telephones into the networked 
world. The Cisco ATA series of products address the low-end product portfolio need 
by targeting the enterprise, business local services, small-office environment and the / :: ___ .f:;> 
emerging managed voice services market. These cost effective handset-to-Ethernet / (""·~~ 
adaptors enable analog devices, such as phones and fax machines, to support ~ j {A G ~ 
voice-over-IP (VoiP) services. The Cisco ATA 186 is equipped with, anda single RJ-~ \:~ 
Ethernet port. The Cisco ATA 188 has two RJ-11 voice ports and two RJ-45 ports . The. ·>·. _ 
internai Ethernet switch allows for a direct connection to a 10/1 OOBASE-T Ethernet "'-··- --~~-- - . -
network and connectivity to a co-located PC or other Ethemet-based device via the 
RJ-45 ports . 

Both models ship with a bootload image and must be upgraded to a signaling firmware 
image available on Cisco.com before deployment. Cisco ATAs can be configured 1 to 
use the standards-based Voice over IP (VoiP) protocols H.323, Session Initiation 
Protocol (SIP) , Media Gateway Control Protocol (MGCP) and Skinny Client Control 
Protocol (SCCP). 

When to Se li 

Sell This Product 

Cisco ATA Series of 
Analog Telephone 
Adaptors 

Key Features 

When a Customer Needs These Features 
• Enable analog devices, sue h as phones and fax machines, to support Voice over IP services by 

converting the analog signal into an IP signal 
• Continue use of existing analog phones with IP network 

• Auto-provisioning with Trivial File Transfer Protocol (TFTP) provisioning 
servers 

• Automatic assignment of IP address, network route IP, and subnet mask via 
Dynamic Host Configuration Protocol (DHCP) 

• Optional web configuration through built-in Web server 
• Optional touch-tone telephone keypad configuration with voice prompt 
• Administration password to protect configuration and access 
• Advanced pre-processing to optimize full-duplex voice compression 

• High performance line-echo cancellation eliminates noise and echo 
• Voice activity detection (VAD) and comfort noise generation (CNG) save 

bandwidth by delivering voice, not silence 
• Dynamic network monitoring to reduce jitter artifacts such a packet loss 

1. Two softrware image combinations are available on Cisco.com: H.323/SIP an.l ftlljt-ftf~Pr-S<e~c-----A 
MGCP/SCCP image includes the letters, ms, in its na me. 

Cisco ATA Series of Analog Telephone Ad 
----- - -- - ----- -- - ----------=-----'------'f-----""!' r 
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Specifications 

Feature Cisco ATA 186 
Telephone and network 2 RJ-11 FXS ports 
interfaces 1 RJ-45 interface for network connection 

Dimensions (H x W x O) 1.5 x 6.5 x 5.75 in. (3.8 x 16.5 x14.6 em) 

Cisco ATA 188 
2 RJ-11 FXS ports 
1 RJ-45 interface for network connection 
1 RJ-45 "switch port" for connection to PC o r another 
downstream Ethernet port 
1.5 x 6.5 x 5.75 in. (3.8 x 16.5 x14.6 em) - ---""'->,. ... 

Weights 
Voice-over-IP (VoiP) 
protocols 

15 oz (425 gm) 15 oz (425 gm) / , 

H.323 v2; H.323 v4; SIP (RFC 2543); MGCP 1.0 (RFC H.323 v2; H.323 v4; SIP (RFC 2543); MGCP 1.0 (RFC / CJ"-.. ·-.. \ ,, 
2705); MGCP 1.0/network-based call signaling 2705); MGCP 1.0/network-based call signaling (NCS) , ! \ ~ 
(NCS) 1.0 Profile; MGCP 0.1; SCCP 1.0 Profile; MGCP 0.1; SCCP ; \ ~ \.v . 

Selected Part Numbers and Ordering lnformation 1 \ .\ ~ 
Cisco ATA Series of Analog Telephone Adaptors 
ATA 186-11 Cisco ATA 186 2-port adaptor, 600 ohm impedance 
ATA186-12 

ATA188-11 

Cisco ATA 186 2-port adaptor, complex impedance (270 ohm in series with 750 ohm and 150 nF in 
parallel) 
Cisco ATA 188 2-port adaptor with switch, 600 ohm impedance 

ATA 188-12 Cisco ATA 188 2-port adaptor with switch, complex impedance (270 ohm in series with 750 ohm 
and 150 nF in parallel) 

Cisco ATA Series of Analog Telephone Adaptors Power Supply Cables 
ATACAS-NA ATA power supply cable for North American-style power systems 
ATACAS-EU 

ATACAS-UK 

ATACAS-AR 
ATACAS-JP 

ATA power supply cable for Continental European-style power systems 

ATA power supply cable for United Kingdom 
ATA power supply cable for Argentina 

ATA power supply cable for Japan 

1. Some countries h ave telephone netvvorks that list multiple impedance requirements. lt is important to closely 
approximate the impedance of the typical handsets used in the region when selecting the proper configuration. 
The incorrect choice may lead to poor echo cancellation performance. 

For More lnformation 

See the Cisco ATA Series Web site: http://www.cisco.com/go/ata186 

• Cisco ATA Series of Analog Telephone Adaptors 
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CHAPTER 5 
VPN and Security Products 

VPN and Security Products ata Glance 

Product 
Cisco PIX Firewall 

Cisco lOS Firewall 

Firewall Blade for 
Catalyst 6500 

Features 
Market-Jeading, purpose-built appliances which provi de broad range of integrated security 
services 
• Robust stateful inspection firewalling with application awareness 
• Highly scalable remate access and site-to-site VPN 
• lntrusion protection with for real -time response to network attacks 
• Award-winning stateful failover for enterprise-class resiliency 
• Tightly integrated with lOS VPN and advanced routing technologies 
• Stateful packet filtering via context-based access contrai (CBAC) 
• lnline lntrusion detection for real-time response to network attacks 
• Oynamic, network-to network, per-use r authentication and authorization via TACACS+ and 

RADIUS 

Page 
5-2 

5-5 

Firewall Moduleis a high performance integrated stateful firewall solution for Catalyst 6500 family 2-20 
of switches with performance exceeding 5GB. lt is based on proven PIX technology while 
providing the following benefits to the customers 
• lnvestment protection 
• Low cost of ownership 
• Ease of use 
• Operational Consistency 
• Scalability 
Se e the Catalyst 6500 Series Switch in Chapter 2: LAN Switching, page 2-20. for more information 

Cisco VPN 3000 Family Remate access Virtual Private Network platform 5-6 

Cisco IDS Network 
Senso r 

Cisco Security Agent 

Cisco 7100 Series 

• H as models for ali size companies, from small to Jarge enterprise organizations 
• Reduces communications expenditures 
• Enables users to easily add capacity and throughput 
Network-based, real-time intrusion detection system capable of monitoring an entire enterprise 5-8 
network: 
• Distributed intrusion detection system capable of directing and forwarding alarms between 

local, regional, and headquarters-based monitoring consoles 
• Scalable architecture to allow the deployment of large numbers of sensors in arder to provi de 

comprehensive security coverage in Jarge networks with performance requirements from T1 to 
gigabit environments 

• Cisco IDS Module enables customers to perform both security monitoring and switching 
functions within the same chassis 

• CTR (Cisco Threat Response) delivers patented adaptive scan techniques to minimize false 
alarms 

The Cisco Security Agent provides threat protection for desktop and serve r computing systems 5-10 
by identifying and preventing malicious activity. By acting on threats or attacks before they can 
occur, Cisco Security Agent removes known and unknown security risks to enterprise networks 
and applications: 
• The Cisco Security Agent aggregates and extends multi pie endpoint security functions by 

providing host intrusion prevention, distributed firewall, malicious mobile c ode protection, 
operating system integrity assurance, and audit log consolidation ali within a single agent 
package 

• Protects against know and unknown attacks on both servers and desktops 
Large branch and central site VPN router 5-11 
• Comprehensive su ite of VPN services, including encryption, tunnel ing, firewall , and bandwidth 

management 
• Embedded 1/0 for e a se of deployment 

VPN and Security Products ata Glance 
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• 
Product Features Page 
Cisco Secure Access Contrais the authentication, authorization, and accounting (AAA) of users and administrators to 5-14 
Control Server (ACS) for network devices and services 
Windows • Operates as a centralized Remate Access Di ai-In User Servi c e (RADIUS) or Terminal Access 

Controller Access Contrai System (TACACSt) server 
• Supports LDAP user authentication 
• Data replication and backup services 
• Flex1ble user and group policy contrais 
• Support for Cisco 802.11x Catalyst Switch and Wireless solutions 
• Extensible Authentication Protocol (EAP) enhancements to support Protected EAP (PEAP) for 

WJreless LANs 
• Ali administrative access is encrypted with SSL 

Cisco Secure Use r ldent1f1es users within the network and c reates use r registration policy bindings that help support 5-15 
Registration Tool (URT) mob1hty and tracking: 

CiscoWorks 
VPN/Security 
Management Solution 

• Ensures that users are associated with their authorized subnet/VLAN 
• Addresses the challenges associated with campus user mobility 
• Supports Web-based authentication for Windows, Macintosh, and Linux client platforms 
• Secure use r access to the VLAN with MAC address-based security option 
• Opuon to allow multi pie users connected to a hub to access a VLAN served by a single switch 

port 
Combmes general devi c e management tools for configuring, monitoring, and troubleshooting 
enterpnse networks with powerful security solutions for managing virtual private networks 
(VPNsl. l1rewalls, and network and host-based intrusion detection systems (lOS). This bundle 
mcludes: Management and Monitoring Centers, Cisco lOS Host Sensor and Console, Cisco 
Se cure Policy Manager, VPN Monitor, Resource Manager Essentials, and Cisco View 
See Chapter 9--Cisco lOS Software and Network Management for more information on 
C1scoWorks VPNISecurity Management Solution 

9-16 

Cisco 806, 1700, 2600, Wide vanety of modular router plattorms with options for IOS-based and hardware-enabled VPN 1-1 
3600, 7200, 7400 and and security support. See individual product pages and Cisco lOS Firewall Feature Set (page 5-5). 

SOHO 70 Series 

Cisco PIX Firewall Series 
The world-leading Cisco PIX® Firewall Series of 
purpose-built security appliances provides robust, 
enterprise-class, integrated network security services, 
including stateful inspection firewalling, virtual private 
networking (VPN), intrusion protection, and much 

- · :ti: =· . \L 

more-in cost-effective, easy-to-deploy solutions. Ranging from compact, 
"plug-and-play" desktop firewalls for small and home offices to carrier-class gigabit 
firewalls for the most demanding enterprise and service-provider environments, Cisco 
PIX Firewalls provide robust security, performance, and reliability for network 
environments o f ali sizes. 

Whento Sell 

Sell This Product 
PIX 501 

PIX 506E 

When a Customer Needs These Features 
• Small Office I H orne Office desktop integrated security appliance 
• Up to 10 Mbps oi firewall throughput and 3 Mbps of 3DES VPN throughput1 

• Hardware VPN client (Easy VPN Remate) 
• VPN concentrator services (Easy VPN Serve r) for up to 5 remate users 
• lntegrated four port 101100 Mbps switch 
• Remate Dffice I Branch Office desktop integrated security appliance 
• Up to 20 Mbps of firewall throughput and 16 Mbps of 3DES VPN throughput1 

• Hardware VPN client (Easy VPN Remate) 
• VPN concentrator services (Easy VPN Serve r) for up to 25 remate users 

• Maximum of two 10BASE-T Ethernet interfaces 
• OSPF dynamic routing support 

Cisco PIX Firewall Series 

.\'!. 
'•· ., 



• 

( 

Chapter 5 VPN and Security Products 

Sell This Product 
PIX 515E 

~,,._ 

/ )':~~-t ;:,"' 
When a Customer Needs These Features / (';~(J;ô''\\ "\ 
• Small-to-Medium Business (SMB) integrated security appliance ' ; { A >.V ( _ · ~ 

PIX 525 

PIX535 

1. At 1400-byte packets 

Key Features 

• Up to 188 Mbps of firewall throughput1 \' \;' .)<. v · 
• Up to 140 Mbps of 3DES/AES-256 VPN throughput1 using hardware acceleration (integrated ~sehtJ;t . -· .. ' 

models, optional for others) '-·:' ·· · . 
• VPN concentrator services (Easy VPN Serve r) for up to 2,000 remate users ' · ---- '····· 
• Up to six 10/100 FE interfaces 
• VLAN trunking (802.1q tag-based) and OSPF dynamic routing support 
• Active/standby stateful failover support 
• Enterprise-class integrated security appliance 
• Up to 330 Mbps of firewall throughput1 

• Up to 155 Mbps of 3DES/AES-256 VPN throughput1 using hardware acceleration (integrated in select 
models, optional for others) 

• VPN concentrator services (Easy VPN Server) for up to 2,000 remate users 
• Gigabit Ethernet support; Up to eight 10/100 FE o r three Gigabit Ethernet interfaces 
• VLAN trunking (802.1 q tag-based) and OSPF dynamic routing support 
• Active/standby stateful failover support 
• Carrier class large enterprise and servi c e provi der firewall appliance 
• Up to 1.7 Gbps of firewall throughput1 

• Up to 440 Mbps of 3DES/AES-256 VPN throughput using hardware acceleration (integrated in select 
models, optional for others) 

• VPN concentrator services (Easy VPN Server) for up to 2,000 remate users 
• Gigabit Ethernet throughput; Up to ten 10/100 FE o r nine Gigabit Ethernet interfaces 
• VLAN trunking (802.1q tag-based) and OSPF dynamic routing support 
• Redundant, hot-swappable power supplies 
• Active/standby stateful failover support 

• Security-Purpose-built firewall appliance with a, proprietary, hardened operating 
system 

• Performance-Stateful inspection firewall capable ofup to 500,000 concurrent 
connections and 1.7 Gbps ofthroughput (at 1400-byte packets on Cisco PIX 535 
Firewalls) 

• High availability-Award-winning, active/standby stateful failover model 
provides enterprise-class, cost-effective resiliency 

• Virtual Private Networking (VPN)-Supports both standards-based IPsec and 
L2TP/PPTP-based VPN services 

• Optional PIX VPN Accelerator Card+-Scales 3DES/ AES-256 VPN throughput 
up to 440 Mbps, using specialized co-processors designed for accelerating 
encryption operations 

• Free software Cisco VPN Client provides secure connectivity across a broad range 
o f platforms including Windows, Mac OS X, Linux and Solaris 

• Network Address Translation (NAT) and Port Address Translation 
(PAT)-Conceals internai IP addresses and expands network address space 

• Denial-of-Service (DoS) Attack Protection-Protects the firewall, internai servers 
and clients from disruptive hacking attempts 

• OSPF dynamic routing support for improved network reliability and performance 
• VLAN trunking (802 . lq tag) support for simplified deployment in switched 

network environments 
• Web-Based PIX Device Manager (PDM)- For simplified configuration and usage 

reports 
• Auto Update, SSH, SNMP, TFTP, HTTPS , and telnet for remote management 
• Support from two 101100 Ethernet interfaces up to nine Gigabit Ethernet 

interfaces 

Cisco PIX Firewall Ser 
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• 
Competitive Products 
• Check Point Software: FireWall-1/ VPN-1 • SonicWALL: SonicWALL Security Appliances 
• NetScreen: NetScreen Security Appliances • WatchGuard Technologies: Firebox-series and V-series Security 
• Nokia: IP-Series Security Appliances Appliances 

Specifications 

Feature PIX 501 PIX 506E PIX 515E 
Processo r 133 MHz 300 MHz 433 MHz 

RAM 16MB 32MB 32or64MB 

Flash Memory 8MB 8MB 16MB 

PCI Slots None None 2 

Fixed Interfaces Four port 10/100 switch Two 10Base-T Two 101100 Fast 
(Physical) (inside), One 10Base-T Ethernet Ethernet 

Ethernet (outside) 

Maximum Four port 10/100 switch Two 10Base-T Six 10/100 Fast 
Interfaces (inside), One 10Base-T Ethernet Ethernet (FE) o r 8 

(Physical and Ethernet (outside) VLANs 

Virtual) 
VPN Accelerator No No Yes, integrated in 
Card+ (VAC+) select models 

Option 
Failover Support No No Yes, URJFO models 

only 
Size Desktop Desktop 1 RU 

Selected Part Numbers and Ordering lnformation 1 

Cisco PIX Bundles 

PIX 525 PIX 535 
600 MHz 1.0 GHz 

128 or 256MB 512MBor 1 GB 

16MB 16MB 

3 9 
Two 10/100 Fast None 
Ethernet 

Eight 10/100 FE or Ten-10/100 FE or GE 
GEn or 10 VLANs or 24 VLANs 

Yes, integrated in Yes, integrated in 
select models select models 

Yes, URJFO models Yes, UR/FO models 
only only 
2 RU 3 RU 

PIX-535-UR-BUN PIX 535 Unrestricted Bundle (Chassis, unrestricted license, two 101100 ports, VPN Accelerator Card+) 
PIX-535-R-BUN PIX 535 Restricted Bundle (Chassis, restricted license, two 10/100 ports) 
PIX-535-FO-BUN PIX 535 Failover Bundle (Chassis, failover license, two 10/100 ports, VPN Accelerator Card+) 
PIX-525-UR-BUN PIX 525 Unrestricted Bundle (Chassis, unrestricted software, two 10/100 ports, VPN Accelerator Card+) 
PIX-525-R-BUN PIX 525 Restricted Bundle (Chassis, restricted software, two 101100 ports) 
PIX-525-FO-BUN PIX 525 Failover Bundle (Chassis, failover software, two 10/100 ports, VPN Accelerator Card+) 
PIX-515E-UR-BUN PIX 515E Unrestricted Bundle (Chassis, unrestricted software, two 101100 ports, VPN Accelerator Card+) 
PIX-515E-R-BUN PIX 515E Restricted Bundle (Chassis, restricted software, two 10/100 ports) 
PIX-515E-FO-BUN PIX 515E Failover Bundle (Chassis, failover software, two 10/100 ports, VPN Accelerator Card+) 
PIX-506E-506E-BUN-K9 PIX 506E 3DES/AES Bundle (Chassis, software, 3DES/AES license, two 1Q-BaseT ports)2 

PIX-501-BUN-KS PIX 50110 User/DES Bundle (Chassis, SW, 10 user/DES licenses, 4 port 10/100 switch) 
PIX-501-BUN-KS PIX 50110 User/3DES/AES Bundle (Chassis, SW, 10 user/3DES/AES licenses, 4 port 10/100 switch)2 

PIX-501-50-BUN-KS PIX 501 50 User/DES Bundle (Chassis, SW, 50 user/DES licenses, 4 port 10/100 switch) 
PIX-501-50-BUN-KS PIX 501 50 User/3ES/AES Bundle (Chassis, SW, 50 user/3DES/AES licenses, 4 port 10/100 switch)2 

Cisco PIX Interfaces and Cards 
PIX-1GE-66 Single 66-MHz Gigabit Ethernet interface for PIX 53x (multimode fiber, SC connector) 
PIX-1GE Single Gigabit Ethernet Interface for PIX 52x 
PIX-4FE Four-port 10/100 Fast Ethernet interface 
PIX-1 FE Single-port 10/100 Fast Ethernet interface 
PIX-VPN-ACCEL IPSec Hardware VPN Accelerator Card (VAC) 
PIX-VPN-ACCEL-PLUS PIX VPN Accelerator Card+ (VAC+) 
Cisco PIX VPN Feature Licenses 

PIX-VPN-3DES 3DES/AES IPSec VPN software license for PIX 525/5352 

PIX-515-VPN-3DES 3DES/AES IPsec VPN software license for PIX 515/515E2 

PIX-506-SW-3DES 3DES/AES IPSec VPN software license for PIX 506/506E2 

PIX-501-VPN-3DES 3DES/AES IPSec VPN software license for PIX 501 2 

PIX-VPN-DES 56-bit DES IPSec VPN software license 
PIX Accessories 
PIX-506E-PWR-AC Redundant AC power supply for PIX 506E 
PIX-515-PWR-DC Redundant DC power supply for PIX 515/515E 

1. This is only a small subset of ali parts available via URL li sted under "For More lnformation " . Some parts have 
restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availa bility) . 

2. AES encryption available with Cisco PI X Firewall Software version 6.3 and above. 

For More lnformation 

See th e PIX Firewall Web site: http://www.cisco_com/go/pix 

- ...•. ,,..·":··.., 
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Cisco lOS Firewall 
The Cisco lOS Firewall enriches Cisco lOS Software security capabilities, integrating 
robust firewall functionality and intrusion detection for every network perimeter. When ...--..-~ 
combined with Cisco lOS lPSec software and other Cisco lOS Software-based ,./.,.;:.~::;;,,~ 
technologies such as L2TP tunneling and quality of service (QoS) , it provides a " ,l' .lJ... '\ 
complete, ~ntegrated vir:ua_l private network solutio?·. Because it is available for a f'Í1e-::}ç. 0 ( . : 
range o f C1sco routers, 1t g1ves customers the flexib11Ity to choose a solution that m\:et6 lJ / 

, "I .I 

their bandwidth, LAN/WAN density, and multiservice requirements, while benefitiri'i_' · · ·· -·: · ·( 
from advanced security. ''··-.· ·-·~--....,..;. ··· 

Whento Sell 
Sell This Product When a Customer Needs These Features 
Cisco lOS Firewall • An integrated firewali solution with powerful security and multiprotocol routing ali on the same platform 

Key Features 

• Scalability options from the Cisco 800 up to the Cisco 7500 and the Catalyst 6000 
• Low cost solution where high performance is not a requirement 
• For se cure extranet and intranet perimeters and Internet connectivity for branch and remate ottices 
• Secure remate access or data transfer via a Cisco lOS Sottware-based VPN solution 
• Real-time (inline) integrated intrusion detection system (lOS) to complement firewali o r existing IDS (Cisco 

Se cure IDS) 
• Security and access to the network on a per-user basis 

• Context-based access control (CBAC) provides secure, stateful, application-based 
filtering, supporting the latest protocols and advanced applications 

• lntrusion detection for real-time inline monitoring, interception, and response to 
network misuse 

• Dynamic, per-user authentication/authorization for LAN, WAN, and VPN clients 
• Graphical configuration and management via the ConfigMaker Security Wizard 

and Cisco Secure Policy Manager (CSPM) 
• Provides strong perimeter security for a complete Cisco lOS Software-based VPN 

solution, including lPSec, QoS, and tunnelling for a wide range of Cisco routers 

Competitive Products 
• Lucent (Ascend): SecureAccess Firewali • Nortel: BaySecure Firewali-1 
• Nokia: IP400 Series 

Specifications 
Feature 
Supported Network Interfaces 
Supported Platforms 

Simultaneous Sessions 

Cisco lOS Firewall 

• Same competitors as PIX so they are also Checkpoint, Linksys, 
Nokia, Netscreen, etc. 

Ali network interfaces on supported platforms 

Cisco 1720, 2600/2600XM, 3600,7100, and 7200 series router platforms (supports fuli feature set) 
Cisco 800, UBR900, 1600, and 2500 series router platforms include ali firewall features with 
exception of intrusion detection and authentication proxy 
No maximum; dependent on platform, network connection, and traffic 

Part Numbers and Ordering lnformation 
For Cisco lOS lmages containing firewali (FW) and intrusion detection (IDS) capabilities, se e individual product pages oi supported 
platforms and the Cisco lOS Feature Navigator at http://www.cisco.com/go/fn (CCO login required) for part numbers and more mfo. 

For More lnformation 
See the Cisco lOS Firewall Feature Set Web site: http://www.cisco.com/go/csis 

Cisco lOS Fi 

' 1 r 3697 
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Cisco VPN 3000 Family . · ::: --!l<:'':,.t ·~ .. ~ ' 

The Cisco VPN 3000 Concentrator Series- • :IZO~ - I 
< --~ r . 

A family o f purpose-built, remate access Virtual 
Private Network (VPN) platforms that incorporates 

. -Z .....:~ 
- .$:~~-

- ------

high availability, high performance and scalability with the most advanced encryption 
and authentication techniques available today. Customers can greatly reduce costs by 
leveraging their ISPs' infrastructure and eliminate costly leased lines . This series 
supports small offices as well as large organizations with up to 10,000 simultaneous 
remate users per unit. With load balancing configured, multiple units can be clustered 
to enable unlimited remate access users. lt also supports the widest range ofVPN clients 
including Certicom MovianVPN client, Microsoft 2000 L2TP/IPsec Client, and 
Microsoft PPTP for Windows 95/98/ME/NT/2000/XP. 

The Cisco VPN 3002 Hardware Client-Combines the best capabilities of a software 
client with the reliability and stability of a dedicated hardware platform, and scales to 
tens o f thousands o f users. lt sets up connections to a variety o f Cisco VPN 
concentrators, including the VPN 3000 series and PIX firewalls . 

When to Se li 
Sell This 
Product When a Customer Needs These Features 
VPN 3005 and 3015 • A fixed configuration devi c e designed for small- to medium-sized organizations with bandwidth requirements 
Concentrators up to full -duplex T1/E1 (4 Mbps maximum performance) and up to 100 simultaneous remate access sessions 

• Encryption processing is performed in software 
• VPN 3015 is field-upgradable to the Cisco VPN 3030 and 3060 models and for redundancy 

VPN 3030 and 3060 • VPN 3030 is for medi um- to large-sized organizations with bandwidth requirements from full T1/E1 through T3/E3 
Concentrators (50 Mbps max. performance) and up to 1500 simultaneous sessions; field-upgradeable to the Cisco VPN 3060 

• VPN 3060 is for large organizations, with high-performance, high-bandwidth requirements from fractional T3 
through full T31E3 or greater (100 Mbps max. performance) and up to 5000 simultaneous remate access sessions 

• Both h ave specialized SEP modules to perform hardware-based acceleration 
VPN 3080 • Optimized to support large enterprise organizations that demand the highest levei of performance combined 
Concentrator with supportfor up to 10,000 simultaneous remote access sessions 

• Specialized SEP modules perform hardware-based acceleration 
VPN 3000 Client • Establishes secure, end-to-end encrypted tunnels to the Cisco VPN 3000 Concentrator and other Cisco Easy 

VPN compliant devices. 
• Provided at no charge, installs on PCs and is available for Windows, MAC OS X and Linux/Sola ris environments 

VPN 3002 • Emulates the software client in hardware 

Hardware Client • Ideal for mixed operating system environments and where corporation does not own/control remote PC or for 
very large applications requiring large number of devices dueto e a se of deployment, upgradability & scalability 

Key Features 
• Cisco VPN 3000 Concentrators Series 

- Support for industry standard IPSec DES/3DES/ AES and Cisco IPSec/NAT for 
VPN Access through Port Address Translation firewalls 

- Unlimited-use license for Cisco VPN Client distribution included at no cost with 
multiple OS support including Windows, MAC OS X, Linux and Solaris; also 
integrates with Zone Alarms personal firewall 

- Supports standard authentication: RADIUS, SDI Tokens, and Digital Certificates 

- VPN load balancing allows for multiple units to cluster as a single shared pool 

• Cisco VPN 3002 Hardware Client supports up to 253 users/stations per VPN 3002 

- Works with most operating systems including Windows, Linux, Solaris, and MAC OS X 

- Auto-upgrade capability automates upgrades with no user intervention required 

- Client technology employs push policy and automatic address assignment from the 
central site concentrator, enabling virtLwlly unlimited scalabili ty 

Cisco VPN 3000 Family 
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Competitive Products 
• Norte!: Contivity products • Nokia 
• Netscreen: LAN to LAN environments 

Specifications 

Cisco VPN 3000 Series Concentrators 

Feature VPN 3005 VPN 3015 VPN 3030 VPN 3060 VPN 3080 
.......... 

Simultaneous Users 100 

Encryption Throughput 4Mbps 

Encryption Method Software 

Encryption (SEPI Module o 
Redundant SEP No 

Expansion Slots o 
Upgradeable No 

Memory 32MB 

Hardware Configuration lU, Fixed 

Power Supply Single 

Client License Unlimited 

LAN-to-LAN Connections 100 
(internai user databasel 

100 

4Mbps 

Software 

o 
No 

4 

Yes 

128MB 

2U, Scalable 

Single, with a dual 
option 
Unlimited 

100 

1500 5000 10,000 

50 Mbps 100 Mbps 100 Mbps 

Hardware Hardware Hardware 

1 2 4 

Optional Optional Yes 

3 2 N/A 

Yes N/A N/ A 

128MB 256MB 256MB 

2U, Scalable 2U, Scalable 2U 
Si ngle, with a dua I Single, with a dual Dual 
option option 
Unlimited Unlimited Unlimited 

500 1000 1000 

Oimensions (HxWXDI 1.75 X 17.5 X 11.5 in. 3.5 X 17.5 X 14.5 in. 3.5 X 17.5 x 14.5 in. 3.5 X 17.5 X 14.5 in. 3.5 X 17.5 X 14.5 in. 

Cisco VPN 3002 Hardware Client 

F e ature VPN 3002 Hardware Client 
Hardware Processar Motorola PowerPC processar; Dual flash image architecture 

Network Interfaces CPVN3002-K9: One Public 10/lOOMbps RJ-45 Ethernet Interface and One Privare Port 10/100Mbps 
RJ-45 Ethernet Interface 
CVPN3002-8E-K9: One Public 10/100Mbps RJ-45 Ethernet Interface and Eight Private Port 
10/100Mbps RJ-45 
Ethernet Interfaces via AUTO-MO IX switch 

Physical Dimensions 1.967 X 8.6 X 6.5 in. (5 X 8.6 X 16.51 em) 

Power Supply Externai AC Operation: 100-240V at 50/60 Hz with universal power factor correction; 4 foot cord 
included and international "pigtail" power cord selection 

Tunneling Protocol Support IPsec with IKE key management 

Monitoring & Configuration Event logging; SNMP MIB-11 support 
Embedded management interface is accessible via console port or local web browser; SSH/SSL 

Encryption Algorithms, Key 
Management & Authentication 
Algorithms 

56-bit DES (IPsec); 168-bit Triple DES (IPsec); AES 128 & 256-bit (IPsec) 

Authentication and Accounting Support for redundant externai authentication servers including RADIUS 
Servers Microsoft NT Domain authentication, X.509v3 Digital Certs (PKC7-PKCS10) 
Configuration Modes Client Mode-acts as client, receives random IP addressfrom Concentrator Pool; Uses NAPTto h ide 

stations 3002; Network behind 3002 is unroutable; few configuration parameters 
Network Extension Mode--acts as site-to-site devi c e; Uses NAPT to h ide stations only to Internet 
(stations visible to central site); Network behind 3002 is routable; additional configuration 
parameters 

Selected Part Numbers and Ordering lnformation 1 

Cisco VPN 3000 Concentrator 
CVPN3005-E/FE-BUN CVPN3005-E/FE hw set, sw, client, & US power cord 
CVPN3015-NR-BUN CVPN3015-NR non-redundant hw set, sw, client, & US power cord 
CVPN3030-NR-BUN CVPN3030-NR non-redundant hw set, sw, client, & US power cord 
CVPN3030-RED-BUN CVPN3030-RED redundam hw ser, sw, client, & US power cord 
CVPN3060-NR-BUN CVPN3060-NR non-redundant hw set, sw, client, & US power cord 
CVPN3060-RED-BUN CVPN3060-RED redundam hw set, sw, client, & US power cord 
CVPN3080-RED·BUN CVPN3080-RED redundam hw set, sw, client, & US power cord 

Cisco VPN 3000 Series Upgrades 
CVPN1530-UPG-RED Cisco VPN 3015 To 3030 (Redundant) Upgrade Kit 
CVPN1560-UPG-NR Cisco VPN 3015 To 3060 (Non-Redundant) Upgrade Kit 
CVPN1560-UPG-RED Cisco VPN 3015 To 3060 (Redundant) Upgrade Kit 
CVPN1580-UPG-RED Cisco VPN 3015 To 3080 (Redundant) Upgrade Ki t 
CVPN3030-UPG-RED Cisco VPN 3030 To 3080 (Redundant) Upgrade Kit 
CVPN 3060-UPG·NR Cisco VPN 3030 To 3060 (Non·Redundant) Upgrade Kit 

Cisco VPN 3000 

Doe: 
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CVPN3080-UPG-R/R 
CVPN3080-UPG-RED 
CVPN3060-UPG-RED 
CVPN6060-UPG-RED 
CVPN6080-UPG-RED 
CVPN3060-UPG-R/R 
CVPN6080-UPG-R/R 

Cisco VPN 3030 (Redundant) to 3080 (Redundant) Upgrade Kit 
Cisco VPN 3030 To 3080 (Redundant) Upgrade Kit 
Cisco VPN 3030 To 3060 (Redundant) Upgrade Kit 
Cisco VPN 3060 To 3060 (Redundant) Upgrade Kit 
Cisco VPN 3060 To 3080 (Redundant) Upgrade Kit 
Cisco VPN 3030 (Redundant) to 3060 (Redundant) Upgrade Kit 
Cisco VPN 3060 (Redundant) to 3080 (Redundant) Upgrade Kit 

Cisco VPN 3000 Series Accessories 
CVPN3000-PWR= Cisco VPN 3000 Concentrator Power Supply 
Cisco VPN 31100 Series Basic Maintenance 
CDN-SNT-PKG4 SMARTnet Maintenance for Cisco CVPN3005-E!FE-BUN 
CON-SNT-PKG8 
CON-SNT-PKG11 
CON-SNT-PKG13 
CON-SNT-PKG14 
Cisco VPN Client 
CVPN-CLIENT-K9= 

SMARTnet Maintenance for Cisco CVPN3015-NR-BUN 
SMARTnet Maintenance for Cisco CVPN3030-NR-BUN 
SMARTnet Maintenance for Cisco CVPN3030-RED-BUN 
SMARTnet Maintenance for Cisco CVPN3060-RED-BUN 

Cisco VPN Client CO (included with Concentrator purchase) 

\ , 

For More lnformation 
See the Cisco VPN 3000 series Web site: http://www.cisco.com/go/vpnJOOO 

Cisco lntrusion Detection System 
Network Sensors 
Cisco integrated network security solutions 
enable organizations to protect productivity 

>, 

"· 

gains and reduce operating costs. The Cisco Intrusion Protection is designed to 
efficiently protect your data and information infrastructure. Cisco delivers four four 
critica} elements for efficient intrusion protection system which are: 

• Accurate threat detection-Cisco Intrusion Detection System Version 4.0 (Cisco 
IDS 4.0) delivers the first step in providing a secure environment by 
comprehensively detecting all potential threats 

• Intelligent threat investigation-Cisco Threat Response technology virtually 
eliminates false alarms, and automatically determines which threats need 
immediate attention to avoid costly intrusions. 

• Ease o f management-Browser-based tools simplify the user interaction, while 
providing powerful analytical tools that allow for a rapid and efficient response to 
threats. 

• Flexible deployment options-A range o f high-availability devices provide the 
flexible backbone for creating the secure and efficient intrusion protection system. 

The current Cisco IDS sensing portfolio includes the following sensor appliances: IDS 
421 O, IDS 4235, IDS 4250, and IDS 4250-XL. Additionally, Cisco IDS delivers network 
protecting that is integrated into the Catalyst 6500 switch with the lntrusion Detection 
System Module (IDSM-2). 

Cisco lntrusion Detection System Network Sensors 
----------------
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When to Se li 
Sell This Product 
Cisco IDS Network 
Sensors 

When a Customer Needs These features · ~~.['·.,., 
• Cisco network lOS appliances are network-based, real-time intrusion detection systems capable o~/, 0 '"'\ 

momtonng an entlre enterpnse network . , i \(j \ 
• Performance requrrements from 45 Mbps to 1 Gbps ~· ; J A (6 ( , · 
• The Cisco lOS Module _enables customers to perform both security monitoring and switching f ctlÇ~' '-(/ / 

w1thm the same chass1s \. / 
• A robust, 24 hour x 7 day-a-week monitoring and response system with the latest attack detectian·< ' ·· · .·· · 

capabilities "~. 

• A distributed intrusion detection system capable of directing and forwarding alarms between local, 
regional, and headquarters-based monitoring consoles 

• A scalable architecture to allow the deployment of large numbers of sensors in arder to provi de 
comprehensive security coverage in large network environments. 

• An intrusion detection system designed to integrate smoothly with existing network management tools 
and practices 

• Automated false alarm reduction capabilities 
• lntegration of full featured lOS protection into the Cisco Catalyst 6500 chassis 

Key Features 
• High-Speed Performance including support for fullline rate gigabit environments 
• Easy lnstallation and Setup; Remote Configuration Capability 
• Fault-Tolerant Communications 

• Comprehensive Attack Oatabase 

• Custam User-Oefined Signatures; Automatic Signature Updates 
• Notification actions 

• Ability to Monitor 802.1q (trunked) traffic 
• Secure web-based embedded device management and event monitoring 
• Comprehensive lOS Anti-Evasion Techniques 
• Cisco IOS-Iike CLI for full featured lOS management capabilities 

Competitive Products 
• Internet Security Systems (ISS): ReaiSecure • Snort: lOS 
• Symantec: Recourse Manhunt & ManTrap/NetProwler • Tipping Point 
• Enterasys: Oragon lOS • nCircle 
• lntrusion.com: SecureNet • Network Flight Recorder, Inc.: NFR 

Specifications 

Feature IDS-4210 IDS-4235 IDS-4250 IDS-4250-XL 
Performance 45 Mbps 200 Mbps 500 Mbps 1000 Mbps 

Processar 566 MHz 1.26 GHz Dual1.26 GHz Dual 1.26 GHz. 
lncludes customized 
HW acceleration 

RAM 256MB 1GB 2GB 2GB 

Network Interface Card Autosensing 10/100 Autosensing Autosensing Dual 1 OOOBASE-SX 
Base-T Ethernet 10/100/1000 Base-T 10/100/lOOOBASE-TX interface with MTRJ 

Ethernet with optional 
1000-Base SX (fiber) 

Command & Contrai Autosensing 10/100 Autosensing Autosensing 
Interface Base· T Ethernet 10/100/1000Base·TX 10/100/lOOOBase-TX 

Selected Part Numbers and Ordering lnformation 1 

Cisco IDS Network Appliance Sensor 

Autosensing 
10/100/1 OOOBase-TX 

IOS-4210·K9 4210 Sensor (Chassis. s/w, two 10/100 ports, up to 45Mbps) 

IDS Module 
(IDSM-2) 
600 Mbps 

Custam Hardware 

PCI 

PCI 

IDS·4235·K9 Cisco lOS 4235 Sensor (chassis, software, SSH, 10/100/lOOOBASE-Twith RJ-45 connector. up to 200 

IDS·4250-K9 

ID S·4250·XL·K9 

Mbps) 
Cisco IDS4250 Sensor (chassis, software, SSH, 10/100/1000BASE-Twith RJ-45 connector, upto 500 
Mbps) 
Cisco lOS 4250-XL Sensor (chassis, software, SSH, hardware accelerator with duallOOOBASE-SX 
and MTRJ connectors) 

-~ ..... ........ ..... . 

Cisco lOS Switch Sensor Options 
WS-SVC·IDS2·BUN-K9 lntrusion Detection System Module for Catalyst 6K Switch (IDSM-2) -- /~ :F\QSn~~ 
r ~ ·- - ---- -- Cisco lntrusion Detection System Network Sensj""' ~lO! 

1 Fis:~4 1 

1
1 . -3 6 9 7 ' 
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1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts have 

restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

' Note Export Considerations: The Cisco IDS 4210, Cisco IDS 4235 , 
Cisco IDS 4250, Cisco lOS 4250-XL and Cisco IDSM-2 are 
subject to export controls. Please refer to the export compliance 
Web site at http://www.cisco.com/wwl/export/crypto for guidance. 
For specific export questions, please contact export@cisco.com. .,. 
----------------------------------------------------------------

For More lnformation 
See the Cisco IDS Web site: http://www.cisco.com/go/ids 

Cisco Security Agent 
The next-generation Cisco Security Agent network 
security software provides threat protection for 
server and desktop computing systems, also known 
as "endpoints." The Cisco Security Agent goes beyond conventional host and desktop 
security solutions by identifying and preventing malicious behavior before it can occur, 
thereby removing potential known and unknown ("Day Zero") security risks that 
threaten enterprise networks and applications. The Cisco Security Agent aggregates and 
extends multiple endpoint security functions by providing host intrusion prevention, 
distributed firewall, malicious mobile code protection, operating system integrity 
assurance, and audit log consolidation ali within a single agent package. 

The Cisco Security Agent analyzes behavior rather than relying on signature matching, 
its solution provides robust protection with reduced operational costs. Customers 
require robust endpoint security that prevents security attacks from affecting the 
network and criticai applications. 

As a key component o f the SAFE blueprint for secure e-business, the Cisco Security 
Agent provides unprecedented endpoint protection that enables businesses to participa te 
in e-commerce securely and take advantage o f the Internet economy. 

Whento Sell 
Sell This Product 
Cisco Security Agent 

Key Features 

When a Customer Needs These Features 
• Host intrusion protection, distributed firewall, malicious mobile code protection, operating system 

hardening, file integrity and/or audit log consolidation. The Cisco Security Agent provides ali of these 
features in one integrated package 

• Protection against both known and unknown attacks 
• Protection for servers and/or desktops/laptops 
• A solution that is scalable to protect thousands of servers and desktops for large enterprise 

deployments 

• Provides industry-leading protection for Unix and Windows servers 
• Open, extensible architecture offers the capability to define and enforce security 

according to corporate policy 

• .• ,, .• 

'· 
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Competitive Products 
• Internet Security Systems (ISS) • Entercept 
• Symantec: lntruder Alert • NFR (Centrax) 

0 1:-.. ~t; 
,; / ' f~q;~-

Specifications \ _; ( ~0~..-~ 4. 
• Enterasys: Squire 

~~ -----------------------------------";;-- ' \ , 

Cisco Security Server Cisco Security Desktop Cisco Security Agent \ .. ·· 
Feature Agent Agent Manager 
Platforms Windows 2000 Server and Advanced Windows NT v4.0 Workstation (Servi c e Microsoft Windows 2000 Server and 

Server (up to Service Pack 3) Pack 5 or late r) Advanced Serve r (up to SP 2) 
Windows NT v4.0 Serve r and Enterprise Windows 2000 Professional (up to 
Serve r (Servi c e Pack 5o r I ater) Service Pack 3) 
Sola ris 8 SPARC architecture (64-bit WindowsXP Professional (upto Servi c e 
kernel) 1) 

Selected Part Numbers and Ordering lnformation 1 

Cisco Security Agent Options 
CSA·MANAGER-K9 
CSA-SRVR-K9= 
CSA-B10-SRVR-K9 
CSA-B25-DTOP-K9 
CSA-B100-DTOP-K9 

' 

Cisco Security Agent Manager (CO Kit) 
Cisco Security Server Agent (Win & Sol), 1 Agent 
Cisco Security Server Agent (Win & Sol), 10 Agent Bundle 
Cisco Security Desktop Agent, 25 Agent Bundle 
Cisco Security Desktop Agent, 100 Agent Bundle 

Note Export Considerations: The Cisco Security Agent is subject to 
export controls. Please refer to the export compliance Web site at 
http://www.cisco.com/wwl/export/crypto for guidance. For specific 
export questions, please contact export@cisco.com. 

For More lnformation 
See the Cisco Security Agent Web site: http://www.cisco.com/go/securityagent 

Cisco 7100 Series 
The Cisco 71 00 series VPN router is a high-end, 
integrated VPN solution that melds high-speed, 
industry-leading routing with a comprehensive 
suite of advanced site-to-site VPN services. 
The Cisco 7100 series VPN router integrates 
key features ofVPNs-tunneling, data 
encryption, security, firewall , advanced bandwidth management, and service-level 
validation-to deliver self-healing, self-defending, VPN platforms that cost-effectively 
accommodatc remote-office and extranet connectivity using public data networks. The 
Cisco 7100 series VPN router offers specific hardware configurations optimized for 
VPN applications and network topologies . Optional WAN and embedded Fast Ethemet 
interfaces combined with high-performance routing and rich VPN services provide 
turnkey VPN routing solutions. 

When to Se li 
When a Customer Needs These Features 

""··-... .... 

Sell This Product 
Cisco 7120 • Entry-level Cisco 7100 Series Router designed for large branch or central site VPN with VPN services " 

throughput of up to 50 Mbps ~· , 
• Designed primarily for site-to-site VPN deployments with incidental remate access requ irements ' 
• High-end site-to-site VPN platform for centra l si te VPN applica tion s with VPN services throughput up to • 

140 Mbps ~- • ' 
• Provides supenor routing and VPN services performance for central si te e nvi ro~ .·· · 

power supplies for in creased solution reliabili tv J RQS no 03!20US _ , . 

Cisco 7100 Seri ~ p"i · ~O_R 10~ , 
- ---·----- --- -Fls:JOJ IM
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Key Features 
• Comprehensive suite o f VPN services-tunneling, data ·encryption, security, 

firewall, quality o f service, and service levei validation-integrated with industry 
leading routing 

• High performance RISC processar delivering high-speed, scalable VPN services 
and routing throughput and extensive memory for reliable, high-speed VPN 
services delivery 

• Dual autosensing I 011 OOBASE-T Fast Ethernet ports for connectivity to the 
corporate LAN ; the Cisco 7120 Series also has an integrated 4-port T1/E1 serial 
WAN interface 

• Integrated Services Module (ISM) is included for support up to 2000 simultaneous 
tunneling sessions with 90 Mbps encryption performance and Windows 
95/98/NT4.0 and Windows 2000 compatibility for remote access; an optional 
Integrated Services Adapter (ISA) may be installed in the Cisco 7140 to provide 
dual encryption acceleration performance up to 3000 tunnels and 140 Mbps 3DES 
encryption throughput 

Competitive Products 
• Check Point: VPN-1 Appilance • Nokia: IP440 
• Nortel: Contivity 4500 

Specifications 

Feature Cisco 7120 
Embedded Duai10!100BASE-T Autosensing, RJ-45 
Fast Ethernet Interfaces 
WAN Physicallnterfaces EIA!TIA-232, EIA{TIA-449, X.21, V.35, EIA-530 

WAN/LAN Interface Expansion 1 slot 
Slot 

Supported Network and 
Services Port Adapters 

Service Module Slot 
lncluded Service Modules 

Console and Auxiliary Ports 
SDRAM 

Flash Memory 
PCMCIA Slots for Flash 
Memory 
Power Supply 
Dimensions IHxWxD) 

Gigabit Ethernet 1000BASE-SX and 
1 OOOBASE-L.X/LH 
Fast Ethernet 100BASE-TX and 100BASE-FX 
Fast Ethernet/ISL TX and ISL FX 
Ethernet 10BASE-T and 10BASE-FL 
Dedicated Token Ring 
Multichannel T1 and E1 
ATM 
Synchronous Serial 
HSSI 
ISDN BRI 
Packet over SONET DS3/STM1 
lntegrated Services Adapter (ISA) 
1 slot 
lntegrated Services Module (ISM) 
1 of each, RJ-45 interface 
64MB packet 
128MB system lexpandable to 256MB) 
48MB 
2 

Single AC 
3.5 in. x 17.5 in. x 18.25 in. 

• Cisco 7100 Series 
·~~~~fr.~·~- ------ ----

Cisco 7140 
Autosensing, RJ-45 

None 
1 slot 

Same as Cisco 7120 

1 slot 
lntegrated Services Module (ISM) 

1 of each, RJ-45 interface 

64MB packet 
128MB system lexpandable to 256MB) 
48MB 

Dual AC 
3.5 in. x 17.5 in. x 18.25 in. 

,:/ 
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Cisco lOS Software and Memory Requirements 1 

To run the Cisco lOS Software Feature Packs, you need, ata minimum, the amount of 
memory shown in the following table. Some configurations will require more than the 
recommended minimum. 

CD71-CK2-12.1.6E= IP IPSEC 3DES 
CD71-CHK2-12.1.6E= IP/FW/IDS IPSEC 3DES 
CD71-AL-12.1.6E= Enterprise IPSEC 56 

CD71-AK2-12.1.6E= Enterprise IPSEC 3DES 

CD71 -AHK2-12.1.6E= Enterprise/FW/IDS IPSEC 3DES 

64MB 

64MB 
64MB 

1. Forthe complete list of lOS Feature Sets, reter to the parts list. via the URL listed under "For More lnformation". For 
users with CCO access, search by lOS feature or release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7100 Series Bundles-7120 
CISC07120-4T1NPN 7120·4T1 VPN Bundle,ISM, 2xFE, AC PS,IPSEC DES 
C7120·4T1NPN/K9 7120-4T1 VPN Bundle,ISM, 2xFE, AC PS,IPSEC 3DES 
Cisco 7100 Series Bundles-7140 

CISC07140-2FENPN 7140·2FE VPN Bundle,ISM, 2xFE, 2xAC PS,IPSEC DES 
C7140-2FE/2VPN/K8 7140-2FE VPN Bundle,ISM & ISA, 2xFE, 2xAC PS,IPSEC DES 
C7140-2FE/2VPN/K9 7140·2FE VPN Bundle,ISM & ISA, 2xFE, 2xAC PS, IPSEC 3DES 
C7140-2FE/VPN/K9 7140·2FE VPN Bundle,ISM, 2xFE, 2xAC PS,IPSEC 3DES 
Cisco 7100 Port Adapters 
PA-FE-TX 
PA-FE-FX 
PA·2FE-TX 
PA·2FE-FX 
PA-2FEISL·TX 
PA-2FEISL-FX 
PA-4E 
PA-BE 
PA·5EFL 
PA·4T+ 
PA-8T-V35 
PA-BT-232 
PA-8T·X21 
PA·4R·DTR 
PA·GE 
PA-H 
PA-2H 
PA·A3-T3 
PA-A3-E3 
PA-A3-0C3MM 
PA-A3-0C3SMI 
PA-A3-0C3SML 
PA-4E1G/75 
PA-4E1 G/120 
PA-E3 
PA-2E3 
PA-T3 

1·port Fast Ethernet 100BaseTx PortAdapter 
1-port Fast Ethernet 100BaseFx Port Adapte r 
2·port Fast Ethernet lOOBaseTx Port Adapter 
2·port Fast Ethernet 100BaseFx Port Adapter 
2-port Token Ring ISL 100BaseTx Port Adapter 
2-portToken Ring ISL 100BaseFx Port Adapter 
4-port Ethernet 10BaseT Port Adapter 
8-port Ethernet 10BaseT Port Adapter 
5-port Ethernet 1 OBaseFL Port Adapte r 
4-port Serial Port Adapter, Enhanced 
B·port Serial, V.35 Port Adapter 
8-port Serial, 232 Port Adapter 
B·port Serial, X.21 Port Adapte r 
4-port Dedicated Token Ring, 4/16Mbps, HDX/FDX Port Adapte r 
Gigabit Ethernet Port Adapter 
1-port HSSI Port Adapter 
2-port HSSI Port Adapter 
1-port ATM Enhanced DS3 Port Adapter 
1-port ATM Enhanced E3 Port Adapte r 
1-port ATM Enhanced OC3c/STM1 Multimode Port Adapte r 
1-port ATM Enhanced OC3c/STM1 Single mode URI Port Adapter 
1-port ATM Enhanced OC3c/STMI Single mode (LR) Port Adapter 
4-port E1 G.703 Serial Port Adapter (75ohm/Unbalanced) 
4-port E1 G.703 Serial Port Adapte r (120ohm/Balanced) 
1-port E3 Serial PortA da pter with E3 DSU 
2-port E3 Serial Port Adapter with E3 DSUs 
1-port T3 Serial Port Adapte r with T3 DSUs 
2-port T3 Serial Port Adapte r with T3 DSUs PA-2T3 

PA-MC-2T1 
PA-MC-2E1/120 
PA-MC-4T1 
PA-MC-BTI 
PA-MC-8EI/120 
PA-POS-OC3MM 
PA-POS-OC3SMI 
PA-POS-OC3SML 
SM-ISM 

2-port multichannel TI port adapter with integrated CSU/DSUs 
2-port multichannel El port adapte r with G.703 120ohm inter! 
4-port multichannel TI port adapte r with integrated CSU/DSUs 
8-port multichannel TI port adapte r with integrated CSU/DSUs 
8-port multichannel EI port adapter with G.703 120ohm inter! 
1-port Packet/SONET OC3c/STM1 Multimode Port Adapter 
1-port Packet/SONET OC3c/STMI Single mode UR) Port Adapte r 
1-port Packet/SONET OC3c/STM1 Single mo de (LR) Port Adapter 
lntegrated Services Module for IPSec & MPPE encryption 
lntegrated Services Adapterfor IPSec or MPPE encryption 

~ 
. 

;;'::; 
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PA-48-U 4-port BRI Port Adapte r, U Interface 
PA-88-S!T 8-port BRI Port Adapte r, S!T Interface 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts have 
restricted access o r are not available through distribution channels. -~. 

'\, 
For More lnformation , r/\ ''-.. \ 

See the Cisco 7100 series Web site: http://www.cisco.com/go/7100 : 0' J 

--------------~\ ·~ Cv 
Cisco Secure Access Control Server for Windows 
Cisco Secure ACS is a highly scalable, high-performance access control server that 
operates as a centralized Remote Access Dial-ln User Service (RADIUS) or Terminal 
Access Controller Access Control System (TACACS+) server system. Cisco Secure 
ACS controls the authentication, authorization, and accounting (AAA) o f users and 
administrators accessing corporate resources through the network. Cisco Secure ACS 
greatly reduces the administrative and management burden involved in scaling user and 
network administrative access to your network_ Cisco Secure ACS centralizes the 
administration o f user access controls globally to ensure enforcement o f assigned 
policies. 

ACS 3.1 provides support for the latest security architecture for Wireless 
authentication. lt also includes SSL server authentication and encryption for 
administrative login. 

WhentoSell 
Sell This Product 
Cisco Secure Access 
Control Server (ACSl 
for Windows 

Key Features 

When a Customer Needs These Features 
• Centrally manage who can log in to the network from wired or wireless connections 
• Privileges each user h as in the network 
• Accounting information recorded in terms of security audits or account billing 
• What access and command contrais are enabled for each configuration administrator 
• Virtual VSA for Aironet rekey 
• Secure serve r authentication and encryption 
• Simplified firewall access and contrai through Dynamic Port Assignment 
• Same Use r AAA services 

• PEAP support-Provides a new, secure client-server authentication method for 
wireless networks; Provides new support for one-time token authentication, 
password change/aging and powerful extensibility of end-user databases such as 
LDAP, NDS, and ODBC. 

• SSL support for administrative access-Administrative access via the Web GUI 
can be secured with SSL, both certificate-based and encrypted tunnel support 

• CHPASS improvements-AIIows privileged users contrai over whether network 
administrators can change passwords during TACACS+ AAA client-hosted Telnet 
sesswns 

• lmproved IP pool addressing mechanism-Includes a new, efficient algorithm for 
allocating IP addresses 

• Device search mechanism-Allows users to search for a confi gured AAA device 
based on the device name, IP address, type (RADIUS or TACACS+), or device 
group 

• lmproved PKI support- Provides a more secure PKI authentication scheme by 
verify ing the user's certificate authority stored in the remote LDAP directory 
against the one provided by the cli ent 

Cisco Secure Access Control Server for Windows 

·· ........ ~ 
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• EAP proxy enhancements-Extends EAP (LEAP, PEAP, or EAP-transport layer 

security [TLS]) proxy to other RADIUS or externai databases using standard / <:--C:I>"'-
RADIUS proxy ! N. ~À""\ \ 

• lntegration with Cisco's security management software applications-Provid~~ A (nS (v '. ' 
consolidated administrative TACACS+ control framework for many Cisco \' · 1X' t . 

security management tools such as Cisco Works VPN/Security Management · \_··~.,.. . · .. 

Solution (VMS) '···-~ -·-···· 

Competitive Products 
• Funk: Steel Belted RADIUS • Nortel: Preside RADIUS Server (OEM of Funk product) 
• Lucent/Avaya: Security Management Server (LSMS) 

Specifications 

Feature 
Platform 

RAM 

Cisco Secure Access Control Server (ACS) for Windows 
Windows 2000 Server must meet the following minimum hardware requirements:Pentium processar, 550 
MHz or faster; Minimum resolution of 256 colors at 800 x 600 lines 
256MB required; more if you are running your data base on the same machine 

Disk Drive 250MB of disk space; more if you are running yoru data base on the same machine 
Software Requirements 1 Cisco Secure ACS Serve r uses an English-language version ot Windows 2000 Serve r. For specific types of 

servi c e packs supported, reter to online documentation.The Windows serve r that runs Cisco Secure ACS 
must h ave a compatible browser installed. Cisco Secure ACS was tested with English-language versions 
of the tollowing browsers on Microsoft Windows operating systems: Microsoft Internet Explorer 5.5 and 
6.0, Netscape Communicator 6.2 

Platform Requirements Cisco lOS Software 11.2 or higher on Cisco Routing Solutions 

1. Beginning with Cisco Se cure ACS Version 3.1, Cisco Secure ACS on a Windows NT 4.0 server is no longer 
supported. For information about upgrading the operating system of a serve r running Cisco Secure ACS, se e the 
lnstallation Guide for Cisco Secure ACS for Windows Server, Version 3.1 

Selected Part Numbers and Ordering lnformation 1 

Cisco Secure Access Control Server (ACSI for Windows 
CSACS-3.1-WIN-K9 Cisco Se cure ACS 3.1 for Windows 
CSACS-3.1-WINUP-K9 Upgrade to CSACS 3.1 for Windows from ACS versions 1.x, 2.x, 3.0 and Cisco Se cure ACS for Unix 

version 2.x 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availabilityl. 

For More lnformation 
See the Cisco Secure ACS for Windows Web site: http://www.cisco.com/go/acs 

Cisco Secure User Registration Tool 
Cisco Secure URT is a virtual LAN (VLAN) assignment service that provides LAN 
security by actively identifying and authenticating users and then associating them only 
to the specific network services and resources they need through dynamic VLAN 
assignments to Cisco Catalyst® Switch networks. URT v2.5 introduces many 
innovative features, including a Web-based logon from Windows, Macintosh, and Linux 
clients, RADIUS and Lightweight Directory Access Protocol (LDAP) authentication, 
anda secure link between the client and the VLAN Policy Server (VPS) . It also includes 
a security feature based on the Media Access Control (MA C) address that prevents users 
from accessing the network ifthey are not using authorized machines. Web based LAN 
authentication allows for user mobility within the LAN environment. 

----------/-
RQS no 03/2005 -
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When to Sell 
Sell This Product 
Cisco Secure User 
Registration Tool (URT) 

Key Features 

Chapter 5 VPN and Security Products 

When a Customer Needs These Features 
• Web-based LAN authentication for Windows, Macintosh, and Linux client platforms-ideal for mobile 

users within the LAN environment 
• Extended security to protect use r access to the logon VLAN from unregistered PCs through MAC-based 

security option 
• RAOIUS authentication and accounting support 
• Multiple user access per port 

• Web Client Logon lnterface-Supports customizable Web-based authentication 
for Windows, Macintosh, and Linux client platforms 

• MAC-Based Security Option-Provides extended security to protect user access 
to the logon VLAN from unregistered PCs 

• RADIUS Authentication and Accounting Support-RADIUS authentication is 
offered for Web logon 

• Secure Link Between Cisco Secure URT Client and VPS Server-Security 
authentication and data encryption have been added to URT v2 .5 to enable a more 
secure connection from the user 

• LDAP Support (Active Directory and NDS directories)-Cisco Secure URT v2.5 
supports Windows ' Active Directory and Novel! 's NDS LDAP servers 

• Multiple U sers Per Port-Previous versions o f Cisco Secure URT support only a 
single user logon on a single port 

• Display o f Windows NT Groups-The URT Administrator interface is enhanced 
to display the users belonging to a Windows NT group 

• MAC Address Events History-With URT v2.5 MAC-address-based logon/logoff 
events are added as an option and reported to the history events tool 

Specifications 

Feature 
Server Requirements 

Cisco Secure User Registration Tool (URT) 
Windows 2000 (SP2) serve r, professional, and Windows XP Professionai-Min H/W (Pentium 111, 512MB 
ORAM, 65MB of disk space) 

Browser for Web Login Netscape version 4.79 and 6.2; IE version 5.5 (SP2) or 6.0 

Client Software RequirementsWindows 98 (2nd E), Windows NT4 Workstation/Server (SP6A), Windows 2000 (SP2) 
Professional/server, Windows XP Professional, Windows XP Home (Web Client Only), Ma c OS 10.1 
(Web client only), Linux Redhat/ SuSE/ Mandrake/ VA (Web Client only)-Min H/W for Web client 
(Pentium 11, 256MB ORAM, 65MB of disk space), Min H/Wfortraditional client (Pentium 11, 64MB 
ORAM, 1MB of disk space) 

Supported Cisco Products 1900 series (1912, 1924), v9.00.05; C2800 series (2822, 2828), v9.00.05; C2900XL series (2908XL, 2916XL, 
(latest tested version) 2912XL, 2912LRE-XL, 2924XL. 2924LRE-XL), v12.0(5)WC3b; C2948GL3 series (2948GL3, 4232) 

v12.0(18)W5(22b); C2950 series, v12.1.6.EA2c; C3500XL series (3508XL, 3512XL, 3524XL, 3548XL, 3550XL), 
v12.0(5)WC3b; C3550 series, v12.1.8.EA 1 c; C4000 series (4003, 4006, 4912g), v7.1 (2); CSOOO series (2900, 
2926, 2948, 5000, 5002, 5500, 5505, 5509), v6.3(5); C6000 series (6006, 6009, 6506, 6509, 6513), v7.1 (3) 

Selected Part Numbers and Ordering lnformation 1 

Cisco Secure User Registration Tool (URT) 

URT-2.5-K9 Starter Kit: includes one (1) Use r Registration Tool 2.5 Software license, and one (1) Cisco 1101 
VLAN Policy Server (VPS) appliance 

URT-2.5-UP Software only; upgrades customers from URT 2.X to 2.5; includes upgrade for both URT Admin 
Server and Cisco 1100 VPS appliance 

URT-1101-HW-KS Hardware Only; Cisco 1101 VPS appliance; additional appliance needed for backup, use in 
distributed deployments, or deployments requiring Web logon capabilities 

1. This is only a small subset of all parts available via URL li sted under "For More lnformation" . Some parts have 
restricted access orare not available through distribution cha nnels. 

For More lnformation 
See the Cisco Secure User Registration Tool Web site: http://www.cisco.com/go/urt 

• Cisco Secure User Registration Tool 
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Content Networking Products 

Content Networking Products ata Glance 
Product 
Cisco Content Engine 500 
Series 

Cisco Content Engine 7300 
Series 

Content Engine Network 
Modules 

Cisco 11500 Series Content 
Services Switches 

Cisco LocaiDirector 

Cisco Content Distribution 
Manager 4600 Series 

Cisco Content Router 4430 

Features 
Content services edge delivery platform for Enterprise netvvorks 
• Functions as edge nade devi c e in an Application and Content Netvvorking (ACN) system 
• Responsible for delivery of cached ar distributed content to the end-user 
• Enables customers to rapidly deliver strategic applications to branch personnel including 

web application and content acceleration, content filtering and business video 
• Lays the foundation for advanced services such as e-learning and point of sal e video 

delivery. 

Page 
6-2 

Content services platform for Enterprise data center and Servi c e Provi der netvvorks 6-2 
• Otters premi um hosting services 
• Caching capabilities optimize Web site performance and WAN bandwidth utilization 
• Offers transparent and Internet proxy caching, Content Filtering and ECDN capabilities in a 

single platform 
• Accelerates both HTIP and streaming media file formats 
Content services edge delivery netvvork module for 2600, 3600, 3700 branch routers 6-2 
• Functions as edge nade device in an Application and Content Netvvorking (ACN) system 
• Enables delivery of new applications and services via a Cisco branch router with no 

performance degradation of core routing services 
• Allows rapid delivery of strategic applications to branch personnel including web 

application and content acceleration, contentfiltering and business video 
Next-generation intelligent platform for Web site and e-commerce optimization 6-4 
• Provides an intelligent, distributed architecture to scale for today's e-business 

infrastructure 
• Offers Adaptive Session Redundancy (ASR)-a new industry standard in stateful failover 
• Delivers the greatest flexibility of any content switch in its class for customizing 

combinations of ports, performance, and services 
lntegrated hardware and software solution for load balancing across servers 6-6 
• Allows many servers to appear as one serve r for high availability and easy scalability 
• Se cure real-time embedded operating system 
Content netvvorking policy and management device 6-7 
• Central contrai ave r acquisition and distribution of content, including live and video on 

demand video, over IP netvvorks 
• lntuitive web-based GUI provides integrated, easy-to-use management over caching and 

content delivery functions such as multicast replication, intelligent cache bypass and 
bandwidth management 

• Roles based access contrai securely enables multi pie administrators and content 
publishers across the organization 

lntegrated globalload balancing solution for content delivery netvvorks 6-9 
• Solves distributed server site selection problems 
• Uses HTIP (CR-4430) to redirect a client to the best site on the Internet based on netvvork 

delay 
• Transparently redirection redirects end use r requests to the end use r and works with any 

IP application 
• Extremely fast site-selection algorithm is optimized for high performance Web-style 

transactions 
Content Switching Module Line card for Catalyst 6500 6-11 
(CSM) for the Catalyst 6500 • Balances client trattic across multi pie servers within serve r farms 
Series Switches • URL and Cookie-based load balancing 

Cisco SSL Module for 
Catalyst 6500 

• High-performance-200,000 new Layer 4 TCP connection setups per second 
• Ottloads SSL encryption and decryption 
• Scalable performance 
• Stic ess 

Content Networking Products ata Glance 
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• 
Product Features Page 
Cisco 111100 Series Appliance-based SSL solution 6-12 
Secure Content Accelerator • Offloads SSL encryption/decryption from Web servers 
(SCA 111100) • Supports 200 new SSL connections and 900 sustained SSL sessions per second 

• lnteroperates with the CSS 11000 for intelligent load balancing of SSL traffic __ - ·--- ----.._,__ 
""Ci;-s-co-,C'"T""Ec-;-1""400~S"e-,ri;-es--"""T,--ra-nsf--;-o--'r-m-,s W;-;-;-;eb;-a-n--;-d""XM;:-;;--l--,-ba-s-ed-,-a-p-;pl-,-ic-:at-,-io-'ns'--;f-or-,d""'is-;pl-ay_a_n-;-d --'in'-te-ra-ct7io_n_o_n ""'IP:-:;T:-;el-ep-;-h-on-e-s.-6;;-·-;-;13,----

1
/ '- - ---- .. _ ···,·~-

Content Transforrnation PDAs, WAP Phones and other non PC devices : / • "'\' 
Engine • Supports a broad range of end devices f i ":) 

• Transforms existing applications - .. \__ ~\D ~ 
• Design Studio GUI Application .J À 

~Ci;-s-co-,D~i,--st-;ri~b-,m-ed~D~i-re-ct-,o-r~G~Io~b~al71n-:te-rn-e-:ts_e_rv~ic--'e~sc-a~lin-g-s-,ol,--ut~io-n--------------~6-~14~-c, ' 

• Solves distributed server site selection problems. Enables a set of distributed servers to be " ' '... •. ~:.·.-_ _ __ _ 
seen as a single virtual server --- -

• Uses DNS to redirect a client to the best site on the Internet based on a variety of options 
• Configurable as authoritative Doma in Na me Services (DNS) caching na me server and/or 

HTIP Session Redirector on a per-domain basis 
Cisco GSS 4480 Global Site Global site selection for distributed data centers 6-15 
Selector • Delivers globalload balancing for multi pie data centers 

• Offloads Doma in Named System (DNS) servers by doing DNS resolution 
• Se ales to support hundreds of data centers ar serve r load balancers (SLBs) 

Content Networking Overview 
Cisco Content Networking solutions are designed to optimize the delivery of content 
to end users. To accomplish this, Cisco offers solutions for both data center and edge 
delivery with industry-leading products in both categories. 

In the data center, Cisco Content Switching, or L4-7 Switching, solutions optimize any 
size network to dynamically enable faster responses to Web requests and decrease 
network bandwidth congestion. Content switching, or intelligent load balancing, 
insures high leveis of content availability and security, and leverages investment in 
Cisco IP infrastructure. 

Cisco's Application and Content Networking (ACN) System allows enterprises to 
accelerate mission criticai web applications such as Siebel and SAP, block viroses and 
inappropriate web sites and deliver business video, while laying the foundation for 
advanced services such as e-learning and point of sale video delivery. For Service 
Providers, the Cisco ACN System represents a highly profitable, new revenue 
opportunity by enhancing the customer/user Web experience and significantly 
accelerating the delivery o f rich Web applications, content and streaming media. 

Cisco Content Engines 
Within Cisco's content-networking 
solutions portfolio, the Cisco Application 

~ IP õWit •· 

. ·. ··~'''~ -
' 

"""'::0...-

and Content Networking System (ACNS) Software enables a variety of services that 
optimize delivery o f Web applications and content from the network edge to ensure 
enhanced speed, availability, and performance for users. ACNS Software combines the 
technologies of transparent caching and enterprise content-delivery network (ECDN) 
for accelerated delivery o f Web objects, files, and streaming media from a single 
intelligent edge appliance, the Cisco Content Engine (CE). 

The Cisco ECDN solution provides a platform that delivers immediate benefits from 
entry-level applications such as content and business application acceleration and URL 
filtering, whi le laying the foundation for advanced services such as business video and 
e-learn ing. 

, ~Ne_tw_o_r_k_in--'g'---O_ve_r_v_ie_w __________________ __ ___ 
1 



• 

• 

Chapter 6 Content Networking Products 

• 
When to Se li 

Sell This Product 
r,_.-·<~ 

When a Customer Needs These Features _.~ ··' ·~-~--....: 
• Ultra high-end content delivery capabilities for advanced applications sue h as streaming media, / / ,._. o\ 

e-learning, and corporate communications ~ • 
Content Engine 7325 

Content Engine 7305 • High-end content delivery capabilities for advanced applications sue h as streaming media, e-lear~ing\ A(~· r_ 
and corporate commumcat10ns . · "'~ V ! 

• Mid-range branch office and datacenter cache ideal for transparent caching, URL filtering, and ed~e .. . / '' 
content delivery ' .._: · -

Content Engine 565 

Content Engine 510 • Entry-level transparent caching and URL filtering capabilities along with limited content delivery · -- -· - ·~_;;r 
Content Engine Network • Router-integrated caching and contem delivery network modules for 2600, 3600, 3700 branch access 
Modules routers 

Key Features 

• Caching-Provides acceierated content deiivery, WAN bandwidth cost savings, 
and protection vs. uncontroliable bottlenecks 

• Content Filtering-Enables administrators to block, monitor, and report on end 
users' access to non-business and objectionable content (uses N2H2 Internet 
Filtering Protocol , Secure Computing SmartFilter, or Websense Enterprise 
Software) 

• Content Delivery-Use in conjunction with Cisco Content Distribution Manager 
to enable rich media e-leaming and corporate communications; deliver new 
premium hosting services such as on-demand content delivery and streaming 
media; and, to scaie Web sites 

Competitive Products 
• Blue Coat Blue Coat Serve r Accelerator 700 and 7000 Series and Blue • Network Appliance: NetCache C1200/2100/6100 Series 

Coat Systems Director Appliances and Contem Director 
• Valera: Excelerator, Media Excelerator, Se cure Excelerator 

Specifications 

Cisco Cisco Cisco Cisco Cisco CE 
Content Content Content Content Network Cisco SA-7 

Feature Engine 7325 Engine 7305 Engine 565 Engine 510 Module and SA-14 
Supported Two Two Two Two Dne internai 
Interfaces 10/100/lOOOBASE- 10/100/lOOOBASE- 10/100/lOOOBASE- 10/100/lOOOBASE- 10/100-Mbps 

TX TX TX TX Ethernet to router 
backplane; one 
externai 
10/100-Mbps 
Ethernet 

SDRAM 4GB 2GB 1GB 512MB Upto512MB 

Max Storage 936GB 936GB 396GB 80GB 396GB 252 o r 540GB 

Ultra2 SCSI Ultra2 SCSI Ultra2 SCSI IDE Ultra2 SCSI Ultra2 SCSI 

Maximum Internai 432GB 432GB 72GB 80GB 20GBor40GB 252 or 540GB 
Storage 

Ultra2 SCSI Ultra2 SCSI Ultra2 SCSCD IDE IDE Ultra2 SCSI 

Flash Memory 128MB 128MB 128MB 128MB 16MB internai ; 
optional Compact 
Flash Memory 

Storage Array Yes Yes Yes No Yes 
Support 

Rack Units 2 RU 2 RU 1 RU 1 RU N/A 3 RU 

Dimensions 3.36 x 17.46 x 3.36 X 17.46 X 1.72 X 17.3 X 16.75 1.72 x 17.3 x 16.75 One slot in 5.0 X 17.5 X 20.4 in 
(HxWXD) 27.48 in 27.48 in. in. in. 2600/3600/3700 

chassis 

Weight 621b. 621b. 28 1b. 281b. 1.51b. 761b. 

Power Hot-swappable Hot-swappable 200WAC 200WAC From AC (DC available 
redundant AC redundant AC 2600/3600/3700 mid-2003) 
(OC ava ilabled (OC ava ilabled cha ssis 
mid-2003) mid-2003) 

· ~ ''" """"'-· "'--
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Chapter 6 Content Networking Products 

• 
Selected Part Numbers and Ordering lnformation1 

Cisco Content Engine 7300 Series Hardware 
CE-7325-K9 Content Engine 7325 AC Power, ACNSsoftware 
CE-7305-K9 Content Engine 7305 AC Power, ACNS software. Also runs as COM or CR 

Cisco Content Engine 500 Series Hardware 
CE-565-K9 Cisco Content Engine 565, AC Power. ACNS software. Also runs as CDM or CR 
CE-510-K9 Cisco Content Engine 510 AC Power. ACNSsoftware 

Cisco Content Engine Network Module Hardware 
NM-CE-BP-20G-K9= Content Engine Network Module, basic performance, 20-GB IDE hard disk 
NM-CE-BP-40G-K9= Content Engine Network Module, basic performance, 40-GB IDE hard disk 
NM-CE-BP-SCSI-K9(= Content Engine Network Module, basic performance. SCSI controller (requires externai SCSI disk array 

such as the Cisco SA-6) 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." 

For More lnformation 

See the Cisco Content Engine Web sites: http://www.cisco.com/go/ceSOO and 
http://www.cisco.com/go/ce7300 

Cisco CSS 11500 Series Content 
Services Switches 
The Cisco CSS 11500 Series Content Services 
Switch is suitable for both enterprises and 
service providers seeking to reduce data center 
costs, boost e-business application 
performance, offer enhanced services, ensure 
online transaction integrity, and provide the 
best possible online experience for customers, 
business partners, and internai workers. 

The Cisco CSS 11500 is available in three models-the standalone Cisco CSS 11 501, 
the three-slot Cisco CSS 11503 and the six-slot Cisco CSS 11506. Both the CSS 11503 
and CSS 11506 systems take advantage of the same high-perfonnance, modular 
architecture and use the same set of 110, Secure Sockets Layer (SSL), and session 
accelerator modules. Also, all three systems operate with the same WebNS software, 
enabling the Cisco CSS 11501, 11503 and 11506 to offer industry-leading content 
switching functionality within three compact, hardware platfonns. 

When to Se li 

Sell This Product 

css 11501 

css 11503 

css 11506 

When a Customer Needs These Features 

• Standalone, fixed-configuration switching platform with up to 8 Fast Ethernet ports and 1 optional 
Gigabit Ethernet port 

• Cost-effective serve r, cache, and firewallload balancing 
• Complex Web applications requiring high-level URL and cookie switching 

• Compact, high-performance, modular content switching platform with up to 32 Fast Ethernet ports or 
up to six Gigabit Ethernet ports 

• Cost-effective server, cache, and firewall load balancing 
• lntegrated SSL capabilities for secure transactions 
• Complex Web applications requiring high-level URL and cookie switching 

• Compact, high-performance, modula r content switching platform with up to 32 Fast Ethernet ports or 
up to six Gigabit Ethernet ports 

• Cost-effective server, cache, and fi rewa llload balancing 
• lntegrated SSL capabi liti es for se cure tra nsactions 
• Complex We b appl ications re quiring h1 gh-level URL and cookie switch in g 

• Cisco CSS 11500 Series Content Services Switches 

... 
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Key Features 
• lntroduces an intelligent, distributed architecture to meet the real-world scaling 

requirements o f today 's e-business infrastructure 

• 

• Improves site availability and transa~tion integrity by i_ntroducing ~daptive /,...:-==~-~:;. -..... 
Sesswn Redundancy (ASR)-a new mdustry standard m stateful fallover / / ·· .... 

• Delivers the greatest flexibility o f any content switch in its class for customizing .. ( \..\ \ 
combinations o f ports , performance, and services ~ ' ~10 ( 

• Scales secured transaction performance through support o f an integrated, \ · \ , ~· 
high-capacity Secure Sockets Layer (SSL) module (WebNS 5.20) ''<~ 

• Protects investment by enabling upgrades o f performance, ports, and services 
through modularity 

Competitiva Products 
• Alteon/N ortel: ACEdirector and 700 Series • Radware: Web Server Director (WSD) 
• F5 Networks: Big/IP and LAN switch Partners • Resonate: Central Dispatch and Global Dispatch 
• Foundry Networks: Serverlron 

Specifications 

Feature 
Modular Slots 
Base Configuration 

Max GB Ethernet Ports 
Max 10/1110 Ethernet ports 
2-port GB Ethernet 1/0 Module 
16-port GB Ethernet 1/0 
Module 
8-port GB Ethernet 1/0 Module 
SSL Module 
Session Accelerator modules 
Redundancy features 

Height 
Bandwidth 
Storage 

Power 

Cisco CSS 11501 
N/A 
Switch Contrai with 8 10/100 
Ethernet; 1 GBIC port 

8 

Active-active Layer 5 
Adaptive session redundancy 
VirtuallP Address (VIP) 
redundancy 

1/75 in. (1 rack unit) 

Cisco CSS 11503 
3 
Switch Control Module 
2 Gigabit Ethernet (GBIC) ports 

6 
32 

Max: 2 

Max: 2 

Max: 2 
Max: 2 

Max: 2 

Active-active Layer 5 
Adaptive Session Redundancy 
VIP redundancy 

3.5" (2 rack units) 

Cisco CSS 11506 
6 
Switch Contrai Module 
2 Gigabit Ethernet (GBIC) ports 

12 

80 
Max: 5 

Max: 5 

Max: 5 
Max: 5 

Max:5 

Active-a ctive Layer 5 
Adaptive Session Redundancy 
VIP redundancy 
Active-standby SCM 
Redundant switch fabric module 
Redundant power supplies 
8.75" (5 r a ck units) 

Aggregate 6 Gbps Aggregate 20 Gbps Aggregate 40 Gbps 

512MB hard disk or 256MB Flash 512-MB hard diskor256-MB Flash 512-MB hard disk or256-MB Flash 
disk memory disk memory disk 
lntegrated AC supply lntegrated AC or DC Up to 3 AC or 3 DC 

Selected Part Numbers and Ordering lnformation1 

Cisco CSS 115110 Series Content Services Switches 
CSS11506-2AC Cisco 11506 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, 2 

switch modules, 2 AC power supplies, anda fan (requires SFP GBICs) 
CSS11506-2DC Cisco 11506 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, 2 

switch modules, 2 DC power supplies, anda fan (requires SFP GBICs) 
CSS11503-AC Cisco 11503 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, and 

integrated AC power supply, integrated fan, and integrated switch module (requires SFP GBICs) 
CSS11503-DC Cisco 11503 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, and 

integrated DC power supply, integrated fan, and integrated switch module (requires SFP GBICs) 
CSS5-SCM-2GE Cisco CSS 11500 System Contrai Module with 2 Gigabit Ethernet ports and hard disk (requires SFP 

GBICs) 
Cisco CSS 11500 Fast Ethernet 1/0 Module: 8-portTX 
Cisco CSS 11500 Fast Ethernet 1/0 Module: 16-port TX 
Cisco CSS 11500 Gigabit Ethernet 1/0 Module: 2-port (requires SFP GBICs) 
Cisco CSS 11500 Session Accelerator Module • 

CSS5-IOM-8FE 
CSS5-IOM-16FE 
CSS5-IOM-2GE 
CSS5-SAM 
CSS5-SSL 
CSS11501 

Cisco CSS 11500 SSL Module 
Cisco CSS 11501 Content Services Switch-8 Fast Ethernet, hard disk. AC 

(\\ 
~ 

1 Th1 s 1s only a small subset of ali parts ava1lable v1a URL llsted under "For More lnformatlon". Sorn_~e2_rts h ave 
restncted access o r are not avallab le through d1stnbut1on channels Re se llers For latest part n~~ p,M\Q~S / ·, 

1 
1nfo, see the Dtstnbutwn Product Reference GUJde at http.//www.clsco.com/dp rg (l1m1ted cou,n'~ra'í}a' ila&/Nt'yf J05 ~ ' 

' CI-'MI - CO , 
Cisco CSS 11500 Series Content Services Switche4 ~ A ~'" 1 
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• 
For More lnformation 

See the CSS 11500 series Web site: http://www.cisco.com/go/11500 

Cisco LocaiDirector 

The Cisco Local Director Series offers a high-availability, 
integrated hardware and software solution that intelligently 
balances the load o f user traffic across multiple TCP/IP 
application servers. Cisco Local Director tracks network sessions and server load 
conditions in real time, directing each session to the most appropriate server. All physical 
servers appear as one virtual server, requiring only a single IP address anda single URL 
for an entire server farm . 

A key component o f a content delivery network, Cisco Local Director accelerates 
content delivery by routing client requests to the best Web server at the Web site of 
origin. Cisco Local Director supports criticai content routing protocols such as Dynamic 
Feedback Protocol (DFP) and the Boomerang Control Protocol (BCP), which ensure 
seamless content delivery network integration and reduced deployment costs. Layer 4-7 
content load balancing guarantees that the correct client is routed to an optimized 
content location. The accelerated server load balancing (ASLB) feature works with the 
Cisco Catalyst 6000 and 6500 Series switches to accelerate scaling ofTCP sessions and 
help to protect against Flash crowds-sudden traffic surges that can overwhelm a web 
si te. 

When to Se li 

Sell This Product 
Cisco LocaiDirector 

Key Features 

When a Custo me r Needs These Features 
• Load balancing across multiple TCP/IP application servers 
• High availability Internet services such as e-commerce, Web content, and e-mail 
• High availability Intranet services for employees, customers, and suppliers 

• HTTP redirect sticky enables client-to-server persistence, regardless of SSL and 
shopping-cart configurations, to improve site availability 

• Hot-standby and stateful failover mechanisms ensures high availability by 
eliminating all points o f failure for the data center 

• Transparent support for all common TCP/IP Internet services, including User 
Datagram Protocol (UDP), accommodates a wide range of applications and 
communications needs (Web, File Transfer Protocol [FTP], Telnet, Domain Name 
System [DNS] , and Simple Mail Transfer Protocol [SMTP]) without special 
software configuration 

• SSL and cookie sticky ensures completion o f complex transactions in proxy server 
environments 

• Client-assigned load balancing provides QoS mechanism by allowing traffic to be 
directed to servers based on source IP address 

• High-performance hardware supports six Fast Ethemet (Cisco Local Director 417) 
or two Fast Ethernet plus two Gigabit Ethemet (Cisco Local Director 417G) 
interfaces 

• Network Address Translation (NAT) allows unregistered IP addresses on servers 
without router ass istance 

Cisco LocalDirector 
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• Simple setup in 1 O commands offers simple setup for typical configurations, with 
little disruption to existing network configuration and no changes to network 
addresses 

• Integrated security capability effectively protects server farms from unauthorized 
access by filtering based on client IP address and service 

Competitive Products 

• 

::-Fi'~::::-Fc::--;;n-----------------,.--,;-:c=-:==~=n'":"::-:::-:::----------- '•,, 
• F5labs: Big IP • Radware: Web Serve r Director 
• Foundry Networks: Serverlron Switch • Resonate, Inc.: Central Dispatch 
• Nortel Networks/Aiteon: Ace Director 

Specifications 

Feature 
Supported Interfaces 

Other Interfaces 

RAM 
Flash 
Performance 

Dimensions (HxWXD) 

LocaiDirector 417 
Six 1 0/1 00 BASE-TX 

RJ-45 console interface; DB-15 redundam 
failover interface 
512MB 

16MB 
8000 virtual and reaiiP addresses 
700,000 simultaneous TCP connections 
80-Mbps throughput 
L72 X 17.5 X 14.13 in 

Selected Part Numbers and Ordering lnformation1 

Cisco LocaiDirector 
lDIR-417 
lDIR-417G 

Cisco local Director 417 
Cisco local Director 417G 

LocaiDirector 417G 
Two 10/100BASE-TX plus two 1000BASE-SX 
interfaces 
RJ-45 console interface; DB-15 redundam 
failover interface 
512MB 

16MB 

64,000 virtual and reaiiP addresses 
1,000,000 simultaneous TCP connections 
400-Mbps throughput400 
1.72 X 17.5 X 14.13 in 

1. This is only a small subset of ali parts ava ilable via URL listed under "For More lnformation". Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the LocalDirector Web site: http://www.cisco.com/go/ld 

Cisco Content Distribution Manager 4600 Series 
The Cisco Content Distribution Manager (CDM) configures 
network and device policy settings for edge node Content 
Engines (CE). Used to accelerate web content and save 
network bandwidth in a content networking architecture, the 
CDM can be easily integrated into existing network 
infrastructures. Deployed in an Enterprise or Service 
Provider Internet or extranet environment, the Cisco CDM 
and CEs provide transparent on-demand rich media 
streaming and static file delivery to standard PCs. 

Cisco Enterprise Content Delivery Networks (ECDNs) allow service providers and 
enterprises to distribute rich media content closer to their target customers overcoming 
issues such as network bandwidth availability, distance or latency obstacles , origin 
server scalability, and congestion issues during peak usage periods. The ECDN 
solution enables content delivery services for web hosting, streaming, e-commerce, 
e- learning, corporate communications , and miss ion critica! e-business applications. 

··-· .. .. .. ... .. . 

--, ·-----~~-
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• 
When to Sell 

When a Customer Needs These Features Sell This Product 
COM 4630 • Low-cost early deployment, or small enterprise network trials, proof of concept, and pilot programs 

COM 4650 • Medi um and large enterprise networks, supports up to 1000 Cisco Content Engines 

COM 4670 • Servi c e provider deployment, supports thousands of Cisco Content Engines 

Key Features 

• Complete CDN solution with Cisco Content Router and Cisco Content Engines 
• Central contrai o ver delivery o f high-bandwidth content, live and 

video-on-demand over any IP network 
• Easy-to-use management capabilities through a Web-based GUI; services include 

previewing and scheduling replication of media to edge devices, bandwidth and 
content management 

• Automatically generates thumbnail reference images and sample Web pages for 
integration with corporate extranet, intranet, and Internet sites 

• One URL per media file provides seamless integration into any Web site 
• Integrates with standards for Web multimedia presentation, including 

HTMLIDHTML, eXtensible Markup Language (XML) and SMIL 
• Secure and fault-tolerant file transfer using Secure Socket Layer (SSL) encryption 

for secure media transfers 
• Channel configuration for media distribution to any number o f discrete audiences 

using "distribution lists" 
• Host content for a variety of customers within a single CDN 

• Ability to create multiple virtual CDNs addressing targeted media distribution 
• Content registration in cache logs for billing capabilities 

Competitiva Products 
• Cacheflow: Client and Server Accelerators • Network Appliance: ContentDirector 
• lnktomi: Traffic Serve r 

Specifications 

Feature 
Content Distribution 
Manager 4630 

Sampling of Ri c h MPEG 
Media File Formats ReaiVideo 

Windows Media 
Quicklime 
HTML, GIF, JPEG 
Adobe Acro~at 
Macromedia Shockwave 
CAD/CAM 
MRI 

Supported Interfaces Autosensing 10/1 OOBASE-T 

Recommended Less than 100 CEs 
Network Size 

Content Distribution 
Manager 4650 
Same as COM 4630 

Autosensing 10/lOOBASE-T 

Less th a n 1 000 CEs 

Processo r Speed 600-MHz Plll 2x866 Xeon 

RAM 512MB 1GB 

Internai Storage One 30GB, lOK RPM, Ultra2 SCSI 140GB RAlO 5 
disk drive 

Rack Units 
Dimensions (HxWXD) 1.72 x 17.5 x 14.1 in. 12.25 X 17.5 X 28 in. 

1. Minimum storage requi red for DM service provider configurations 

Content Distribution 
Manager 4670 
N/ A-file formats handled by the CEs 

Autosensing 10/1 OOBASE-T 

Less than 10,000 CEs 

2x866 Xeon 

1GB 

36 GB 1 

7 
12.25x 17.5x 28in. 

.,... ---.. ,__ 
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Selected Part Number and Ordering lnformation1 

Cisco Content Distribution Manager 4600 Series Hardware .. /'"~··='.:~'";:., 
CDM-4630 Cisco Content Distribution Manager 4630 · ./ .. / .- . ·~~."'-,_ "'\ 
CDM-4650 Cisco Content Distribution Manager 4650 .. "' 

1 
( ~ r . \ .· 

CDM-4670 Cisco Content Distribution Manager 4670 i . ;J~ V .- , , 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some part's h~ve 
restricted access o r are not available through distribution channels. \ · 

• ... _ .J 

... . ....,_ ..... ~ --,....~-· 

For More lnformation 

See the Content Distribution and Management Web site: 
http://www.cisco.com/go/cdm 

Cisco Content Router 4430 
The Cisco Content Router 4430 (CR 4430) is a 
compact, high-performance solution for 
enabling premi um Web services over public or 
private networks. Featuring either Cisco Enterprise Content-Delivery Network 
(ECDN) or Content Router 1.1 Software, customers can transparently route user Web 
browsers to the optimal content engine for file delivery. 

With its patented routing technology, the Cisco CR 4430 provides redundancy, 
scalability, and performance enhancements for network Web sites in either an 
enterprise or public service provider network. Using Hypertext Transfer Protocol 
(HTTP)-based re-direction, the Cisco CR 4430 can redirect users over the public 
network or behind the security of a corporate firewall, making it a vital component of 
the Cisco end-to-end Content Networking Solution. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco Content Router 4430 • When a customer needs to support a Cisco Enterprise Content Delivery Network with HTIP redirection 

Key Features 

• Supports resiliency for ECDNs when used with a Cisco CSS 11500 content services switch 
• Up to tive Cisco CR 4430s can be deployed in an ECDN network to provi de greater network availability 

and performance 

• Uses HTTP to redirect a client to the best site on the Internet based on network 
delay 

• Transparent redirection to the end user and works with any IP application 
• Easy configuration through a Cisco IOS-style command-line interface 
• Redundant configurations, multiple CRs can be deployed at the origin site to 

provide fail-over and load scaling 

Specifications 

Feature 
Network Interface Card 

Processar 

RAM 

Internai Storage 

Rack Units 

Dimensions (HxWXD) 

Weight 

Cisco Content Router CR4430 
10/1 OOBASE-TX 

600- MHz Plll 

1GB 
18GB 

1.72 x 17.50 x 14.13in. 

12.51bs. ' ~QS no 03!20U5 - ': 
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• 
Selected Part Number and Ordering lnformation 
Cisco Content Routers 
CR-4430 Content router that utilizes HTIP redirection for use with the ECDN product 

For More lnformation 

See the Cisco Content Router Web site: http://www.cisco.com/go/cr 

Cisco Content Switching Module 
The Cisco Content Switching Module (CSM) is a Catalyst 6500 line card that balances 
client traffic to farms o f servers, firewalls, SSL devices, or VPN termination devices. 
The CSM provides a high-performance, cost-effective load balancing solution for 
enterprise and Internet Service Provider (ISP) networks. The CSM meets the demands 
of high-speed Content Delivery Networks, tracking network sessions and server load 
conditions in real time and directing each session to the most appropriate server. Fault 
tolerant CSM configurations maintain full state information and provide true hitless 
failover required for mission-critical functions. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco Content Switching • An integrated load balancing solution featuring Cisco's Catalyst 6500 
Module • Load balancing for the highest traffic sights 

• Support for up to 1,000,000 concurrent TCP connections 

Key Features 

• Market-leading performance-Establishes up to 200,000 Layer 4 connections per 
second and provides high-speed content switching, while maintaining 1 million 
concurrent connections 

• Outstanding price/performance value for large data centers and ISPs-Features a 
low connection cost and occupies a small footprint. The CSM slides into a slot in 
a new or existing Catalyst 6500 and enables ali ports in the Catalyst 6500 for layer 
4 through layer 7 content switching. Multiple CSMs can be installed in the same 
Catalyst 6500 

• Uses the same Cisco lOS Command Line Interface (CLI) that is used to configure 
the Catalyst 6500 Switch 

Competitiva Products 
• Alteon/Nortel: ACEdirector and 700 Series • Foundry Networks: Serverlron 
• Radware: Web Serve r Director (WSD) • Resonate: Central Dispatch and Global Dispatch 
• F5 Networks: Big/IP and LAN switch Partners 

Specifications 

Feature 
Configuration Limits 

Connections 

Throughput 

Catalyst Switch Platform 
Requirements 

Cisco Content Switching Module (CSM) 
256 total VLANs (client and server); 4000 virtual servers; 4000 serve r farms; 16,000 real servers; 
4000 probes; 16,000 access controllist (ACLO items 
1,000,000 concurrent TCP connections 
200,000 connection setups per second-Layer 4 
4 Gigabits-per-second total combined (client-to-server and server-to-client) throughput 

Cisco lOS Software only- Catalyst Operating System is not supported 
Functions as a bus enabled line card-not !abri c enabled 
Multilayer sw1tch feature card-MSFC or MSFC2 

• Cisco Content Switching Module ., ..• 
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• 
Selected Part Numbers and Ordering lnformation 1 

Cisco Content Switching Module 
WS-X6066-SLB-APC Catalyst 6500 Content Switching Module 

For More lnformation 

See the Catalyst 6500 Series Web site at: http://www.cisco.com/go/cat6500 
. .... - ~, • .:.... . .. ·•* ...... ~­

-----------------------------------------------------------------------
Cisco SSL Module for Catalyst 6500 
The SSL Services Moduleis an integrated service module for the Cisco Catalyst® 6500 
Series that offloads the processor-intensive tasks related to securing traffic with Secure 
Sockets Layer (SSL) and increases the number o f secure connections supported by a 
Web site. 

When to Se li 

Se li This Product When a Customer Needs These Features 

SSL Module for Catalyst • An integrated SSL encryption/decryption solution featuring Cisco·s Catalyst 6500 
6500 • Scalable SSL processing: 2,500 connection setups/second per module-10,000 per Chassis 

fully-populated with SSL modules 

Key Features 

• Server SSL offload--performs ali SSL-related tasks, allowing servers to handle 
high-speed clear text traffic 

• Scalable performance--provides a simple means of addressing increased 
performance requirements by installing additional SSL modules in a Catalyst 6500 
switch 

• Stickyness--maintains persistence even when clients request new session IDs, in 
Integrated Mode with Content Switching Module (CSM) 

• Certificate optimization-provides cost savings by requiring only a single 
certificate copy vs. a copy for each server subject to customer and certificate 
authority agreement 

Competitive Products 
• F5 Networks eCommerce 540 

Specifications 

Feature 
System Capacity and Performance 

Scalability 

lntegration with Server Load 
Balancing 

• Nortei/Aiteon 1SD 410 SSL Accelerator 

Cisco SSL Module for Catalyst 6500 
2500 connection setups/sec per module-10K per chassis; 60K concurrent client 
connections-240K per chassis; 300 Mbps bulk r ate encryption-1.2 Gbps per chassis; 256 key 
pairs; 256 key certificates; Up to 2K key sizesi256 proxy servers 
Up to four SSL modules in the same Catalyst 6500 

Tlghtly integrated in the Cisco Catalyst 6500 Switch with the CSM 

Selected Part Numbers and Ordering lnformation 1 

Cisco SSL Module for Catalyst 6500 
WS-SVC-SSL-1-K9= Cisco SSL Module for Catalyst 6500 

For More lnformation 

See the Catalyst 6500 Series Web site at: http://www.cisco.com/go/cat6500 

f\ 
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Cisco 11000 Series Secure Content 
Accelerator (SCA 11000) 
The Cisco 11000 Series Se cure Content 

Chapter 6 Content Networking Products 

- ·· -~ -.·~ .. ~· 
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Accelerator (SCA 11 000) is an appliance-based solution that increases the number o f /, ',, 

::~~:~ ct~n~:~!~:gs :;:r~~rt:~:~;~~v:iitl::ie ~~flt::~;r~~:!:~~~s~~1n;~~~i;e tasky' { ~ ~ \ 

simplifies security management and allows Web servers to process more requests for,~ ;\~ Lv 
content and handle more e-transactions. \.,~ -. 

Key Features 

• Offloads all encryption, decryption, and secure process for a Web site, freeing 
Web servers to perform essential Web tasks and eliminating the need for SSL 
server software 

• Boosts e-commerce site performance up to 50 times through dedicated SSL 
processing hardware-supports 200 or 800 new SSL connections per second 

• Centralizes and manages the widest range of digital certificates to ensure complete 
independence from the Web server 

• Provides linear scalability and fault tolerance-interoperates with the Cisco 11500 
series Content Services Switches (CSS 11500) for intelligent load balancing of 
SSL traffic 

• Works with any Web server platform to provide SSL support for any Web site 
• Installs quickly and easily with very low maintenance-nci special software 

required on Web servers or Cisco 11500 series switches 

Specifications 

Cisco SCA 11000 SCA2 SCA 
Number of Ports Two 10/1008aseTX Ports Two 10!1008ase TX Ports 

Port Description Network Ports: Two 10/1008ase TX; Console Port: 089 Network Ports: Two 10/100Base TX; Console Port: 089 
Serial Port; Failover Port: 089 Serial Port Serial Port; Failove r Port: 089 Serial Port 

Data Transfer Rales Ethernet: 10 Mbps (half duplex). 20 Mbps (tull Ethernet: 10 Mbps (half duplex). 20 Mbps (full duplex) 
duplex)Fast Ethernet: 100 Mbps (h ali duplex), 200 Mbps Fast Ethernet: 100 Mbps (h ali duplex), 200 Mbps (tu li 
(tull duplex) duplex) 

Configuration Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1, 6.2 Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1, 6.2 
Software OS Support 
Memory 64MB RAM; 16MB Rash ROM 64MB RAM; 16MB Flash ROM 
Dimensions 8.875 x 1.75 x 19 in. 8.875 X 1.75 X 19 in. 
Connection Rates 800 200 
Concurrent Sessions 5,000 30,000 

Selected Part Numbers and Ordering lnformation 

Cisco SCA 11000 

CSS-SCA-2FE-K9 
CSS-SCA2-2FE-K9 

For More lnformation 

CSS Secure Content Accelerator 
CSS Secure Content Accelerator version 2 

See the Cisco SCA 11000 Web si te: http://www.cisco.com/go/sca11000 

• Cisco 11000 Series Secure Content Accelerator (SCA 11 000) 
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Cisco CTE-1400 Series Content Transformation ~" 
Engine ,. 
The Cisco CTE 1400 Series Content Transformation 
Engine provides customers with a high-performance, 

• 
l 

appliance-based solution that delivers real business applications and Internet content 
to a variety of devices including Wireless Application Protocol (WAP) phones , 
personal digital assistants (PDAs), Blackberry pagers, Cisco IP Phones and other non 
PC devices. Examples of applications that can be transformed include e-mail, 
CRM/SF A applications, intranets, maps, directions, and corporate directories as well 
as many vertical applications in healthcare, retail, finance, hospitality and education. 
The Content Transformation Engine (CTE) is a 1 Rack Unit appliance optimized to 
perform the task of converting HTML and XML applications to a format appropriate 
for devices with unique display requirements. In addition, the solution recognizes 
specific Web-enabled devices such as IP Phones, PDAs and mobile phones, and 
customizes the delivery o f information to give users the right formo f data, to suit their 
devices characteristics, capability as well as the usage model. 

When to Sell 

When a Customer Needs These Features Sell This Product 
Cisco CTE-1400 Series 
Content Transformation 
Engine 

• Ouickly and easily transform applications to extend them to a variety of new devices. 
• Low total cost of ownership (TCO) 
• lmmediate results for a rapid return on investment 
• Self-contained appliance optimized for transformation 

Key Features 

• Self-contained appliance for content transformation; includes DesignStudio for 
defining transformation rules 

• Seamlessly transforms contentas it moves from server to the target device, leaving 
the server and underlying data unchanged; Reformats data into all major Markup 
Languages 

• Supports Cisco 's AVVID architecture, including transformation for Cisco IP 
telephony 

• Low total cost of ownership 

Specifications 

Feature Cisco CTE-1400 Series Content Transformation Engine 
Rack Units 

Dimensions (HxWxD) 1.70 X 16.7 X 22i n. 

Weight 231bs 

Selected Part Numbers and Ordering lnformation 1 

Cisco CTE 1400 Series Content Transformation Engine 
CTE-1450-K9 Content Transformation Engine Hardware 
CTE-WAP= WAP module for CTE 1400 Series 
CTE-PALM= Paim module for CTE 1400 Seri es 
CTE-RIM= 
CTE-HTML= 

RIM Blackberry module for CTE 1400 Seri es 
HTML module for CTE 1400 Seri es 

1. This is only a small subset of ali parts available via URL listed under .. For More lnformation ... Some parts have 
restricted access orare not available through distribution channels . 

For More lnformation 

See the CTE-1 400 Seri es Web site at http://www.cisco.com/go/cte 

Cisco CTE-1400 Series Content Transformation Engi 
-------
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• 
Cisco Distributed0irector1 

DistributedDirector provides dynamic, transparent, and scalable Internet traffic load • 
distribution between multiple geographically-dispersed servers. DistributedDirector is • 
a global Internet service-scaling solution that utilizes Cisco lOS software and leverages 
routing table information, delay characteristics, and other information to make · .- ~~--,._ 
"network intelligent" load distribution and site selection decisions. 1// C!'-.. \ 

DistributedDirector transparently redirects end-user service requests to the closest f ( ~ ~ 
responsive server, which increases access performance and reduces transmission costs\: \~ 
Users need only a single subdomain name or URL-embedded hostname for accessing \ .... > 
a distributed set o f servers, thus providing the appearance o f a single virtual server. '· 

Whento Sell 

Sell This Product 
Cisco D istributed 
Director 

Key Features 

When a Customer Needs These Features 
• Load distribution across geographically/topologically dispersed TCP/IP servers 
• High availability for dispersed mission-critical applications 
• Data center redundancy and failover 

• Transparent distribution o f all IP Services (TCP and UDP), including HTTP, FTP, 
Telnet, and Gopher; provides global scalability for all IP-based network services 

• Improves access performance by. redirecting to the topologically closest server 
• Calculates client-to-server round-trip times in real time; redirects clients to server 

with lowest client-to-server link latency, maximizing end-to-end performance 
• Redirects clients only to responsive servers, resulting in maximized availability 
• Cisco lOS Software & standard command line interface for device configuration 
• Transparently add and remove distributed servers, simplifying maintenance 
• Supports multiple domains; cost-effective IP service scalability solution 

Competitive Products 
• Alteon Networks: ACEd1rector and Web Sw1tches w1th WebOS GLSB• Resonate,lnc.: Global Dispatch 
• F5 Labs: 3DNS • RND Networks, Inc.: Web Serve r Director- Network Proximity 
• Foundry Networks: Serverlron Switch with Internet lronWare (WSD-NP) 

For More lnformation 

See the DistributedDirector Web site at http://www.cisco.com/go/dd 

1. DistributedDirector is available in Cisco lOS software for 2600!2600XM, 3600, and 7200 series 
routers, starting on release 12.2(4)T Enterprise Plus feature sets; Dedicated routers may be 
recommended for DistributedDirector to meet performance targets of both routing and load 
balancing; lf no dedicated hardware platform is available for running DistributedDirector, it is 
recommended customers use the Configurable DD Cache feature (availa ble in 12.2(8)1) to limit the 
memory DistributedDirector may consume for DNS caching; To take advantage of enhanced caching 
capabilities, routers should be configured with additional ORAM (128MB or more) 

Cisco DistributedDirector 

l 
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• 
Cisco GSS 4480 Global Site Selector 
The Cisco GSS 4480 is a networking product that globally load balances distributed ~;-._.jf' 
data centers . The Cisco GSS 4480 acts as the cornerstone o f multisite disaster recovery / ./ <b 
plans in deployments of Cisco 's market-leading content switches. Customers ~ . ~ '3 
deploying new Cisco content switches such as the Cisco CSS 11500 Content Services \ < 1 
Switch and the Content Switching Module (CSM) for the Cisco Catalyst ® 6500 Series .\ -" 

";·· 
switches or have already deployed legacy switches such as the Cisco CSS 11000 and 
Cisco Local Directors can benefit from the new leveis o f traffic management and 
centralized command and control provided by the Cisco GSS 4480. 

Key Features 

• Provides resilient architecture criticai for disaster recovery and multisite Web 
applications deployments 

• Offers flexible heterogeneous support for ali Cisco SLBs and DNS-capable 
networking products 

• Provides centralized command and control of DNS resolution process for direct 
and precise control of global load-balancing process 

• Offers site persistence for e-commerce applications 
• Offers a unique DNS race feature-The Cisco GSS 4480 can in real time direct 

content consumers to the closest data center 
• Supports a Web-based graphical user interface (GUI) and DNS wizard to simplify 

the DNS command and control 

Competitive Products 
• F5 Networks eCommerce 540 

Specifications 

Feature 
Number of Ports 
Port Description 
DNS requests per second 

• Nortei/Aiteon 1SD 410 SSL Accelerator 

Cisco GSS 4480 
Two 10/1 OOBase TX Ports 

Network Ports: Two 10/100Base TX; Console Port 

4000, depending on configuration (- 345 million DNS requests per day per Cisco GSS 4480; an 
entire system is capable of 2.7 billion DNSrequests per day) 

Configuration Software OS Support Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1 , 6.2 

Network management 

Storage 
Physical 
Dimensions 

Console port-CLI Access to system via Telnet; Se cure copy (SCP) o r FTP; GUI-Secure HTIP 
(HTIPS) for Internet Explore r and Netscape Navigator 
One 36-GB hard drive 

One-rack unit size chassis; Network management serial port1 GB of RAM600-MHz Plll CPU 

1.72 X 17.5 X 14.13 in. (43.7 X 444.5 X 358.9 em) 

Selected Part Numbers and Ordering lnformation1 

Cisco GSS 4480 
Cisco GSS 4480-K9 
SF-GSS-V1.0-K9 

For More lnformation 

Global site selector 
SF-GSS-V1.0-K9Giobal site selector software 

See the Cisco GSS 4480 Web site : http://www.cisco.com/go/gss 

Cisco GSS 4480 Global Site Sei r- -
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Broadband and Dia I Access Products 

Broadband and Dia I Access Products ata Glance 

Remote Dial Access- Data and Voice (VoiP) 

Product1 

Cisco AS5350 Series 
Universal Gateways 

Cisco AS5400 Series 
Universal Gateways 

Cisco AS5850 
Universal Gateway 

Remote Dial Access 
Network Management 
SS7 Signaling & 
Softswitch Products 

Features Page 
• High performance, 1RU, universal gateway 7-3 
• Universal Port technology for multi pie data, voice, and fax services on any port at any time 
• 2.4. & 8 CT1n CE1/PRI configurations for 48 to 240 channels 
• Supports broad range of async/ISDNNoiP/wireless protocols 
• Two 10/100 Ethernet ports, two 8 Mbps serial backhaul ports 
• Two 8 Mbps serial backhaul ports 
• Cisco SS7 signaling gateway interoperability 
• Aexible, redundant backhaul methods 
• High performance, 2RU, universal gateway 7-6 
• Universal Port technology for multi pie data, voice, and fax services on any port at any time 
• Two models: Cisco AS5400HPX and Cisco AS5400 
• 8 to 16 CT1/CE1/PRI or 1 T3 configuration for 192 to 648 channels 
• Low power and high availability design 
• Supports a broad range of async/ISDNNoiP/fax/wireless protocols 
• Cisco SS7 signaling gateway interoperability 
• Flexible, redundant backhaul methods 
The highest density universal gateway in the marketplace 7-9 
• Supporting up to 5x CT3s, 96 Tis or86 E1s of multi pie data, voice, and fax services on any port 

at anytime 
• Constant density regardless of codec type, ECAN or VAD settings 
• Extensive high availability features 
• TOM grooming capability 
Suite of network management products for configuration, troubleshooting, and maintenance 7-11 
of Cisco dia I access and VoiP solutions 

• Cisco PGW 2200 Softswitch-Call Agent providing signaling and call control functionality 7-12 
for PSTN Gateway and transit applications in international markets 

• Cisco BTS 10200 Softswitch-MGCP-based softswitch for large-scale Voice over IP and ATM 
applications 

1. For Cisco 2509 and 2511 Access Servers, se e page 1-14. 

Broadband Cable 

Product Features Page 
Headend and Distribution Hub Equipment 
Cisco uBR7100 Series 
Universal Broadband 
Router 

Cisco uBR7246VXR 
Universal Broadband 
Router 

Entry-level, fixed-configuration CMTS and integrated router for lower-density residential and 7-13 
MxU customers serviced by Tier 2/Tier 3 cable operators or ISPs. 
• Choice of four DOCSIS- and EuroDOCSIS-qualified, fixed-configuration models that in clude: 

Cisco uBR7111, Cisco uBR7111E, Cisco uBR7114, and Cisco uBR7114E 
• lntegrated upconverter/modulator on the cable interface 
• Embedded dual10!100 BaseT Ethernet network interface 
• Additional network interface with a variety of LAN and WAN options 
• Supports up to 1,000 1 data customers 
• Modular, standard s-based communications-grade CMTS and integrated router for 7-15 

high-growth broadband cabl e deploymentsSupports up to 8,000 subscribers and oHers a 
large va ri ety of LAN and WAN interface options and processors 

Broadband and Dia I Access Products ata Glance 
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Chapter 1 Broadband and Dial Access Products 

Product Features Page 
Cisco uBR10012 Universal Highest-capacity communications-grade CMTS and integrated router on the markettodaythat 7-16 
Broadband Router delivers the services, performance, scale, and carrier-class reliability large cable operators 

and ISPs demand 

Cisco RF Switch 

• High-performance aggregation platform that uses Parallel Express Forwarding technology 
• Eight cable line cards that include support for Cisco Universal Broadband Router (uBR) line 

cards and the Cisco 5X20 Broadband Processing Engine (BPE) 
• Four netvvork interfaces that include supportfor 1 Gbps over Gigabit Ethernet, 622 Mbps over 

OC-12 Packet over SONET, and OC-48-Dynamic PacketTransport (DPT) Interface Module Set 
• Cisco uBR10012 supports up to 80,0001 subscribers 
• Exceeds PacketCable Availability Requirements 
• Enables a fully redundant CMTS with no single point of failure; works with the Cisco 

uBR7246VXR and uBR10012 
• Maximizes density with more than 250 MCX-type connector 

7-17 

Customer Premise Equipment (CPE) 
Cisco uBR!IOO Series lntegrated DDCSIS-based cable modem and router with hardware accelerated IPSec VPN 7-19 
Cable Access Router tunneling support that includes: 

• Cisco uBR925 with 4 Ethernet, 1 CATV, 1 USB and 2 FXS ports that support telecommuter and 
small ottice DDCSIS-based data, VoiP, and VPN services 

• Cisco uBR905 with 4 Ethernet and 1 CATV port that supports DDCSIS-based data and VPN 
services 

1. Numbers are for reference only. Actual numbers for specific systems will vary depending on netvvork/service 
loading, traffic, and other parameters. 

DSL (Digital Subscriber Line) Access 

Product 
DSL Access CPE 1 

Broadband Services 
Aggregation 

Features Page 
Wide variety of Cisco router-based DSL CPE solutions for business-class to small office 7-21 
applications 
• Cisco 6400 Series Router-ATM switching core, with up to 48,000 subscriber sessions per 7-21 

chassis 
• Cisco 7200 Series Router-Up to 16000 broadband sessions on a 3 RU platform, including 

aggregation of PPP, PPPoE, and PPPoA 
• Cisco 7301 Series Router-1 RU Broadband Aggregation Router that is capable of delivering 

up to 16000 sessions per chassis 
• Cisco 7400 Series Router-1 RU broadband optimized appliance that delivers up to 8,000 

sessions per chassis 
• Cisco 10000 Series Router-A carrier-class router that supports up to 32,000 broadband 

sessions with 99.999 percent system uptime 

1. For ADSL, ISDN, and IDSL small office/home office (SOHO) customer premi se equipment (CPE), se e Chapter 1: 
Routers 

ATM Multiservice WAN Switching 

Product 
Cisco BPX 861111 Series 
Switches 

Cisco MGX 8850 Series 
Advanced ATM 
Multiservice Switches 

Cisco MGX 8830 Series 
Multiservice Switches 

Cisco IGX 8400 Series 
Multiservice WAN 
Switches 
C isca ;;:cM'""'G:-:-X:-:8:-:20:-=-0::---;o-Se- r-=-ies 

Multiservice Gateways 

Features Page 
• Large-scale Advanced ATM switch for service provi der and large enterprise applications 7-23 
• Narrowband and broadband services in a single, highly reliable platform using a multishelf 

architecture with intelligent c ali processing for Frame Relay and ATM switched virtual 
circuits (SVCs) 

• 20 Gbps of high-throughput switching for multi pie trattic types data, voice, and video 
• Multiservice switch, scales from DSO to OC-48c/STM-16 speeds 7-24 
• Serves as a stand-alone device for narrowband services, an integrated edge concentrator or 

a broadband edge switch when equipped with 45 Gbps switch card and broadband ATM 
modules 

• Multiservice switch scales from from DSO to OC-3c/STM-1 speeds 7-25 
• A standalone switch with narrowband interfaces and broadband trunking to remate sites with 

low density and high service mix requirements with 1.2 Gbps switch fabric 
• ATM-based WAN switching, connects to public services for reduced leased-line costs 7-25 
• Available with 8, 16, or 32 slots 

··--- -------·-;----,-.,---c--
• Edge concentrators family provi de a cost-effective narrowband multiservice solution for low 7-25 

to mid-band ATM and Frame Relay aggregation with OoS management features 

Broadband and Dial Access Products ata Glance 
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:f AC. ... CJ7r. _: l · ' vy-- v ' long Reach Ethernet \ \ .1 
.\ ~ .. \. / ,-.' i 

Product Features ·" ·~ . : ~> · ~:.Page 
Cisco Catalyst 2950 LRE XL Fixed configuration Ethernet switches for delivering converged voice, video, and data services 7·26 
Switches over existing category 1/2/3 wiring for the MxU and enterprise markets. 

• 12· or 24·port 1 RU switchesystems with four 10/100 ports, deliver Ethernet traffic (up to 15 
Mbps) over standard copper cabling (up to 5000 feet); ideal for MxU broadband Internet 
access 

• Co-exists with POTS and ISDN traffic on the same line and compatible with ADSL 
• Advanced quality oi servi c e for supporting converged voice, video, and data services 

Cisco LRE CPE Devices • Cisco 575 LRE CPE-Compact, includes one RJ-45 Ethernet connection and two RJ-11 7-27 
connectors (for telephone) 

• Cisco 585 LRE CPE-Compact, includes four RJ -45 switched Ethernet connections and two 
RJ-1 1 connectors (for telephone). Supports 802.1 p aos 

Cisco LRE POTS Splitter • Cisco LRE 48 POTS Splitter-48 ports in 1 RU. Ensures that POTS servi c eis separate, and 7-27 
neve r compromised by LRE switch reconfiguration or downtime 

Cisco Broadband Building • Server system enables automated online activation, integrated billing, tiered service leveis 7-28 
Service Manager • Ideal for any form of broadband access technology, including Ethernet, LRE, Cable access, 

DSL, Wireless, or Fiber 

Memory lnformation for Access Routers 

Router Memory Type Slots Default Memory Max Memory Default Config. (Notes) 

C. ASS350 System Flash 
ISCO SDRAM 

Shared 
Boot Flash Universal 

Gateway 

Cisco Main SDRAM 
AS5400HPX Shared 

Universal Boot Aash (3V) 
System Flash (3V) 

Gateway 
Cisco AS5400 Ma in SDRAM 
Universal Shared 

Gateway Boot Flash (5V) 
System Flash (5V) 

Cisco AS5850 RSC SDRAM 
Universal Feature Cards 

Gateway SDRAMS 

Cisco CVA120 Config NVRAM 
Series ORAM 

Flash 

N/A 32MB 

2 
1 
1 
2 

128MB 
64MB 
8MB 

256MB 
64MB 
8MB 
32MB 

256MB 
64MB 
8MB 
32MB 
512MB 
128MB 

128 kB 
16MB 
8MB 

Cisco AS5350 Universal Gateway 

64MB 
512MB 
128MB 
16MB 

512MB 
128MB 
16MB 
64MB 

512MB 
128MB 
16MB 
64MB 
512MB 
128MB 

The Cisco AS5350 Universal Gateway is the only 
one-rack-unit gateway supporting two-, four-, or 

Cisco AS5400HPX and Cisco AS5400 
use different Boot and System Flash 
- NOT interchangeable 

Cisco AS5400HPX and Cisco AS5400 
use different Boot and System Flash 
- NOT interchangeable 

Ships with ali required memory 

eight-port T 1/seven-port E 1 configurations that provides universal port data, voice, and 
fax services on any port at any time. The Cisco AS5350 Universal Gateway offers high 
performance and high reliability in a compact, modular design. This cost-effective 
platform is ideally suited for Internet service providers (ISPs) and enterprise 
companies that require innovative universal services. 
The Cisco AS5350 Universal Gateway eliminates the need for switches and routers to 
create a point-of-presence (POP) or "POP-in-a-box" solution. The Cisco AS5350 
Universal Gateway has three primary universal gateway configurations: two 
Channelized Tl(CTl)/Channelized El(CEl)s, four CTl!CEls, and eight CTl/seven 
CEl s . lt also includes integrated signaling link termination (SLT) functionality for 
direct connection to a SS7 /C7 signaling gateway. 
The Cisco AS5350 Universal Gateway comes two high-speed serial ports are provided 
to support Frame Relay, Point-to-Point Protocol (PPP), and High-Level Data Link 
Control (HDLC) backhaul. Ali backhaul interfaces support Hot Standby Router 
Protocol (HSRP), and ali cards and the fan tray are hot-swappable for carrier-class 
resiliency. The Cisco AS5350 Universal Gateway is the only access server ·n:~!.tffi':f-E~l-.--~ 

factor that offers universal port capability with these high-availability 

Memory lnformation for Access Routers : 
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Whento Sell 

Sell This Product 
Cisco AS5350 

Key Features 

Chapter 7 Broadband and Dia I Access Products 

When a Customer Needs These Features 
• 2 to 8 channelized CTl/7 CE1/PRI compact and modular universal 
• High-performance modem, ISDN, and voice c ali termination 
• Universal port services (data, vaie e, fax) 

• 1 RU modular high-performance 2 to 8 channelized CT117 CE1/PRI system 
• Universal Gateway-which supports multiple data, voice, and fax services on any 

port at any time 
• Ideal for Tier 2/3 ISPs and enterprises requiring innovative universal services 
• Feature cards: 2, 4, or 8 CT117 El/PRI feature cards (ISDN calls terminated on the 

card); 60 or 108 channel Universal Port feature card 
• Two 10/100BaseT autosensing Ethernet LAN ports 
• Two 8MB serial WAN ports for Frame Relay, HDLC, or PPP WAN back,>':! lll 
• Carrier Class Resiliency: All feature cards and fan tray are hot swappable, :modem 

and voice DSP are pooled and can be configured as spares, AC internai power 
supply with dual fans , Redundant LAN/WAN backhaul ports, Thermal 
management and environmental monitoring, ETSI/NEBS Level 3 compliant 

• Cisco SS7 signaling gateway interoperability 

Competitiva Products 
• lucent/Ascend: Max TNT • Nu era: BTX Series 
• 3Com/CommWorks: Total Control1000 • Siemans: HiPath Series 
• Ale atei: 7505 Series 

Specifications 

Feature 
Processo r 
Memory 

Feature Card Slots 

Egress Ports 

LAN Protocols 

WAN Protocols 

Routing Protocols 

DoS Protocols 

Access Protocols 

Bandwidth Optimization 

Voice Compression 

DSP Voice Features 

Cisco AS5350 
250 MHz RISC processar 
SDRAM: 128MB (default), 512MB (maximum) 
Shared lnput/output (1/0): 64MB (default), 128MB (maximum) 
Boot Flash: 8MB (default), 16MB (maximum) 
System Flash: 32MB (default), 64MB (maximum) 
layer 3 Cache: 2MB 
Three slots 

Two 10/100-MB Ethernet ports 
Two 8-Mbps serial ports 
T1/E1 DS1 trunk feature cards 
IP, IPX, AppleTalk, DECNet, ARA, NetBEUI, bridging, HSRP, 802.1 Q 

Frame Relay, PPP, HDLC (leased line) 

RIP, RIPv2, OSPF, IGRP, EIGRP, BGPv4, IS-IS, AT-EIGRP, IPX-EIGRP, Next Hop Resolution Protocol 
(NHRP), AppleTalk Update-Based Routing Protocol (AURP) 
IP Precedence, Resource Reservation Protocol (RSVP), Weighted Fair Oueuing (WFO), Weighted 
Random Early Detection (WRED), Multichassis Multilink PPP (MMP) fragmentation and interleaving, 
802.1P 
PPP, Serial Line Internet Protocol (SUP), TCP Clear, IPXCP, ATCP, ARA, NBFCP, NetBIOS over TCP/IP, 
NetBEUI over PPP, protocol translation (PPP, SLIP, ARA, X.25, TCP, local-area transport (LAn, Telnet), 
and Xremote 
Multilink PPP (MP), MLP, TCP/IP header compression, Bandwidth Allocation Contrai Protocol (BACP), 
bandwidth on demand, nonfacility-associated signaling (NFAS), traffic shaping 
G.71 1, G.723.1, (5.3K and 6.3K), G.726, G.729ab, G.Ciear, GSM-FR 

Echo cancellation, programmable up to 128 ms 
Transparent transcoding between A-law and mu-law encoding 
Voice activity detection, silence suppression, comfort noise generation 
Fixed and adaptive jitter buffering 
C ali progress tone detection and generation- Dia I tone, busy, ring-bac k, congestion, and re-order tones 
with local country variants 
DTMF, Multifrequency (MF) 
Continuity Testing (COT) 

• Cisco AS5350 Universal Gateway --' . 
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Feature Cisco AS5350 
Voice and Fax Signaling 
Protocols 

SS7 
Network Security 

Virtual Private Networking 

Channelized T1 
Channelized El 
ISDN Protocols Supported 

Modem Protocols 
Supported 

Wireless Protocols 
Supported 

H.323v2, H.323/v3, H.323v4, SIP, MGCP 1.0, TGCP 1.0, Voice Extensible Markup Language (VoiceXML), 
Real-Time Streaming Protocol (RTSP), Extended Sim pie Mail Transfer Protocol (ESMTP) 
T.38 real-time fax relay 
T.37 fax store a nd forwa rd 
Fax detection 
Fax and modem passthrough 
Open Settlements Protocol (OSP) 
Media Recording Contrai Protocol (MRCP) 
Text to Speech (TIS) Servers 
Automatic Speech Recognition (ASR) Servers 
lntegrated SLT functionality 
RAOIUS or TACACS+ 
PAP or CHAP authentication 
Local user/password data base 
DNIS, CLID, call-type preauthentication 
lnbound/outbound traffic filtering (including IP, IPX, AppleTalk, bridged traffic) 
Network Address Translation (NAT) 
Dynamic access lists 
SNMPv2, SNMPv3 
IP Security (IPSec) 
Policy enforcement (RADIUS or TACACS+) 
L2TP, Layer 2 Forwarding (L2F), and generic routing encapsulation (GRE) tunnels 
Firewall security and intrusion detection 
QoS !e atures (committed access rate [CAR], Random Early Detection [RED], IP Precedence, 
policy-based routing) 
Robbed-bit signaling; Loop Start, lmmediate Start, and Wink Start Protocols 
CAS, PRI, El Rl, El R2,1eased line, Frame Relay, G.703, G.704 
Sync mode PPP, V.120, V.110 at rates up to 38400 bps 
Network- and User-side ISDN 
NFAS with backup D-channel 
QSIG, Feature Group 8, Feature Group D 
DoVBS 
V.90 or V.92 standard supporting rates of 56000 to 28000 in 1333 bps increments 
V.92 Modem on Hold 
V.44 Compression 
Fax out (transmission) Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulations V.33, 
V.17, V.29, V.27ter, and V.21 
K56Rex at 56000 to 32000 in 2000 -bps increments 
ITU-T V.34 Annex 12 at 33600 and 31200 bps 
and many others 
V.110, V.120 

Full Cisco lOS Support IP Plus and Enterprise Plus feature sets 
Console and Auxiliary Ports Asynchronous serial (RJ-45) 
Chassis Dimensions (H x W x D): 1.75 x 17.5 x 20.5 in. 

Weight (fully loaded): 221bs. (10 kg) 

Selected Part Numbers and Ordering lnformation1 

Cisco AS5350 Universal (Data) System Bundles 
AS535-2T1-48-AC AC AS5350; 2T1, 60 ports,IP+ lOS, 48 Data Li c 
AS535-4T1-96-AC AC AS5350; 4TI, 108 ports,IP+ lOS, 96 Data Li c 
AS535-8T1-192-AC AC AS5350; 8T1, 216 ports, I P+ lOS, 192 Data Li c 
AS535-2E1-60-AC AC AS5350; 2E1 , 60 ports, IP+ lOS, 60 Data Lic 
AS535-4E1-120-AC AC AS5350;4E1, 120 ports, IP+ lOS, 120 Data Lic 
AS535-8E1-210-AC AC AS5350; 8E1 ,216 ports,240 ISDN ports,IP+ IOS,210 Data Li c 
Cisco AS5350 Universal (Voice) System Bundles 
AS535-2T1-48-AC-V AC AS5350 Voice; 2TI, 60 ports, IP+ lOS, 48 Voice Li c 
AS535-4TI-96-AC-V AC AS5350 Vaie e; 4T1 , 108 ports, IP+ lOS, 96 Vaie e Lic 
AS535-8T1-192-AC-V AC AS5350 Vaie e; 8T1 , 216 ports, IP+ lOS, 192 Vaie e Li c 
AS535-2E1-60-AC-V AC AS5350 Voice; 2E1 , 60 ports, IP+ lOS, 60 Voice Li c 
AS535-4E1 -120-AC-V AC AS5350 Voice; 4E1, 120 ports, IP+ lOS, 120 Voice Li c 
AS535-8E1 -210-AC-V AC AS5350 Voice; BEl , 216 ports,IP+ lOS, 210 Vaie e Li c 
Cisco AS5350 Spare Chassis 
AS5350-AC= 
AS5350-DC= 

AC 5350 Chassis with Motherboard, IP Plus lOS, default memory 
DC 5350 Chassis with Motherboard, IP Plus lOS, default memory 
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Cisco AS5350 Software 
S535AK8-12202XA 
S535AP-12202XA 
S535CK8-12202XA 
S535CP-12202XA 

Cisco AS5350 Series lOS ENTERPRISE PLUS IPSEC 56 
Cisco AS5350 Series lOS ENTERPRISE PLUS 
Cisco AS5350 Series lOS IP PLUS IPSEC 56 
Cisco AS5350 Series lOS IP PLUS 

Cisco AS5350 Memory Options & Spares 
MEM-UP1-AS535 16M Bootflash,64M System Flash,256M Main,128M Shared 1/0 Memory 
MEM-16BF-AS535 AS5350 16MB Boot Flash upgrade 
MEM-64F-AS535 AS5350 64MB System Flash upgrade 
MEM-256M-AS535 AS5350 256MB Ma in SDRAM upgrade 
MEM-128S-AS535 AS5350 128MB Shared 1/0 upgrade 
Cisco AS5350 Spare DFC Boards 
AS535-DFC-2CT1= AS5350 Dual T1/PRI DFC card 
AS535-DFC-2CE1= AS5350 Dual CE1/PRI DFC card 
AS535-DFC-4CT1 = AS5350 Quad Tl/PRI DFC card 
AS535-DFC-4CE1 = AS5350 Quad E1/PRI DFC card 
AS535-DFC-8CT1= AS5350 Octal Tl/PRI DFC card 
AS535-DFC-8CE1= AS5350 Octal E1/PRI DFC card 
AS535-DFC-60NP= AS5350 60 Nextport DFC card 
AS535-DFC-108NP= AS5350 108 Universal Port Card 
Cisco AS5350 Spare Accessories 
AS5350RM-19/24= AS5350 19/24 Rack Mount Kit, Spare 
AS535-FTA= AS5350 Fan Tray Assembly, Spare 
AS535-AC-PWR= AS5350 AC Power Supply, Spare 
AS535-DC-PWR= AS5350 DC Power Supply, Spare 
AS535-DFC-CC= A$5350 DFC Carrier Card 

·• ..... 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco AS5350 Universal Gateway Web site: http://www.cisco.com/go/as5350 

Cisco AS5400 Series 
Universal Gateways 
Cisco AS5400 Series Universal Gateways 
offer unparalleled capacity in only two rack 
units (2RUs) and provides universal port data, 
voice and fax services on any port at any time. High-density (up to 1 CT3), low power 
consumption (7.2A at 48 VDC per CT3), and universal port digital signal processors 
(DSPs) make Cisco AS5400 Series Universal Gateways ideal for many network 
deployment architectures, especially colocation environments and mega points of 
presence (POPs). 

The Cisco AS5400 Series consists o f two models, the Cisco AS5400 and the Cisco 
AS5400HPX. The gateways share the same architecture; the primary difference is the 
processing capability o f the two platforms. The Cisco AS5400 offers unparalled dia! 
capacity and scalability for MLPPP, L2TP, and V.120 sessions, whereas the Cisco 
AS5400HPX provides enhanced performance for processar intensive voice and fax 
applications. 

Cisco AS5400 Series support a wide range of IP-based value-added services such as 
high-volume Internet access, regional/branch-office connectivity, corporate virtual 
private networks (VPNs), mobile wireless solutions, long distance for Internet service 
providers (ISPs) , international wholesale long distance , distributed prepaid call ing, 
Signaling System 7 (SS7) interconnect, and enhanced voice services. 

• Cisco AS5400 Series Universal Gateways 
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When to Sell 

Sell This Product 
Cisco AS5400HPX 

Cisco AS5400 

Key Features 

When a Customer Needs These Features 
• High density in a small footprint (16 CT1/CE1 or 1 CT3) 
• Universal port services (data, voice, fax) 
• Enhanced performance for processar intensive voice and fax applications 
• Compact form factor-easy to add capacity as the network grows 
• Low power per port 
• High performance async/ISDN/VoiP/wireless 
• T.38 real-time fax relay, T.37 fa x store and forward, fax detection, unified communications 
• Flexible redundant backhaul methods 
• Async/ISDN/Wireless data to 1 CT3 
• Universal port services (data, voice, fax) or voice only services to 16 CT1/CE1 

• The Industry's only 2RU, CT3-capable universal gateway on the market with 
hot-swappable cards, internai redundant power supply 

• Universal Gateway which provides universal port data, voice, and fax services on 
any port at any time 

• Feature cards: 8 or 16 CT1 /CE1 feature cards; 60 or 108 channel Universal Port 
feature card; Ali feature cards and fan trays are hot-swappable 

• Redundant 10/100 Ethemet ports and redundant 8 Mbps serial backhaul ports for 
Frame Relay, HDLC or PPP WAN Backhaul 

• One fast console port for local administrative access; one auxiliary port for remote 
administrative access 

• Redundant LAN/WAN backhaul ports 
• ETSI/NEBS Levei 3 compliant 
• AC or DC power supply with dual fans 
• Cisco SS7 signaling gateway interoperability 

Competitive Products 
• 3Com/CommWorks: Total Contrai C1000 • Lucent: Max TNT 
• AI catei: 7505 Series 

Specifications 

Processo r Type 

Calls Supported 

SDRAM 

Boot Flash 

System Flash 

Layer 3 C ache 

• Siemens: HiPath Series 

Cisco AS5400HPX: 390-MHz RISC processar 
Cisco A$5400:250-MHz RISC processar 
Cisco AS5400HPX: Voice or universal port services- to 648 concurrent calls (to 20T1s/16E1s) or 
Remate access services - to 648 calls (to 1 CT3/16E1s) 
Cisco AS5400: Voice or universal port services- to 480 concurrent calls (to 20T1s/16E1s) or 
Remate access services- to 648 calls (to 1CT3/16E1s) 
256MB (default), 512MB (maximum) 

8MB (default)16 MB (maximum) 

32MB (default) 64MB (maximum) 

Cisco AS5400HPX: 8MB 
Cisco A$5400:2 MB 

Shared input/output (1/0)64 MB (default) 128MB (maximum) 

Feature Slots 7 

Trunk Feature Cards 8 T1 /E1 /PRI1 CT3 

DSP Feature Card 60/180 Universal ports 

LAN Protocols IP, IPX, AppleTal k, DECnet, ARA, NetBEUI, bridging, HSRP, 802.1 Q 

WAN Protocols Fram e Relay, PPP, HDLC (leased line) 

Routing Protocols RIP, RIPv2, DSPF, IGRP, EIGRP, BGPv4, IS-IS, AT-EIGRP, IPX- EIGRP, Next Hop Resolution Protocol (NHRP), 
AppleTalk Update-Based Routing Protocol (AURP) 

QoS Protocols 

Access Protocols 

Bandwidth Optim 

IP Precedence, Resourc e Reservation Protocol (RSVP). Weighted F a ir Ou euing (WFG). Weighted Random 
Early Detection (WRED), Multi chassis Multi link PPP (MMP) fragmentation and interleaving, 802. 1 P 
PPP, Seria l Lin e Internet Protocol (SLIP). TCP Clear, IPXCP, ATCP, ARA. NBFCP, NetBIO S over TCP/I P, NetBEUI 
over PPP, protocol tra nslati on (PP P, SLIP, ARA, X. 25, TCP, LAT. Te lnet). & XRemote 

on Multili nk PPP LPPP). TCP/IP header c 
Bandwidth on Traffic sha ping 

Cisco AS5400 Series Universal 

l I 3697 
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Voice Compression 
DSP Voice Features 
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G.711, G.723.1 (5.3K and 6.3K), G.726, G.729ab, G.Ciear, GSM-FR 
G.168 echo cancellation, programmable up to 128 ms 
Transparent transcoding between A-law and mu-law encoding 
Voice activity detection, silence suppression, comfort noise, fixed and adaptive jitter buffering 
Call progress tone detection and generation-Dial tone, busy, ring-back, congestion, and re-ordertones, 
with local country variants 
Continuity Testing (COT) 
DTMF, MF 

Voice and Fax Signaling H.323v2, H.323v3, H.323v4, SJP, MGCP 1.0, TGCP 1.0, Voice Extensible Markup Language (VoiceXML). 
Protocols Real-Time Streaming Protocol (RTSP). Extended Sim pie Mail Transfer Protocol (ESMTP) 

T.37 fax store and forward 

SS7 
Network Security 

Virtual Private 
Networking 

Channelized T1 
Channelized E1 
ISDN Protocols 
Supported 

Modem Protocols 
Supported 

Wireless Protocol 
Full Cisco lOS Support 
Console and Auxiliary 
Ports 
Chassis Dimensions 
(HxWxD) 
Chassis Weight 
(fully loaded) 

T.38 real-time fax relay 
Fax detection 
Fax and modem passthrough 
Open Settlements Protocol (OSP) 
Media Recording Contrai Protocol (MRCP) 
Text to Speech (TIS) Servers 
Automatic Speech Recognition (ASR) Servers 
lntegrated SLT functionality 
RADJUS or TACACS+, PAP or CHAP authentication, local user/password data base 
DNIS, CLJD, call-type pre-authentication 
lnbound/outbound traffic filtering (including IP. IPX, AppleTalk, bridged traffic) 
Network Address Translation (NAT) and Dynamic access lists 
SNMPv2, SNMPv3 
IP Security (IPSec) and Policy enforcement (RADIUS or TACACS+) 
L2TP, Layer 2 Forwarding (L2F), and generic routing encapsulation (GRE) tunnels 
Firewall security and intrusion detection 
Robbed-bit signaling; loop start, immediate start, and wink start protocols 
CAS, E1 R1, E1 R2, leased line, Frame Relay, G.703, G. 704 
Sync mode PPP, V.120, V.110 at rates up to 38400 bps 
Network- and User-side ISDN 
DoVBS 
QSJG 
NFAS with backup 0-channel 
V.90 or V.92 standard supporting rates of 56000 to 28000 in 1333 bps increments 
V.92 Modem on Hold, Quick Connect 
V.44 Compression 
Fax out (transmission) Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulations V.33, V.17, 
V.29, V.27ter, and V.21 
K56Rex at 56000 to 32000 in 2000 bps increments 
ITU-T V.34 Annex 12 at 33600 and 31200 bps 
and many others 
V.110, V.120 
IP Plus and Enterprise Plus feature sets 
Asynchronous serial (RJ-45) 

3.5 X 17.5 X 18.25 in. 

351b maximum (15.8 kg) 

For More lnformation 

See the Cisco AS5400 Universal Gateways Web site: http://www.cisco.com/go/as5400 

• Cisco AS5400 Series Universal Gateways 
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Cisco AS5850 Universal Gateway 
The Cisco AS5850 Universal Gateway is a 
high-density, carrier-class gateway, offering 
unparalleled capacity and high availability. The Cisco 
AS5850 is specifically designed to meet the demands of 
large, innovative service providers, supporting up to 
five channelized T3s (CT3s), 96 Tls or 86 Els of data, 
voice, and fax services on any port at any time. It offers 
high availability features such as hot-swap on all cards, 
load-sharing and redundant hot-swappable power 
supplies, redundant route processing cards and call 
admission control to ensure 99. 999-percent availability. 
The Cisco AS5850 supports a wide range ofiP-based ;;., .. 
value-added services such as high-volume Internet 
access, corporate virtual private networks (VPNs), long distance for Internet service 
providers (lSPs), international wholesale long distance, distributed prepaid calling, 
Signaling System 7 (SS7) interconnect, and managed voice services such as hosted IP 
telephony, managed IP-PBX, multiservice VPNs, and IP contact centers. 
Using the rich set of Cisco lOS Software features and Signaling System 7 (SS7) 
interconnection, service providers can quickly provision their network for new services 
to meet the rapidly changing demands o f the communications provi der marketplace. 
As a highly flexible voice gateway, the Cisco AS5850 supports any coder-decoder 
(CODEC) at 100-percent capacity simplifying network engineering. An open 
programmable architecture streamlines rapid voice service creation with H.323, 
Session Initiation Protocol (SIP) or Media Gateway Control Protocol (MGCP). 

Whento Sell 

Sell This Product 
Cisco AS5850 

Key Features 

When a Customer Needs These Features 
• Supporting up to 5 x CT3s, 96 Tls or86 Els of multi pie data, voice, and fax services on any port at anytime 
• Servi c e provider o r I P-focused installations 
• Highly available single system with multi pie redundancy 
• Wholesale dial/voice, retail dial/voice, TDM grooming or wireless applications 

• High scalability-up to 3360 ports in a 14 RU chassis and provides for 6 times 
growth in same chassis 

• Hot-swap redundant power supplies and power feeds 
• Redundant DSPs and RSC 
• Thermal/Power management and redundant fans 
• DSP Resource Recovery Feature 
• Supports H.323v2, H.323v3 , H.323v4, SIP and MGCP 1.0 
• Application-specific support including AOL and Prodigy traffic 

• WAN optimization including routing filters , snapshot routine, dial-on-demand 
routing ASAP 

' • ETSIINEBS Levei 3 compliant 

· · ----=---~7 
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Competitiva Products 
• 3Com: TC 2000 
• Lucent: APX 8000 

Specifications 

Feature 
Slots 

Processar Type 
RSC Switch Fabric 
Memory 

Trunk Cards 

Universal Port Card 
Egress Ports 

LAN Protocols 
Service Support 
Routing Protocols 
Access Protocols 
Bandwidth Optimization 

Network Security 

Virtual Private 
Networking 

Channelized T1 
Channelized E1 
ISDN Protocols 
Voice Protocols 

Modem Protocols 

ISDN Protocols 
Wireless Protocol 
Console and Auxiliary 
Ports 
Chassis Dimensions 
(HxWxD) 
Chassis Weight 

Cisco AS5850 
12 feature board slots 
2 RSC slots 

• Siemens: HiPath Series 
• AI catei: 7505 Series 

266 MHz RISC processar plus 2MB of L3 c ache SDRAM 
5 GBps, Layer 3 I 4 switching 
512MB SDRAM with ECC per RSC 
128MB SDRAM (with parity) per feature card 
Single CT3 plus 216 DSP Channel feature card 
24 CE1/CT1 feature card 
G.703, G.704 
324 Channel DSP-Ieature card 

Dual Gigabit load-balanced redundam Ethernet ports with GBIC interfaces for use r traffic 
One 10/100-Mbps Ethernet port with RJ45 connector for management traffic 
IP 
Port Policy Management and SS7/C7 
RIP, R1Pv2, OSPF, IGRP, EIGRP, BGPv4, IS-IS, Next Hop Resolution Protocol (NHRP) 
PPP, Serial Une lternet Protocol (SLIP). TCP Clear 
Multilink PPP (MLPPP), TCP/IP header compression, Bandwidth Allocation Control Protocol (BACP). 
Bandwidth on demand, Nonfacility-associated signaling (NFAS),traffic shaping 
RADIUS or TACACS+, PAP or CHAP authentication, local user/password data base, DNIS, CLID, call-type 
pre-authentication,lnbound/outbound traffic filtering (including IP). SNMPv2, SNMPv3 
IP Security (IPSec) and Policy enforcement (RADIUS or TACACS+), L2TP, Layer 2 Forwarding (L2F), and 
generic routing encapsulation (GRE) tunnels, Firewall security and intrusion detection, IP Precedence, 
policy-based routing 
PRI, robbed-bit signaling; loop start, immediate start, and wink start protocols 
CAS, E1 R2, PRI 
Sync mede PPP. V. 120, V. 110 at rates up to 38400 
G.711, G.723.1,, G.726, G.729ab, G.Ciear, GSM-FR 
H.323v2, H.323v3, H.323v4, SIP, MGCP 1.0 
ECAN up to 128ms 
138 real-time fax relay 
Fax detection 
Fax and modem passthrough 
V.90 or V.92 standard supporting rates of 56000 to 28000 in 1333-bps increments 
V.44 supporting increased throughput by more than 100 percent for Internet browsing 
Fax out (transmission) Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0. at modulations V.33, V.17, 
V.29, V.27ter, and V.21 
K56Fiex at 56000 to 32000 in 2000-bps increments 
ITU-T V.34 Annex 12 at 33600 and 31200 bps 
and more 
Sync mede PPP, V.120, V.110 at r ates up to 38400 bps 
V.110 
Asynchronous serial (RJ-45) 

24.5 X 17.5 X 24 in. 

220 lb (100 kg) 

For More lnformation 

See the Cisco AS5850 Web site: http://www.cisco.com/go/AS5850 

• Cisco AS5850 Universal Gateway ••••• - 1 
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./ :.-;:;·- .... 
Remote Dia I Access Network Management Products />/~ -c;;<\ . 

. occ;v 
Universal Gateway Manager (UGM) \'1 (X S 
Network management applications and tools are criticai for the successful deploym~L:- , 
and operations o f voice o r data services. The Cisco Universal Gateway Manager ···· .... _, .. .. _-
(UGM) is an element management system for Cisco AS5000 Universal Gateways. The 
Cisco UGM enables network operators and administrators to efficiently deploy, 
manage and maintain Cisco AS5000 Universal Gateways supporting Voice over IP, 
managed voice, PSTN gateway, and dial access services. 

Key Features 

• Enables the efficient deployment and configuration of Cisco AS5000 Universal 
Gateways 

• Monitors the operational status of Cisco AS5000 Universal Gateways and their 
subcomponents so that corrective action can be taken quickly 

• Supports the rapid reconfiguration of Cisco AS5000 Universal Gateways for 
network or service changes 

• Collects and presents a wide range o f performance-related statistics for 
monitoring gateway and network efficiency 

• Co-resides with Cisco MGC Node Manager (MNM) for Cisco PGW 2200 PSTN 
Gateway node management 

• Provides interfaces to support its integration with existing network management 
applications 

For More lnformation 

See the Cisco Universal Gateway Manager Web site: http://www.cisco.com/go/ugm 

Cisco Universal Gateway Call Analyzer 

The Cisco Universal Gateway Call Analyzer (UGCA) tool monitors and troubleshoots 
Cisco AS5000 universal gateways that support dialup services. The Cisco Universal 
Gateway Call Analyzer complements other network management system (NMS) 
applications, adding call-level analysis capabilities that are not available with standard 
NMS applications. 
Maintaining high call-success rates and quality connections are key challenges for any 
dia! service provider. These metrics directly affect customer satisfaction and are 
fundamental indicators o f network performance and efficiency. Numerous issues may 
cause service degradation, which may be rapid or may occur slowly. While public 
switched telephone network (PSTN) issues are frequently the source ofproblems, they 
are especially difficult to identify. 
Cisco AS5000 universal gateways collect the detailed call-characteristic data needed 
to detect and diagnose issues that affect service. The Cisco Universal Gateway Cal! 
Analyzer is the window into this data, providing analysis and reporting features 
through an intuitive Web interface . 

For More lnformation 

See the Cisco Universal Gateway Call Analyzer Web site: 
http://www.cisco.com/go/ugca 

Remote Dial Access Network Management Pro 

' ' Doe: 3 6 9 7 
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Cisco Resource Policy Management System 

Wholesalers face a challenge when delivering service levei agreeni.ents (SLAs) on a 
common network, especially when providing a range of services for different 
customers. The Cisco Resource Policy Management System (RPMS) is a software tool 
that provides policy management of platform resources. With Cisco RPMS, 
wholesalers are able to offer a variety of services to a variety of customers on a single 
set of gateways. Cisco RPMS offers not only effective resource management but the 
capability to build and detiver flexible service models that fit customers' unique 
requirements. Cisco RPMS can grow to support a wholesaler's changing needs, scaling 
as the network expands and delivering the services that customers demand, including 
wholesale dia!, access to virtual private network (VPN) services. 

Selected Part Numbers and Ordering lnformation1 

Resource Policy Management System 
FR5X-PM-LIC Port management license for 1 por1 (includes Resource Pool Manager, Call Tracker) 
CRPMS-2.0 C1sco Resource Pool Manager Server v2.0 (1 serve r) 
CRPMS-2s-2.0 C1sco Resource Pool Manager Server v2.0 (2 servers) 
CRPMS-SS-2.0 C1sco Resource Pool Manager Server v2.0 (6 servers) 
CRPMS-UPGRADE-2.0 Smgle Serve r Upgrade License from RPMS l.x to version 2.0 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco Universal Gateway Manager: http://www.cisco.com/go/ugm 
See the Resource Pool Manager Web site: http://www.cisco.com/go/rpms 

SS7 Signaling & Softswitch Products 
Cisco AS5x00 series products interoperate with various SS7 and Softswitch products, 
including the Cisco SC2200 Signaling Controller, the Cisco PGW 2200 Softswitch and 
the Cisco BTS I 0200 Softswitch. 

Cisco SC2200 Signaling Controller 

Please see PGW 2200 Softswitch. 

Cisco PGW 2200 Softswitch 

The Cisco PGW 2200 provides the signaling and call control functionality that enables 
service providers (SPs) to bridge the boundary between the legacy PSTN and today's 
new world packet networks. Combined with Cisco's award winning media gateways, 
the PGW 2200 is the catalyst for PSTN Gateway solutions enabling dial offload, 
transit, business voice , H.323 and SIP based applications. The PGW 2200 leverages its 
protocollibrary of90+ SS7/C7 variants to enable interconnect worldwide. In signaling 
mode the PGW adds SS7 /C7 to the ASSXOO gateways, giving service providers around 
the world a proven cost-saving and reliable solution for connecting VoiP and Internet 
Dial Access solutions to the PSTN. SS7 signaling allows service providers to enter in to 
new markets , optimize their networks for both voice and data traffic, and save 
drastically on monthly interconnect fees . 

• SS7 Signaling & Softswitch Products llf4Sflll -------------------- -------------------
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• 
Cisco BTS 10200 Softswitch 

The Cisco BTS 10200 Softswitch provides call-control intelligence for establis~ 
maintaining, rout~ng, and terminating voice .calls. The ~isc~ BTS 10200 Softs~j(ê_h ~-. \ 
also serves as an mterface to enhanced serv1ce and apphcatwn platforms. Le:V~ta&,IW ( ~ 1 
the power ofpacket networks while seamlessly operating with legacy circuit ~~t~d V , • 
infrastructures, the Cisco BTS 10200 Softswitch empowers service providers\~~ _ .. ./ 
carriers to gracefully transition to packet-based technology. Implementing the Cisc.Q : .. .>;.·· 

BTS 10200 Softswitch ensures rapid service deployment, carrier-grade reliability, 
service flexibility, scalability to millions of subscribers, and cost savings through 
investment optimization and operational efficiencies. 

For More lnformation 

See SS7 Signaling & Softswitch Products Web site: 
http://www.cisco.com/en/US/products/hw/vcallcon/index.html 

Additional Remote Dia I Access Products 
• In addition to the AS5350/AS5400/AS5850 series access gateways, the Cisco 

2600/3600 series routers (see pages 1-16 and 1-22) also support dial-up, data, and 
voice access via network and modem modules, and voice interface cards 

• For sites that require access via multiple externai analog modems, the 
AS2509/AS2511-RJ access servers (see page 1-14) and 2600 series routers (see 
page 1-16) are ideal for low-density, dia! applications 

• For small office ISDN connectivity, see Cisco 800 series routers (see page 1-9) 

Cisco uBR7100 Series Universal 
Broadband Router 
The Cisco uBR 7100 Series is a complete, 
compact, easy-to-use product that enables 
cost-effective, high-speed Internet access in 
the hospitality multidwelling (MDU) and 
multitenant (MTU) market space using the coaxial cable already in a building. The 
product requires exceptionally low capital investment and minimal setup time to 
provide online Internet access and support residential voice services. For Tier 2 or Tier 
3 cable operators, it is the industry's most cost-effective, feature-rich CMTS and 
integrated router. The Cisco uBR 7111 and Cisco uBR 7114 models are CableLabs 
qualified to DOCSIS 1. O specifications. The Cisco uBR 7111 E and Cisco uBR 7114E 
models are tComLabs qualified to EuroDOCSIS 1.0 specifications . The Cisco 
uBR 7111 and Cisco uBR 7111 E contain one downstream port and one upstream port. 
The Cisco uBR7114 and Cisco uBR7114E contain one downstream port and four 
upstream ports. Ali models support bidirectional or telco-return traffic . 

-.......... -..-~ 
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When to Sell 

Sell This Product 
Cisco uBR7100 Series 

Key Features 

Chapter 7 Broadband and Dia I Access Products 

When a Customer Needs These Features 
• For MxU customers: the Cisco uBR7100 Series enables high-value Internet and residential voi ce 

services over a DOCSIS or EuroDOCSIS cable infrastructure 
• For cable operators: the Multi-tenanVdwelling Unit (MxU) market represents an untapped opportunity 

to expand broadband cable service. Given the small subscriber base of a typical MxU setting, the 
challenge h as been to deliver robust services quickly and cost-effectively for an accelerated 
break-even point anda quicker return on investment-enabled by the Cisco uBR7100 Series 

• Complete package that includes a combined router and CMTS with an integrated 
upconverter, and embedded N etwork Interface 

• Standards-based: DOCSIS 1.0 and DOCSIS 1.1-based; EuroDOCSIS models 
available 

• Reliable operation to ensure the system remains online 
• Uses Cisco lOS Software 

Specifications 

Feature 
Memory 
Line Card with 
lntegrated Upconverter 
(Cable Plant Interface) 

lntegrated 
Upconverter 

Port Adapter (WAN or 
backbone Interface) 

Cisco uBR7111 and uBR7114 
Flash: 48MB; System: 128MB 
uBR7111 : 1 downstream and 1 upstream 
uBR71 14: 2 downstream and 4 upstreams 

DOCSIS Annex B, 6 MHz 
High levei output: =+61 dBmV, 55 to 858 MHz 
Optimized for 64 and 256 OAM 

Embedded dual10/100 BaseT Ethernet (TX FE) provided 
Supports one additional PA; options include the 
following using Cisco lOS Release12.1(8)EC minimum: 
Ethernet: 
• PA-4E-4-port Ethernet 10BASE-T 
• Fast Ethernet: 
• PA-FE-TX-1-port 100BASE-TX Fast Ethernet 
• PA-FE-FX-1-port 1 OOBASE-FX Fast Ethernet 
• PA-2FE-TX 2-port 100BASE-TX Fast Ethernet 
• PA-2FE-FX 2-port 100BASE-FX Fast Ethernet 
Serial: 
• PA-MC-4T1 4-port multichannel T1 Port Adapter with 

integrated CSU/DSUs 
• PA-MC-2T1 2-port multichannel T1 Port Adapter with 

integrated CSU/DSUs 
• PA-E3-1-port E3 serial Port Adapte r with E3 DSU 
• PA-T3-1-port T3 serial Port Adapte r with T3 DSU 
• PA-2E3-2-port E3 serial Port Adapter with E3 DSUs 
• PA-2T3-2-port T3 serial Port Adapter with T3 DSUs 
• PA-4T +-4-port serial Port Adapter, enhanced 
• PA-4E1 G-75-4-port E1-G.703 serial Port Adapter 

(75-ohm/unbalanced) 
• PA-4E1 G-120-4-port E1-G.703 serial Port Adapte r 

(1 20-ohm/balanced) 
HSSI: 
• PA-2H-2-port HSSI 
• ATM: 
• PA-A3-8T1 I MA, 8-port ATM inverse T1 multiplexer 

Port Adapter 
• PA-A3-0C3SML- 1-port OC-3c ATM, PCI-based 

single-mode long reach port adapter 
• PA-A3-0C3MM, 1-port ATM enhanced OC3c/STM1 

multimode Port Adapte r 
• PA-A3-0C3SMI-1-port OC-3c ATM, PCI-based 

sing le-mode intermed iate reach port adapter 
PO S: 
• PA-POS-OC3SMI , 1-port Packet/SONET OC3c/STM1 

single-mod e Port Adapter 

Cisco uBR7111E and uBR7114E 
Flash: 48MB; System: 128MB 
uBR7111 E: 1 downstream and 
1 upstream 
uBR7114E: 2 downstream and 
4 upstreams 
DOCSIS Annex A, 8 MHz, 
High levei output: 
= +61 dBmV, 55 to 858 MHz 
Optimized for 64 and 256 OAM 
Same as Cisco uBR7111 and Cisco uBR7114 

• Cisco uBR7100 Series Universal Broadband Router WltM - - ---- ---- ------. 

.......... . ,.. 
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Feature Cisco uBR7111 and uBR7114 Cisco uBR7111E and uBR7114E 
Power Options Single; 100 to 240 VAC input voltage Single; 100 to 240 VAC 
='""...,----c..-----......--------,.,~=,------,---,-------------=-=inp'-:-u:=tvc=co:::-lta-=,ge--,--------~f· ·f····~'-····-- ,.__.,. 
Minimum Cisco lOS 12.1(5)ECI minimum 12.1(7)EC minimum / · ·- .• ;. · "--
Software Release "'?f· ' 

• ... .(Acy \ 
\ , _m~ 0 . For More lnformation 

Se e the Cisco uBR 7100 series Web si te : http://www.cisco.com/go/ubr71 00 

Cisco uBR7246VXR Universal Broadband 
Router 
The Cisco uBR 7246VXR-a member o f the Cisco 
uBR 7200 Series-combines the functionality o f a CMTS 
with an advanced router. The Cisco uBR 7246VXR 
provides a single, multiservice, scalable platform that 
gives cable companies and ISPs the ability to deliver IP 
data and VoiP services to DOCSIS or EuroDOCSIS-compliant cable modems and 
set-top boxes. The Cisco uBR 7246VXR is CableLabs qualified to DOCSIS 1.1 , as well 
as PacketCable 1.0 specifications. The product is also tComLabs qualified to 
EuroDOCSIS 1.1 specifications. 

Whento Sell 

Sell This Product 
Cisco uBR7246VXR 

Key Features 

When a Customer Needs These Features 
• Positioned for high-growth cable deployments 
• Flexible port expansion for multiservice deployment options 
• Supports up to 8,000 subscribers per chassis with 3.2 Gbps back plane 
• 41ine card slots, 2 port adapter slots, 1 110 controller slot, 1 NPE slot, and 1 clock card 

slotfor VoiP 

• Standards-based-Supports DOCSIS/EuroDOCSIS 1.0 and DOCSIS 1.1 
• Modularity allows for customized configuration per plant characteristics for 

optimization o f topology and network bandwidth 
• Cisco lOS Software-Delivers proven stability and offers advanced features such 

as multiprotocol routing, tunneling, bandwidth management, QoS, guaranteed 
service leveis, service-level monitoring and many CPE management options 

• Ease o f management and upgrades-Supports online insertion and remova! o f 
components to allow seamless upgrades o f port adapters, line cards, and power 
supplies without service interruption. Provides single, centralized point of 
administration for remate devices 

Specifications 

Feature 
Cable Line Cards and Number of Slots 
Supported cable line cards (Cable Plant Interfaces) 
Port Adapter Slots (LAN/WAN interfaces) 
Supported PA categories 

Power Supply Shots 
Power Supply Option 

Cisco uBR7246VXR 
4 

uBR-MC14C; uBR-MC16C; uBR-MC16E; uBR-MC16S; uBR-MC28C 
2 

Eth ernet: Fast Ethernet; Gi gabit Ethernet 
Serial (V.35, El-G.703/G.704, T3/E3) 
Serial Multi-channel T1 
HSSI 
ATM T3/E3 ((PCI-based) 
ATM OC-3c (PCI-b ased) 
POS OC-3c 
OPT OC-12c/STM4c 

AC; Oua i AC; OC; OuaiOC 

Cisco uBR7246VXR Universal Broadband Route 

Doê: 
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Feature Cisco uBR7246VXR 
uBR7200-I/O lnpuf/Output (1/0) controller 
uBR7200-I/0-FE - ---., .. , 
uBR7200-I/0-2FE/E '\ 

1/0 flash options for PCMCIA slots Flash disk (48MB) '\-, ·., 
Aashdisk(128MB) í '\ 

=Ne_,tw-or-o-k-p-ro-ce-s-,si=-ng_e_n_g.:-m-es'(""'NP~E~) ----------,uB""R~72""00""'-N"'P"'E-;;-Gc::-1,""NP"'Eo-;-40""0', a.,...,n""d 'iõN"'PE"-2""25=--------; 1 Y Cv .· 
Add-on processar memory options SDRAM (128MB, 256MB) for NPE-225 only }')!:! 

SDRAM (128MB, 256MB= 51 2 MB) for NPE-400 only . , 
;;;---:---=---.---:-;-::-;----------------;;-1 ""GB;<;:, -::-51::-2 _M....:B,_12_8_M_B_fo_r_uB_R_72_00_-_NP_E_-G_1______ \ .. , _ . / 
Router Bandwidth 3.2 Gbps •• .-" 

For More lnformation 
See the uBR 7200 Web si te: http://www.cisco.com/go/ubr7200 

Cisco uBR10012 Universal Broadband Router 
The Cisco uBR10012 Universal Broadband Router is a new class of 
CMTS, that handles the volume, capacity, and complexity of large 
cable headends or distribution hubs. lt combines the 
revenue-generating features and stability ofthe market-leading 
Cisco uBR 7200 Series with an architecture that is optimized for 
aggregation and virtually limitless future growth. The Cisco 
uBR10012 goes beyond the traditional "carrier class" definition, to 
deliver the highest levei of service availability and capacity of any 
production CMTS available today. lt employs a mix of distributed, 
centralized, and parallel processing to enable consistently high, real-world 
performance. The Cisco uBR10012 is CableLabs qualified to DOCSIS 1.0 and 
·DOCSIS 1.1 specifications. The product is also tComLabs qualified to EuroDOCSIS 
1.0 specifications. 

Whento Sell 
Se li This Product 
Cisco uBR10012 

Key Features 

When a Customer Needs These Features 
• High-end throughput, capacity, and service handling for a mix of IP data, voice, and 

vídeo services over cable-supporting a wide variety of applications, media, session 
types, subscriber profiles, and access devices 

• Supportfor advanced feature sets, varying QoS requirements, service-level 
differentiations, and transport strategies (MPEG, IP. multicast, unicast, broadc ast) that 
include implementing flow control to various cable CPE devices 

• Highest-capacity CMTS that leverages the proven stability o f the 
industry-standard Cisco uBR 7200 Series, the highly scalable architecture o f the 
Cisco 10000 Internet Router, and feature-rich Cisco lOS Software 

• Multiservice support, optimized to provide high throughput and accelerated 
processing using PXF technology; exceptional throughput on each connection in 
the chassis is achieved 

• Standards-based design, support includes DOCSIS 1.0 and DOCSIS 1.1 
• Reliability-Designed to eliminate single points of failure and allow technicians 

to swap out cards online; architected to provide redundancy throughout the system 
that includes redundant processing engines, bus interconnects , and power supplies 

• Cisco uBR10012 Universal Broadband Router 

_@IW 
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• Secure, scalable choices protect your investment and ensure current and future 
business growth can be accommodated; the architecture supports planned system 
and network expansion, including scaling IP services forwarding capacity, 
increasing connection speeds and densities, and extensive route scaling techniques I 

! 

Specifications '\ \ 

~~----------------~--~~~---------------------------------------\ Feature Cisco uBR10012 .,,_ 
Modular Slots 8 slots for cable line cards 

Supported Cards 

Processar Type 
Flash Memory 
ORAM Memory 
Software Supported 

Power Supply 
Hot-Swappable 
Backplane Capacity 
Physical Dimensions 
{H xWx DI 

Weight 

4 slots for LAN/WAN interfaces 
2 slots for Performance Routing Engines (PREs) 
2 slots for liming Communication and Contrai Plus (TCC+) modules 
Cable line cards that include: Cisco uBR line cards with a Cisco Une Card Processar (LCP2) and 
Cisco 5X20 BPE 
liming, Communications, and Contrai Plus (TCC+) card 
Gigabit Ethernet (GE) network uplink card 
OC-12 Packet Over SONET (POS) network uplink card 
OC-48 DPT Interface 
Parallel Express Forwarding (PXF) 

48MB (default); 128MB (maximum) 

512 ORAM (default) 

Minimum software requirement: Cisco lOS Software Release 12.2(11 )BC1 minimum forthe Cisco 
5X20 BPE, Cisco lOS Software Release 12.2(13)BC minimum for the Cisco OC-48 DPT Interface 
DC,AC 

Yes 

51.2 Gbps 

Height 31.25 in. (79.4 cm)--18 rack units (RU) 
Width: 17.2 in. (43.7 em) 
Depth: 22.75 in. (57.8) 
Mounting: 19 in. rack mountable (front or rear), 2 units per 7ft. rack 
Note: Mounting in 23 in. racks is possible with optional third-party hardware 
Weight: 2351b (106.6 kg) fully configured chassis 

For More lnformation 

See the Cisco uBR10012 Web site: http://www.cisco.com/go/ubr10012 

Cisco RF Switch 
The Cisco RF Switch works with the Cisco uBR10002 and 
uBR7246VXR Universal Broadband Router to provide a fully ~~ 

redundant DOCSIS system that enables cable service providers to 
achieve PacketCable system availability, minimize service disruptions, and simplify 
operations. The Cisco RF Switch is parto f Cisco 's newest high-availability N+ 1 solution 
set. In combination with the Cisco uBR10012 and uBR7246VXR, the Cisco RF Switch 
enables a fully redundant CMTS with no single point o f failure. The product maximizes 
density with more than 250 MCX-type connectors that interface the Cisco uBR10012 and 
the cable plant. The Cisco RF Switch contains RF combiners/splitters, RF switch logic, and 
RF switch drivers. The product offers ten upstream switch modules, three downstream 
switch modules, an Ethemet controller module, an AC or DC power supply, and calor 
coding, preterminated cabling. 
Whento Sell 
Sell This Product 
Cisco RF Switch 

When a Customer Needs These Features 
As cable service providers enter the VoiP market, high availability (24x7 service) for broadband cable IP 
services is becoming a requirement. The Cisco RF Switch enables cable servi c e providers to achieve 
PacketCable system availability, minimize servi c e disruptions, and simplify operations. 

Cisco RF Switc 

·ooc: 



Chapter 7 Broadband and Dia I Access Products 

Key Features 

• Front-panel serviceability with module Hot Swap capability that eliminates 
downtime for RF paths 

• Modular upstream and downstream capacity with ten upstream, three downstream, 
and one blank slot that optimizes the serviceability o f the CMTS; each o f the 14 
modules representa port on a cable line card. Each switch module contains seven 
working or "active" inputs, plus one protect or "standby" input and seven 
protected outputs. Inputs are connections from the Cisco uBR10012 and 
uBR 7246VXR to the Cisco RF Switch. Outputs are connections from the Cisco RF 
Switch to the HFC plant 

• Fully passive working path; hardware components do not affect data and VoiP 
serv1ces 

• Active components only in protect path; servicing o f protect cards offer no 
disruption to data and VoiP services 

• Position-sensing latching relays; robust design maintains operation during power 
disruptions 

• Flexible, externai design with more than 250 connectors-unmatched port density 
• N+ 1 redundancy 

Specifications 
Feature 
lnput Power Requirements 

Environmental 

Unit Control 

Connectors 

Reliability 
Physical 

lnput Power Requirements 

Cisco RF Switch 
• AC: 100 to 240 VAC, 50 or 60Hz, operating range: 90to 254 VAC 
• OC: -48 to -60 VOC, operating range: -40.5 to -72 VOC, 200 mVpp ripple/noise 
• Operational temperature range: O to +40°C 
• Operating temperature range: -5 to +55°C 
• 10BaseT Ethernet-SNMP 
• Switching time from active (working) to standby (protect): 150 mS maximum 

after SNMP command 
• Cisco uBR10012 and uBR7246VXR 
• RF connectors: MCX 
• AC power: IEC320type 
• OC power: Three terminal block 
• Ethernet: RJ-45 
• RS-232 Bus: 9-pin male O 
• 41,000 MTBF@ +50°C as calculated by Bellcore 5, 80 percent confidence factor 
• Oimensions (H x W x 0): 19 x 15.5 x 5.25 in. (842 x 384 x 132 mm) 
• Weight: 361bs 
• AC: 100 to 240 VAC, 50 o r 60 Hz, operating range: 90 to 254 VAC 
• OC: -48 to -60 VOC, operating range: -40.5 to -72 VOC, 200 mVpp ripple/noise 

• Cisco RF Switch 

WJI:M 
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Feature Cisco RF Switch 
Environmental • Operational temperature range: O to +40°C / .... ,~ 

• Operating temperature range: -5 to +55°C / , c('··., .. _ 
RF requirements lnput/output impedance: 75 ohms ' / \: \ 

Max1mum RF input power: +15 dBm (63.75 dBmV) · ', ~ ~ (n V ; 
Switch type: Electro-mechamcal, absorptive for working path, non-absorpt~e'/ )\' · 
on the protect path \ 

• Switch setting time per switch module: 20 ms maximum '·· ·· 
• Downstream frequency range: 54 to 860 MHz 
• Typical downstream insertion loss: +/-1.1 dB from CMTS to cable plant; 

+!- 2.1 dB from protect to cable plant; 5.5 dB from working to output; 8.0 dB 
from protect to output 

• Downstream insertion loss flatness: +/- 1.1 dB from CMTS to cable plant; 
+!- 2.1 dB from protect to cable plant 

• Downstream output return loss: > 15.0dB at <450 MHz, > 12.0 dB at >= 450 MHz 
• Downstream input return loss: > 15.0 dB 
• Downstream isolation: > 60 dB from channel to channel in working mode; 

> 52 dB from CMTS to protect when in protect mo de 
• Upstream frequency range: 5 to 70 MHz 
• Typical upstream insertion loss: 4.1 dB from cable plant to CMTS; 

5.2 dB from cable plant to protect 
• Upstream insertion loss flatness: +/- 0.4 dB from cable plantto CMTS, 

+/- 0.6 dB from cable plantto protect 
• Upstream input return loss:> 16 dB 
• Upstream isolation: > 60 dB from channel to channel in working mode; 

> 60 dB from CMTS to protect when in protect mode 
• Protect mode: CMTS return loss > 10 dB, cable plant return loss: > 10dB 

For More lnformation 
See the Cisco RF Switch Web site: http://www.cisco.com/go/rfswitch 

Broadband Cable-Customer Premise Equipment (CPE)1 

Cisco uBR900 Series Cable Access Routers 

The Cisco uBR900 Series Cable Access 
Routers provide commercial services for 
cable operators, allowing them to expand their 
broadband service offerings. Both the Cisco 
uBR905 and Cisco uBR925 support IP data 
transmission over a cable plant and offer hardware-accelerated IPSec VPN support. 

When to Sell 
Sell This Product 
Cisco uBR905 Cable 
Access Router 

Cisco uBR925 Cable 
Access Router 

When a Customer Needs These Features 
• Data -only broadband services (o r voice separately via Ethernet) 
• High-speed, secure remate tunneling via hardware accelerated IPSec VPN 
• Two voice (VoiP) connections via RJ-11 ports 
• Data broadband services, router functionality, and VPN support 
• Easy-to-manage solution for telecommuters and small offices 

( ~'t 
1. Cisc o VoiP Residential CPE Partner Program-To help drive deployment of residenti al VoiP services to market, Cisco ~ 

offers a program that 1d ent1f1 es low-co st res ident1al VoiP modem s that h ave passed mteroperabi·lt~ffistu:~~.~­
Ci sc o. C a ble se rvi c e providers should contact their sa les repre sentatives for vendors, mod els, p t~ éWI 8gmJ!.J5 . (' • , / 
d1sc ount oppo rtun1t1e s. ' CPMI • CORRE ~ 

Broadband Cable-Customer Premise Equipment (CP 

r 
1 4 
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Key Features 

• Integrated high-speed cable modem and router that operates with any DOCSIS 1.1 
or DOCSIS 1.0-compliant CMTS; both Cisco uBR900 Series models are DOCSIS 
1.1-ready 

• Integrated Cisco lOS Software router, cable modem, and four-port Ethemet hub 
that offers advanced networking capabilities and investment protection 

/ . 

Specifications _/ ,-- ti-
~~--------~---=~~----------------=---~~--------------~' ~: ~ 
~Fpe0_art~t5u_re ________ ~C~i_sc~o~u~B_R9_0~5~--~~----------~Ci_sc~o7.u~B~R_92~5~--~~---------.,--'~,-~\o Vu 

4-port 10Base-T Ethernet hub 4-port 10Base-T Ethernet hub ~ .1'-
1-port console 1-port USB \ \ 
1-port CATV (Female F Connector) 2 ports RJ-11 \ 

1-port console '\. 

Routing Features 
Security Features 

Voice Support 

NAT/PAT, DHCP Server 

56-bit IPSec 
3DES IPSec optional 
IPSec hardware acceleration 
Firewall optional 
No 

For More lnfonnation 

1-port CATV 
Same as Cisco uBR905 

Same as uBR905 

Yes 

See the uBR900 series Web site: http://www.cisco.com/go/ubr900 

Remote Cable Access-Network Management Products 

Cisco Cable Manager 

Cisco Cable Manager is a client/server application that helps cable service providers 
deploy, maintain, monitor and troubleshoot cable equipment on an HFC network. The 
product manages DOCSIS and EuroDOCSIS-compliant CMTS and CPE, providing 
both operations center visibility, as well as technician access. 

Cisco Cable Diagnostic Manager 

Cisco Cable Diagnostic Manager is a web-based tool to help Customer Service 
Representatives at cable companies better handle subscriber calls and determine where 
problems reside in the network. Cisco Cable Diagnostic Manager provides status 
summary for the network neighborhood and fiber node, status on the DOCSIS or 
EuroDOCSIS-certified cable modem, as well as status on the Cisco CMTS products: 
Cisco uBR 10012, uBR 7200 Series, and uBR 7100 Series. 

Cisco Broadband Troubleshooter 

Cisco Broadband Troubleshooter provides an efficient tool to help network operations 
center (NOC) personnel and field technicians detect, diagnose, and isolate problems 
between the cable plant and connected DOCSIS CPE devices. The product allows a 
technician to characterize upstream and downstream trouble pattems and quickly 
identify "flapping" CPE devices that are experiencing persistent connectivity 
problems. Operators can quickly discem CPE connectivity impairments by identifying 
noise , attenuation, provisioning, and packet-corruption issues. 

. ·· • Remate Cable Access- Network Management Products 
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Cisco Broadband Configurator 

Cisco Broadband Configurator is a GUI-based tool designed to collect information 
needed to generate and download configuration files for DOCSIS or EuroDOCSIS 
cable modems and set-top boxes. There are two versions ofthe tool: a free, web-based 
version accessible via Cisco.com, anda stand-alone Java-based desktop version. Cisco 
Broadband ~onfigurator_ enables _point and click configuration of CPE va~for.~, 

cla~s of servtce, vendar mformatwn, SNMP parameters, BPI, TFTP, telr:~rn · ... ·"\. 
attnbutes, and CPE data. :"'; f/ \Co ·. \ 
For More lnformation \ ' \~Co V · , 
See the Cable Manager Web si te: http://www.cisco.com/go/cablemgr \ ~ · . _ , ,. 
See the Cisco Cable Troubleshooter Web si te: '--.. ._ -· - ~--------­
http://www.cisco.com/go/troubleshooter 

DSL Remote Access-Customer Premise Equipment (CPE) 
Cisco offers the industry's broadest array ofbusiness-class DSL (G.SHDSL and ADSL) 
CPE solutions, from Enterprise to branch office, to Small Office/Home Office (SOHO) 
applications. Cisco's CPE solutions offer the choice ofkey features including Firewall, 
VPN, and Voice-over DSL support. And, Cisco's industry leading IOS-based 
capabilities enable QoS, policy management, and standardized set-up and 
configuration. Cisco CPE Products include: 
• Cisco SOHO Series Ethernet, ADSL over ISDN, ADSL and G.SHDSL 

RoutersRouters (page 1-8) 

• Cisco 800 Series Routers (page 1-9) 
• G.SHDSL WAN Interface Cards (WICs) for 1700, 2600/2600XM, 3600 Series 

(see 
Chapter 1: Routers) 

• Cisco IAD 2400 Series (w/G.SHDSL) (page 4-21) 

Broadband Services Aggregation 
The Cisco broadband aggregation portfolio includes the Cisco 6400 Broadband 
Aggregator, Cisco 7200 Series Router, the Cisco 7400 Series Internet Router, and the 
Cisco 10000 Series Internet Router. This portfolio covers ali possible broadband 
aggregation narkets. The Cisco 6400 and Cisco 10000 Series routers are carrier class 
broadband aggregation routers designed to provide high-density, high-performance 
services while maintaining the high-availability standards of large-scale carrier 
deployments. The Cisco 7200,Cisco 730 1and Cisco 7400 Series routers cover the ISP 
and retail space by providing a dense, feature-rich platform but only taking a small 
footprint in the network. 

• Cisco 7400: Highest density PPP aggregation per rack-unit 
• Cisco 7301: Highest Density PPP aggregation per rack-unit 
• Cisco 7200: Most versatile platform 
• Cisco 6400: Only platform offering ATM switching and broadband aggregation 
• Cisco 10000: Highest availability on a carrier-class integrated edge router 

~-=--_-u ____ , 
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With this portfolio, Cisco can address the broadest set ofrequirements in terms ofform./ . '\ 
factor, density, performance and scale, and offer customers a unique level of choice, \f) 0 Cv 
with products optimized for any customer deployment. \ '. ".X 

Cisco 7200 Series 

When ordered with the Cisco lOS 7200 Series Broadband User Services License (part 
number FR-BUS72), the 7200 delivers scaled PPP, RBE, and L2TP sessions and 
tunnels in addition to rich IP services. lt enables service providers to provision 
broadband Internet access and supports all ofthe popular access technologies deployed 
today, including DSL, Cable, Wireless, and Dial Access. lt is ideal for medium-density 
applications and is capable ofhandling up to 16000 subscribers in a single chassis. The 
7200 is a modular platform with a choice of processing engines anda wide variety of 
WAN and LAN port adapters, including Tl/El, DS3, OC-3, Fast Ethernet, and Gigabit 
Ethernet. See page 1-31 for more information on the 7200 series. 

Cisco 7301 Series 

When ordered as 730 l-BB-8K and 7301-BB-16K the Cisco 7301 Series Router 
provides a compact, high-performance single-rack-unit (lRU) router coupled with a 
broad set of interfaces and Cisco lOS® Software features, which makes it ideal for 
Broadband applications . The Cisco is capable of handling up to 16,000 simultaneous 
sessions and allowing for a pay-as-you-grow "rack and stack" architecture. 

Cisco 7400 Series 

When ordered as a part number 7401ASR-BB, the 7400 series provides 
high-performance broadband services aggregation like the 7200, but in a low-power 
one rack unit ( 1 RU) form factor. lt offers one port adapter (PA) slot supporting over 
40 standard 7200 series PAs, including T1/E1, DS3, OC-3, Fast Ethernet, and Gigabit 
Ethernet; making it ideal for small- and medium-density applications. See page 1-38 
for more information on the 7400 series. 

Cisco 10000 Series 

With recent enhancements, the Cisco 10000 is the industry 's only integrated edge 
router that delivers highly available, line-rate performance without compromises for 
service providers deploying IP services to broadband, leased line, ATM, and frame 
relay customers. With 99.999 percent uptime, the platform delivers high-performance 
broadband features including support for 32,000 (61,500 in the future) broadband 
subscribers, hardware-accelerated PPP over Ethernet and PPP over ATM, routed bridge 
encapsulation and 1483 routing. See page 1-4 7 for more information on the 10000 
senes. 

• • Broadband Services Aggregation 
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Cisco 6400 Series · ; 
1
/ \\À 

The Cisco 6400 is designed for use in high-availability environments such as servic~ P.xb C( 
provider central offices, and corporate premises; and aggregates access media (DSL, \ \ 
cable, wireless, and dial) to serve as the intelligent equal access point, allowing \< .. _ 
multiple operating companies and service providers access to end users. 1t includes 
switch, router, and line card redundancy. 

The Cisco 6400 is a high-performance service gateway that enables the delivery of 
network services, VPNs, and voice- and entertainment-driven traffic over any access 
media. ATM interfaces connect the Cisco 6400 to dial access servers, DSLAMs, and 
Cisco IP DSL Switches; ATM and packet interfaces connect to the network core. 

Key Features 

• Session scalability and modular design-The Cisco 6400 represents a quantum 
leap in session scalability, capable of scaling from 2000 subscribers in its entry 
levei configuration to 96,000 subscribers in a full configuration. 

• Routing and VPN scalability-Using the Cisco 6400, service providers can 
simultaneously route end-user traffic over secure, independent pathways 
exceeding I 000 different domains or end destinations, with an aggregate 
throughput of over 2.4 Gbps forwarding capacity for handling even the most 
bandwidth-intensive broadband traffic. 

For More lnformation 

See the 6400 series Web site: http://www.cisco.com/go/6400 

ATM Multiservice WAN Switching 

Cisco BPX 8600 Series-Advanced ATM Multiservice Switches 
The Cisco BPX 8600 series is standards-based ATM switch with advanced IP and ATM 
capabilities. Designed to meet the demanding, high-traffic needs of a public service 
provider or large private enterprise, the BPX switch delivers high-performance ATM 
switching, multiservice adaptation and aggregation for all types ofuser traffic. Proven 
in the world's largest ATM and Frame Relay networks, the BPX 8600 enables service 
providers and large enterprises to meet skyrocketing network demands. 
The Cisco BPX 8600 series switch offers up to 20 Gbps ofhigh-throughput switching 
for multiple traffic types data, voice, and video and supports a wide range o f interfaces, 
from Frame Relay to full broadband subscriber interfaces, up to 622 Mbps. You can 
offer multiple services for LAN, X.25, SNA, IP, Frame Relay, and ATM traffic from a 
single BPX platform. The Cisco BPX 8600 series supports multiprotocol label 
switching (MPLS) today, and this functionality can be easily added to any BPX switch 
already installed in the field. 

For More lnformation 

See the Cisco BPX Web site : http://www.cisco.com/go/bpx 

KQS";;;ÕJ!2UU~~ 
. CPM/ ·, •· CORREIO~ 

ATM Multiservice WAN Switchi r r 
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Cisco MGX 8850 ATM Multiservice 
Switch 
The Cisco MGX 8850 ATM Multiservice Switch 
enables delivery of a complete portfolio o f service 
offerings while scaling from DSO to OC-48c/STM -16 
speeds. It enables service providers to be first to 
market with the new high-margin voice and data 
services while maintaining existing services. 

The MGX 8850 universal chassis provides a unified 
ATM architecture that delivers a complete portfolio of 
differentiated services -from circuit emulation to IP 
VPNs-all with a single chassis, to enable service 
providers to easily add new services. 
The Cisco MGX 8850 can function in three different modes of operation: 
• PXM -1 configuration-Operates as a stand-alone device for narrowband services, 

or as an integrated edge concentrator for the Cisco BPX 8600 series or the Cisco 
MGX 8850 PXM-45 

• PXM-lE configuration-Operates as a stand alone switch for low density 
narrowband services and included 1.2 Gbps switch card and PNNI routing 

• PXM-45 configuration-Serves as a broadband edge switch and includes the 45 
Gbps switch card and broadband ATM modules 

Key Features 

• Flexible ATM multiservice platform 
• Highly scalable-from 1.2 to 45 Gbps ofnon-blocking throughput in single 

chassis 
• Highest reliability, availability, and serviceability in the industry 
• IP VPNs using Cisco lOS software-based Multiprotocol Label Switching (MPLS) 
• Market-leading Frame Relay capabilities, with price-per-port leadership and 

advanced QoS 

• High-density Point-to-Point protocol (PPP) for Internet access and aggregation 

• Full-featured narrowband ATM for managed data, voice, and video services; 
high-density broadband ATM for wholesale ATM services 

• Circuit Emulation for Private Line replacement 

• Highly scalable packet voice gateway providing VoiP, VoATM(AAL1 & AAL2), 
ATM SVCs, OnboarC: MPLS 

For More lnformation 

See the Cisco MGX 8850 Web site: http://www.cisco.com/go/mgx8850 

• Cisco MGX 8850 ATM Multiservice Switch 
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Cisco MGX 8830 ATM Multiservice Switch 
The Cisco MGX 8830 Advanced ATM Multiservice Switch extends a full suite of ... -.• - -- -~::;:; 
narrowband interfaces and broadband trunking to remote sites with low density and .· r"' -~ \ry" 
high service mix requirements, using PNNI and MPLS for flexible network and \ · ·~ ~ 
services evolution. The Cisco MGX 8830, with a switching capacity ofup to 1.2 Gbp~, '- .. 
acts as a standalone switch, and offers a full range of service interfaces. \.<- ·'' 
For More lnfonnation 

See the Cisco MGX 8830 Series Web site: http://www.cisco.com/go/mgx8830 

Cisco MGX 8200 Series 

Cisco MGX 8230 Edge Concentrator 

The Cisco MGX 8230 Edge Concentrator provides the most 
cost-effective gateway for narrowband services in space and 
power limited situations. It can acts as a stand-alone gateway 
or as an edge concentrator for the Cisco BPX 8600, Cisco 
MGX 8850 with PXM-45, and IGX 8400 series multiservice 
switches. The MGX 8230 offers a full range o f narrowband service interfaces and a 
switching capacity up to 1.2 Gbps. 

Cisco MGX 8250 Edge Concentrator 

The Cisco MGX 8250 is a high-density edge concentrator designed for service 
providers needing flexibility for aggregation o f IP, voice, Frame Relay, circuit 
emulation, and ATM services. An ATM narrowband edge concentrator, the MGX 8250 
can serve as a stand-alone edge concentrator or as a feeder node for the Cisco BPX 
8600 series and MGX 8850 switches. The MGX 8250 Edge Concentrator offers up to 
1.2 Gbps o f IP + ATM switching capacity. 

For More lnformation 

See the Cisco MGX 8200 Series Web site: http://www.cisco.com/go/mgx8200 

Cisco IGX 8400 Series Multiservice WAN Switch 
Efficient bandwidth utilization, intelligent QoS management 
features, and carrier-class reliability make the IGX 8400 series 
switch the ideal choice for meeting unique Wide-Area 
Networking (WAN) needs. This series provides the ATM 
backbone required to deliver data, voice, fax, and video services 
with guaranteed quality of service (QoS). The IGX 8400 series 
switch connects to public services for reduced leased-line costs by maximizing the use 
o f these WAN links. Available with 8, 16, or 32 slots, the IGX 8400 series switches 
offers high flexibility to meet a wide range of Enterprise and Service Provider needs. 
Tight integration with the broad range of Cisco access products enables you to 

services between premises. By integrating lOS technology, the Cisco IGX 8400 series · 
efficiently and cost-effectively run backbone-to-branch data, voice, fax , and video ·~ 

switch helps deliver a seamless migration path to technologies such as VoJ(~~'ftci'f1~bú§ _ .~\' · 
GP~·I 1 ." 1 CORRE _ 
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For More lnformation 

See the Cisco IGX 8400 Web site: http://www.cisco.com/go/igx 

Cisco Long Reach Ethernet Solution 
The Cisco Long-Reach Ethernet solution meets the 
demands o f high bandwidth applications while 
leveraging existing copper wiring infrastructures. 
Catalyst® 2950 Long-Reach Ethernet (LRE) Series 
switches enable enterprise and service provider customers to extend intelligent 
Ethernet services over existing phone and legacy wiring, at distances ofup to 5000 feet. 
Cisco is the only company with the breadth o f technologies that allow customers to 
deliver intelligent network services across any combination o f wired and wireless 
infrastructures. 
The Cisco 2950 LRE solution includes the Cisco Catalyst® 2950 LRE switches, the 
Cisco 575 and 585 LRE Customer Premise Equipment (CPE) devices, and the Cisco 
LRE POTS Splitter. Each LRE link is terminated with either the Cisco 575 or 585 LRE 
CPEs, and a POTS splitter is required when POTS traffic coexists with the LRE link 
over the same line. 

Catalyst 2950 LRE Series lntelligent Ethernet Switches 

The Cisco Catalyst® 2950 LRE switches are fixed-configuration, stackable models 
that provide wire-speed LRE and Gigabit Ethernet connectivity for small and midsized 
networks. The Catalyst 2950 Series is an affordable product line that brings intelligent 
services, such as enhanced security, high availability and advanced quality of service 
(QoS), to the network edge-while maintaining the simplicity of traditional LAN 
switching. When a Catalyst 2950 LRE switch is combined with a Catalyst 3550 Series 
switch, the solution can enable IP routing from the edge to the core of the network. 
Embedded in Catalyst 2950 Series switches is the Cisco Cluster Management Suíte 
(CMS) Software, which allows users to simultaneously configure and troubleshoot 
multiple Catalyst desktop switches using a standard Web browser. In addition to CMS, 
Cisco Catalyst 2950 LRE switches provide extensive management tools using Simple 
Network Management Protocol (SNMP) network management platforms such as 
CiscoWorks for Switched Internetworks. 
The Cisco Catalyst 2950 LRE switches consist of the following devices-which are 
based upon the Enhanced Image (EI) Software for the Catalyst 2950 Series. 
• Catalyst 2950ST-24-LRE-24 LRE ports + 2 101100/1000BASE-T ports + 2 Small 

Form-Factor Pluggable (SFP) ports (two ofthe four uplinks active at one time) 
• Catalyst 2950ST-8-LRE-8 LRE ports + 2 10/ 10011 OOOBASE-T ports + 2 SFP ports 

(two o f the four uplinks active at one time) 
The two built-in Gigabit Ethernet SFP ports support 1 OOOBASE-SX and 
1000BASE-LX modules. The dual SFP-based and copper Gigabit Ethernet 
implementation provides customers with tremendous deployment flexibility-allowing 
customers increased availability with the redundant uplinks. High leveis of stack 
resiliency can also be implemented by deploying dual redundant Gigabit Ethernet 
uplinks and Uplinkfast technologies for high-speed uplink and stack interconnection 
failover, and Per VLAN Spanning Tree Plus (PVST +) for uplink load balancing. 

. • Cisco long Reach Ethernet Solution 
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Cisco 575 and ~5 LR~ CPE ~evices . . . ./:J7~ 
Each LRE port ts tenmnated m the room wtth etther the Ctsco 575 or 585 LRE / ,./ ' [)'·-., . 
Customer Premise Equipment (CPE) devices . These co~pact devices bridge LRE af).c( A (n \ r · 
Ethemet. The 575 CPE has one RJ-45 Ethemet connectwn and two RJ-11 ' · \/)\" v 

\. .... 

connectors-one for the wall and one for a telephone. The 585 CPE has four RJ-45., \ 
switched Ethemet connections and two RJ-11 connectors and supports 802.1 p QoS so.~'·, 
that voice and video traffic are prioritized over normal data traffic. Both the Cisco 575 ·· "--._, __ .,._, .. 
and 585 LRE CPE device can be mounted on or under a desk, or on a wall. They ship 
with a mount lock-in mechanism and clip-on Ethemet cable guard to discourage theft. 
lt supports voice (Plain Old Telephone Service-POTS) traffic-including ISDN or 
digital phones-that coexists over the same LRE 1ine by splitting LRE and POTS traffic 
at the CPE device. 

Cisco LRE 48 POTS Splitter 

The Cisco LRE 48 POTS Splitter is a high-density, low-cost device that is ideal for 
building deployments where the PBX system is on-site and POTS traffic must coexist 
over the same copper wiring as LRE traffic. Un1ike "splitterless" building broadband 
network solutions, the Cisco LRE 48 POTS Sp1itter ships as a separate, compact form 
factor to ensure that POTS service is separate, and never compromised by LRE switch 
reconfigurations or downtime. 

The Cisco LRE 48 POTS Splitter supports 48 ports in a IRU form factor. Each splitter 
has six RJ-21 connectors-two each for connectivity to the patch panel, the LRE 
switch(es), and the on-site PBX system. 

Key Features 

• Performance-Delivers 2-15 Mbps symmetric over existing category 1/2/3 wiring 
at distances up to 5000 feet . Rate Selection feature automates the process of 
selecting a data rate for a line for ease o f installation and increased robustness. 

• Powerful Gigabit Ethemet uplink options- 1 OOOBaseT and SFP ports 
• Superior control through intelligent services-advanced quality of service and 

security based on Layer 2 through Layer 4 parameters. 
• Multicast support-Multicast VLAN Registration (MVR) and IGMP Snooping. 
• Enhanced Cisco lOS Services 
• Network Management-Cisco Switch Clustering technology and the advanced, 

Web-based Cisco Cluster Management Suíte (CMS) software detiver easy-to-use 
configuration and ongoing monitoring and management ofup to 16 switches . This 
software is embedded in the switches and delivers remote management of 
clustered switches and connected CPE devices through a single IP address 

Competitive Products 

• Paradyne Networks: BitStorm solution IEtherloop) and ReachDSL • Extreme Networks: Alpine chassis with FM-8Vi blade IEthernet 
products over VDSL) 

• Tut Systems: lntelliPOP VDSL • Huawei: Quidway s3026v 

Specifications 

Feature Cisco 2950ST 24 LRE Cisco 2950ST 8 LRE 
24 Long-Reach Ethernet ports and four 10/100 12 Long-Reach Eth ernet ports and four 10/100 ~) 
Ethernet ports and 2 10/1 00/l OOOBASE-T ports + 2 Ethe rn et ports and 2 10/1 00/1000BA_? ~-~T ports + 2 
Small Form-Factor Pluggable ISFP) ports itwo of Small Form-Factor Pl uggable ISfeJ jlo rtS 'INV~----· 
the four uplin ks ac tive at one time the four uplinks active at on eilui~ n° 03!2{)(15 _ ,"• 

Fixed Ports 

Backplane 8.8 Gbps Sa me as Cisco 2950ST 24 L~ PMI • 
; I , i 

Cisco long Reach Ethernet Soluti 
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Feature Cisco 2950ST 24 LRE Cisco 2950ST 8 LRE 
Forwarding Rate 3.5 Mpps 3.2 Mpps 

VLAN Maximum 250 port based VLANs or ISU802.1 Q trunks Same as Cisco 2950ST 24 LRE 

FEC Yes Same as Cisco 2950ST 24 LRE 

802.10 Yes Same as Cisco 2950ST 24 LRE 

Multicast IGMP Snooping Same as Cisco 2950ST 24 LRE 

O oS 802.1 p, 4 egress queues, WRR, Layer 3 and 4 Same as Cisco 2950ST 24 LRE 

Management Capabilities 
services 
SNMP. Telnet, RMON, CWSI, CLI-based 
out-of-band, embedded Cisco Cluster 
Management Suite (CMS), Web-based interface 

Same as Cisco 2950ST 24 LRE 

Memory 84MB (Flash); 32MB (CPU ORAM) Same as Cisco 2950ST 24 LRE 
Embedded RMON History, Events, Alarms, Statistics Same as Cisco 2950ST 24 LRE 
Dimensions (HxWxD) 1.75" (44.5 mm) x 17.5" (444.5 mm) x 9.7" (246.6 mm)Same as Cisco 2950ST 24 LRE 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 2950 LRE Series Switches 
WS-C2950ST-24-LRE Catai~ 2950 LRE switch: 24-port LRE + 210!100/lOOOBASE-T ports + 2 SFP ports 
WS-C2950ST-8-LRE Catalyst 2950 LRE switch: 8-port LRE + 2 10/100/lOOOBASE-T ports + 2 SFP ports 
Cisco 575 and 585LRE CPE Device 
CISC0575-LRE Cisco 575 LRE CPE devi c e: 1-port Ethernet + 2 RJ-11 connectors 
CISC0575-LRE-6P Cisco 575 LRE CPE device (6 pack): 1-port Ethernet + 2 RJ -11 connectors 
CISC0575-LRE-24P Cisco 575 LRE CPE devi c e (24 pack): 1-port Ethernet + 2 RJ-11 connectors 
CISC0585-LRE Cisco 585 LRE CPE device: 4-port Ethernet + 2 RJ-11 connectors 
CISC0585-LRE-6P Cisco 585 LRE CPE devi c e (6 pack): 4-port Ethernet + 2 RJ-11 connectors 
CISC0585-LRE-24P Cisco 585 LRE CPE device (24 pack): 4-port Ethernet + 2 RJ-11 connectors 
Cisco LRE 48 PDTS Splitter 
PS-lM-LRE-48 Cisco LRE 48 POTS Splitter: 48 ports 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation ." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the LRE Web site: http://www.cisco.com/go/lre 

Cisco Building Broadband Service Manager (BBSM) Version 5.2 
Cisco Building Broadband Service Manager (BBSM) is an access gateway for public 
access networks that enables simple, plug-and-play access, end user self-provisioning 
o f services, customizable portal and advertising platforms and Web-based 
management, reporting and configuration. In addition, multiple automated 
authentication and billing options are supported, including credit card, RADIUS, 
property management system and access code. 
The Cisco BBSM platform manages Internet access services with no routine IT 

support, enabling property owners and service providers to offer services in remote and 
unattended locations. BBSM supports tiered service leveis in order to deliver targeted 
customer offerings. For instance, a hotel can set-up daily network access for a series 
o f meetings providing a variety o f bandwidth/pricing options to capture lucrative 
meeting room revenue opportunities . 
The Cisco BBSM has been designed for compatibility with Cisco access-layer 
LAN products to provi de a complete solution that enables service providers or property 
owners to create, market and operate broadband access services in new vertical markets 
Sl;!Ch as: Hospitality, Higher-Education, and Public Access 

• Cisco Building Broadband Service Manager (BBSM) Version 5.2 ... .,,~~ .. :···----· 
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Cisco BBSM Hotspot Serve r Version 1.0 
~·_...,·::---.:.~ 

The Cisco Building Broadband Service Manager (BBSM) Hotspot server connects / .··,/: ~~:.:,< 
mobile users to broadband services anywhere, anytime. Cisco BBSM Hotspot is . , / A (, • ..,O<b. 
a cost effective access management gateway suited for small- to medium-sized pub\ic\ v_xu ( 
access locations , as well as for visitor access in larger enterprise locations. BBSM '\ \ ._ 
Hotspot enables simple plug-and-play connectivity, end user self-provisioning of ·- •. _ ~ ~ .. ·.- . 
services , and multiple authentication options . 

BBSM Hotspot works with Cisco Local Area Network (LAN) products to provide a 
complete solution for secure wired and wireless Internet Access for visitors, guests and 
other temporary users. Use Cisco BBSM Hotspot to manage and operate broadband 
access services in public hotspots, small hotels, and public overlays on business 
networks. 

For More lnformation 
See the BBSM Web site: http://www.cisco.com/go/bbsm 

Sample LRE Solution Overview-Broadband Internet Access for 
MxU 
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• Sample LRE Solution Overview-Broadband Internet Access for MxU 
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CHAPTER 8 
Optical Transport 

Optical Transport Products ata Glance 

Product 
Cisco ONS 15200 Metro 
DWDM Series 

Cisco ONS 15302/15305 
SDH Multiservice CPE & 
Aggregation Platforms 

Cisco ONS 15327 SONET 
Multiservice CPE & 
Aggregation Platform 

Cisco ONS 15454 SONET 
and ONS 15454 SDH 
Platforms 

Cisco ONS 15501 Erbium 
Doped Fiber Amplifier 

Cisco ONS 15216 and 
15501 Optical 
Transmission Families 

Cisco ONS 15530 Metro 
DWDM Aggregation 
Platform 

Features 
Cisco ONS 15252 and ONS 15201 DWDM solutions 
• Supports a mixture of point-to-point, hubbed, and meshed traffic patterns (SDH/SONET, 

Gigabit Ethernet over a range of line rates up to 2.5 GbiVs) 
• Modular architecture, capacity may be added channel-by-channel in a highly cost-effective 

manner 
• High transmission efficiency for more channels, nades and greater distances 
• Compact design 

The Cisco ONS 15302/0NS 15305 Multiservice CPE and aggregation solutions are 
ultra-compact integrated systems that extend next-generation optical networks (access 
nades or CPE): 
• Low Cost Access or CPE Platform 
• E1, E3, DS3, 10/100 BaseT Ethernet and GigE 
• STM-1 (15302) or STM-1/4/16 (15305) 
Metro Edge Multiservice Provisioning Platform (MSPP) 
• Highly cost-efficient for delivering multiservices to the metro edge 
• Aggregates and switches TOM, 10!100/GigE, data and video services 
• Very small footprint 

lndustry-leading SONET Multi-service Provisioning Platform (MSPP) and SDH MSPP: 
• Aggregates DS1 , DS3, STS-1, OC-3, OC-12, OC-48 
• Supports OC-192 and mulitwavelength DWDM optics 
• Wide range of data interfaces, including 10/100/GigE, data and video 

Page 
8-3 

8-3 

8-4 

8-4 

• Designed for Enterprise and Servi c e Provider environments 8-5 
• Low-noise, gain flattened C-band optical amplifier 
• Complements the Cisco ONS 155xx DWDM solution 
• Capable of extending 100GHz, 32-channel, 2.5Gbps I 10Gbps optical infrastructure over 

longer distances 

Cisco ONS 15216 Metro DWDM Series 8-5 
• Supports 321TU-grid wavelengths at 100 GHz spacing and provides unprecedented 

transport flexibility with optical filtering 
• Optical Add/Drop Multiplexing (OADM) 
• Optical Performance Monitoring and Amplification 
• The ONS 15216 allows carriers to deliver more services per wavelength and more 

wavelengths per fiber 
Cisco ONS 15501 Optical Amplifier 
• Constant flat gain of 17 dB over the 1530nm to 1563nm band simplifies network design. 
• Metro optimized auto gain control and variable gain 
• Low noise figure of <6.0 dB allows the use multi pie amplifiers in cascade 
• lnput power range of -29 to O dBm 

Metro Optical DWDM Multiservice Aggregation Platform 
• Enables storage and data networking, transparent wavelength services, and legacy 

applications 
• ESCON Aggregation up to 40 channels on 1 wavelength 
• Scales from 2.5Gbps to 1 OGbps 
• Supports wide range of protocols over optical infrastructure 
• Highly resilient network with flexible topology design options 

8-5 

,iQ~312õusrf 
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• 
Product Features Page 
Cisco ONS 15540 Extended Highly modular and scalable next-generation Dense Wave Division Multiplexing (OWDM) 8-6 
Services Platform platform 

• Ideal for enterprises and servi c e providers 
• Delivers the integration oi data, storage and metro networking 
• Ultra-high bandwidth intelligent optical infrastructure (r. 
• Supports any packet on any wavelength from any platform { .... \f ,J 

"C-:-:is:-:c:-:o'O"N"'S~15600=;;;------:;T;-h e---;<'Ci-,-sc:-:o:-:O"'N"'S;;-';-;15;-;60""0;;-;-;M"'S""S""P-,-is-a--:t-ru-,e-m-=u:..,ltc-is_e_rv..,..ic_e_s'-w"'it:-c-;-h-, p-r-ov..,..id"in_g_c_a_r..,..rie_r_c71 a-s-s-re-;-li=-a"'"'bi'"lity:--, """"8:-:-7;---- J).. ~ Cv 
avallability. serviceability, operations, and management. Multiservice Switching 

Platform (SONET/SDH) 

Cisco Transport Manager 
(CTM4.x) 
(Network Management) 

• Combines the functionality oi multiple metro systems including SONET/SDH multiplexers 
and digital cross-connect network elements 

• Scalable, easy-to-use platform supports ali metrotopologies 
Carner-class element management system 
• Ideal for servi c e provi der and enterprise networks 
• Supports Cisco ONS 15454/15327/15600 (SONET/SDH), 15540,15530,15501, 152xx, 

1580Xsystems 
• Manages fault /performance/configuration/alarm/security/inventory/administrative tasks 
• Nauve Circuit/Equipment Provisioning for 15454!15327/15600 SONET/SDH productfamily 
• Northbound interfaces include SNMP, Tll and CORBA 
• lntegrates into OSS/BSS systems 
• Requires SUN/Solaris/UNIX server and Ora ele data base 

8-8 

Cisco 10720 Internet 
Router 

Serv1ce provider-class metro access services router 1-49 
• Opt1mized building block for the next generation metro IP network 
• Equipped with 24 ports oi Ethernet technology for customer access and dynamic packet 

transpor! (DPT) technology for metro optical connectivity 
• Powered by Cisco lOS software and the parallel express forwarding (PXF) architecture 
• Cost-effective, reliable platform supporting lu li suíte of IP routing protocols 
• With DPT architecture, enables optimal fiber connectivity as well as features sue h as IP 

class oi service, TLS, VoiP and VPN services 
See Chapter 1-Routers for more information on the Cisco 10720 Internet Router 

Sample Metro Optical Transport Solution Overview­
Delivering Multiservices to the Edge 
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Cisco ONS 15200 Optical 
Metro DWDM Series 
The Cisco ONS 15252, 15201 , and 15216 are part of 
the Cisco ONS 15200 Metro DWDM family, the first 
solution to deliver instant wavelengths to buildings, 
premises, or PoPs. 

The ONS 15252 and 15201 may be used to realize 
many sub-network topologies and can handle a mixture o f point-to-point, hubbed, and 
meshed traffic patterns. Capacity may be added channel-by-channel in a highly 
cost-effective manner. Since they feature broadband transponders, a wide range oftraffic 
types may be handled (SONET/SDH, Gigabit Ethernet) over a range of line rates up to 
2.5 Gbs . Channel protection options include unprotected, client-protected, and ( optical 
channel) fiber protection. The ONS 15252 is a multi-channel unit and the ONS 15201 is 
a single channel unit node. Both have exceptionally small footprints and low power 
consumption. 
The Cisco ONS 15216 supercharges wavelength services by supporting up to 32 
ITU-grid wavelengths, and provides unprecedented transport flexibility with optical 
filtering, Optical Add/Drop Multiplexing (OADM), Optical Performance Monitoring and 
Amplification. lt allows service providers to deliver more services per wavelength and 
more wavelengths per fiber. 

The Cisco ONS 15216 optical filter so1ution enables service providers to deploy 
point-to-point, bus, and ring networks using the terminal filter multiplexing and 
demultiplexing and OADM. The Cisco ONS 15216 platform provides an open and 
flexible solution to combine wavelengths launched by the Cisco ONS 15454, ONS 
15252, ONS 15201, and ONS 15540. The Cisco ONS 15216 supercharges wavelength 
services and extends Cisco's opticalleadership to metro regional DWDM. 

For More lnformation 

See the ONS 15200 Series Web site: http://www.cisco.com/go/ons15200 

Cisco ONS 15302/15305 SDH Multiservice CPE & Aggregation 
Platforms 
The Cisco ONS 15302/0NS 15305 Multiservice CPE and Aggregation solutions are 
ultra-compact integrated systems that offer cost effective solutions with short ROI. These 
platforms provide native multiservice capabilities (i.e ., TDM interfaces, multiplexing 
and Ethernet data interfaces). These products can be managed under Cisco Transport 
Manager (CTM), Cisco 's unified optical network management system. 

The ONS 15302 CPE platform provides the following TDM interfaces-STM-1 uplink 
(protected or unprotected STM-1 optical uplink, 1+1 MSP, future SNCP) and El 
customer interfaces (12 El ports). This product also provides native Ethernet customer 
access via 4-port 1011 OOBaseT module that supports full layer 2 capacity, bridging, 
VLANs, spanning tree, and priority management. An optional WAN moduleis available 
for point to multi -point applications . · 
The ON S 15305 Aggregation platform provides the following TDM interfaces- 1 ~ü) 
protected or unprotected optical interfaces (8 port S-1 .1 optical module, 2 port S-4. 1 &\. 
optica l module, J port S-1 6.1 optical module, 1 + l MSP, SNCP, 2F M.§~ .(____ 
STM-1 6) and elec trica l customer interfaces (8 and 63 port E l modu · Q~c.P~Q}3~5 ... ,....._'; 

Cisco ONS 15200 Optical Metro DWDM ~ I . C,O~~E.IO~ 
4Ss 
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• 
E3/DS3 module). This product also provides native Ethernet customer access via an 
8-port 10/lOOBaseT module anda 2-port GigE module (supports fulllayer 2 capacity, 
bridging, VLANs, spanning tree, and priority management). An optional WAN module 
is available for point to multi-point applications. 

, . <-' --- ·-,·-- ............ 

" / 
For More lnformation 

(\... 
l r ...... · ) , ;· ~o Cv 

See the ONS 15302/0NS 15305 web site: http://www.cisco.com/go/ons15300 
'!. ...... _______________________________ \ ·· •. 

Cisco ONS 15454 and 15327 Multiservice 
Provisioning Platforms 
The Cisco ONS 15454 and ONS 15327 Multi-service 
Provisioning Platforms (MSPP) are key building 
blocks in today's optical networks dueto their 
unprecedented transport performance and 

•

··-··c.· 

. 

. ·. . 

economics. They offer supercharged transport 
capability by combining the best of traditional SONET TDM (time division 
multiplexing) and statistical multip1exing in single units. 

• 

The Cisco ONS 15454 aggregates traditional facilities such as DSl, DS3 , STS-1, OC-3, 
OC-12, and OC-48 including multi-wavelength DWDM optics, but it also supports data 
interfaces for 10/1 00/GigE, data and video. This enables drastically improved 
efficiencies in the transport layer and breakthrough cost savings for initial and life cycle 
deployment. A single ONS 15454 shelf can support combinations ofOC-3/c, OC-12/c, 
OC-48/c, and OC-192. 
The new Cisco ONS 15454 SDH MSPP offers an international optical transport solution 
that combines the best of traditional SDH TDM and statistical multiplexing in a single 
platform. The Cisco ONS 15454 SDH MSP can aggregate traditional services such as E1, 
E3 , DS3, STM-1, STM-4, STM-16 and STM-64 including multi-wavelength DWDM 
optics, but is also designed to support data interfaces such as Ethemet/IP. 
The Cisco ONS 15327 combines industry-leading bandwidth capacity and service 
diversity in a very compact footprint, enabling service providers to achieve radical 
economics at the metro edge. Based on the same technology as the industry leading Cisco 
ONS 15454, the ONS 15327 supports high optical bandwidth and has the ability to drop 
a DS 1 from an OC-48 stream. With comprehensive STS- and VT-level bandwidth 
management and integrated data switching, the Cisco ONS 15327 also serves as a digital 
cross-connect without the need for additional equipment. 1t aggregates and switches 
TDM, Ethernet, and ATM services, and can be managed using the Cisco Transport 
Manager element management system. 

For More lnformation 

See the ONS 15454 SONET Web site: http://www.cisco.com/go/ons15454 
See the ONS 15454 SDH Web site: http://www.cisco.com/go/15454sdh 
See the ONS 15327 Web site: http://www.cisco.com/go/ons15327 

Cisco ONS 15454 and 15327 Mult iservice Provisioning Platforms 

··,., 
\ 
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Cisco ONS 15501 Erbium Doped 
Fiber Amplifier 
The Cisco ONS 15501 is a low-noise, 

• 

gain-flattened C-band optical erbium doped . ::':"''·~.-· < 
fiber amplifier designed to extend the distance of today's metro high-bandwidth optical · ' ~. ' ' 
network beyond existing optical budget constraints. The Cisco ONS 15501 complements 
the Cisco ONS 155xx DWDM and Catalyst 6500 solutions, providing customers with the 
capability to extend their 2.5-Gbps or 1 0-Gbps optical infrastructures over greater 
distances. Packaged in a one-rack-unit (1RU) chassis, the Cisco ONS 15501 incorporates 
features such as 17 -dB constant flat gain, automatic gain control, and low no i se figure 
for excellent Optical Signal to Noise Ratio (OSNR) characteristics. 

For More lnformation 

See the Cisco ONS 15501 Web site: http://www.cisco.com/go/ons15501 

Cisco ONS 15530 
The Cisco ONS 15530 is a DWDM (dense wavelength 
division multiplexing) multiservice aggregation platform. 
The ONS 15530 can be used in applications such as storage 
networking, data networking, transparent wavelength 
services, and legacy SONET I SDH I ATM. These features 
make the ONS 15530 an excellent choice for building a 
scalable, ultra-high-bandwidth-ready, intelligent optical 
aggregation and transport infrastructure. 

Key Features 

• Aggregation-up to 40 ports o f ESCON o r 8 ports o f Fibre Channel, FICON, or 
Gigabit Ethernet per wavelength, lowering total cost of ownership through 
bandwidth efficiency 

• Scalability-up to 32 wavelengths ranging from 2.5Gbps to 1 OGbps for network 
growth and design flexibility 

• Multiservice Interfaces-protocol-independent transponders supporting data rates 
between 16Mbps to 2.5Gbps for protocols such as ESCON, FICON, Fibre 
Channel, 2G Fibre Channel, Gigabit Ethernet, SONET ISDH, Digital Vídeo, and 
other protocols 

• Cost-efficient point-to-point fiber trunk protection capability using the Protection 
Switch Module 

• Complete Amplification Solution-Together with ONS 15501 EDFA optical 
amplifier, the VOA modules enables enterprises and service providers to further 
expand their optical DWDM networks over greater distances. 

• Design Flexibility-can be used to deploy Point-to-point, Hub Ring, or Mesh Ring 
networks 

• Network assurance- through high availability and resilient optical design 

• IOS-based- easily integrates into existing Cisco networks 

For More lnformation 

See the Cisco ONS 15530 Web site: http://www.cisco.com/go/ons15530RÓs-;~3/2U 
J 
·CPMI Jn .C R 
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Cisco ONS 15540 Extended Services 
Platform (ESPx) 
The ONS 15540 Extended Services Platform with 
externai cross connect capability (ESPx) is a highly 
modular, flexible, and scalable next generation dense 
wave division multiplexer (DWDM) platform that 
integrates data networking, storage area networking 
(SAN), time division multiplexing, (TDM) 
Synchronous Optical Network (SONET) and 
Synchronous Digital Hierarchy (SDH) technologies 
over an ultra high bandwidth, intelligent optical 
infrastructure that can support any packet, over any 
wavelength on any platform. 
• Flexible Multi-Protocói Support_:_The Cisco ONS 

Chapter 8 Optical Transport 

15540 offers both variable rate transparent and fixed rate multi-protocol 
transponders that feature user selectable small form factor pluggables (SFPs) and 
support a variety o f industry standard data rates between 16Mbps to 2.5Gbps as 
well as 1OGb Ethernet 

• Scalable, flexible, and modular architecture in a high-density compact footprint­
Provides superior operational support and network expansion on an as needed 
basis through its hot swappable modular lines cards, transponders, and optical 
multiplexers 

• Simple Network Consolidation and Comprehensive Multi Service Support 
provided by the available ONS 15540 2.5GB and 10GbE transponders 

• Optical, Service, and Application Level Performance Monitoring-provides 
industry-leading supports for service level agreements (SLAs) 

• High Availability for mission criticai networks-Provides 99 .999% availability 
for demanding Managed Network Service Providers and enterprise business 
continuance applications, with hardware redundancy and automatic protection 
switching to protect against fiber cuts and equipment failures 

• Multi-Service lntegration-Transports ESCON, FICON, 1Gb/2GB Fibre Channel 
for Storage Area Networking (SAN), Fast and Gigabit Ethernet, and 10Gb 
Ethernet for data networking, and SONET/SDH at OC-3/STM1, OC-12/STM4, 
and OC-48/STM12 

~o ONS 15540 Extended Services Platform (ESPx) 

\ .. 



• 

1 Chapter 8 Optical Transport 

• 
Key Features: 

• Compact mod~lar design with externai ~onnectorization : Externai Direct Connect -0'-7:':·) ... 
system from Lme card to OADMs; Optwnal cross connect and fiber management .i/. //''r'~-r{)~ 
system .: . f lo""" 

• Transparent Tuneable Variable data rate Type 1 Transponders: 16Mbps to \' \?< ~ 
622Mbps MM fiber support; 16Mbps to 2.5Gbp SM fiber support; 16 Tuneable \ .. ~ . 

transponders support 32 channels for reduced sparing costs; Multi-protocol 
support for Enterprise 

• Tuneable Type 2 Transponders with Multi Protocol Small form Factor Pluggables 
(SFPs): Variable data rate support between 16Mbps to 2.5Gbps; 16 Tuneable 
transponders support 32 channels for reduced sparing costs; Multi-protocol SFP 
Support 

• Standards based Management support for SNMP, Ciscoview and Cisco Transport 
Manager (CTM) 

• Protection Switch Module provides highly cost effective solution for fiber trunk 
protection 

• Standards based Optical architecture conforming to ITU G.692 1 OOGHz channel 
spacmg 

• This system has been qualified by IBM for Geographically Dispersed Parallel 
Sysplex (GDPS), and by EMC for Symmetrix Synchronous support as tested in 
their E-LAB environment 

For More lnformation 

See the Cisco ONS 15500 Series Web site: http://www.cisco.com/go/ons15500 

Cisco ONS 15600 Multiservice Switching Platform 
The Cisco ONS 15600 provides unparalleled flexibility in 
designing next generation metro networks. Fully engineered and 
optimized for metro networks, the Cisco ONS 15600 MSSP 
simplifies and revolutionizes bandwidth management in the metro 
core by allowing service providers to seamlessly integrate their 
metro core and metro edge networks, while dramatically reducing 
initial tum up costs . Delivering scalability to 960 Gbps o f traffic 

• • '1: ... -

, I ti 1J , 

in a single rack, it complements the market-leading Cisco ONS 15454 Multiservice 
Provisioning Platform (MSPP) by leveraging its proven architecture and operating 
software. This allows service providers to dramatically simplify their metro networks and 
realize immediate cost, space and operational benefits. The Cisco ONS 15600 MSSP 
provides complete integration o f metro core and edgenetworks for servi c e provisioning 
and network management. 

For More lnformation 

See the ONS 15600 Series web site : http://www.cisco.com/go/ons15600 

·---- ~ 
;~QS no 03!2Uu5 . ~&.· -

.: CPMI / ~ ,ÇÇRR.EI ' : 
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Cisco Transport Manager (CTM 4.x) 
(Eiement/Network Management) 
Cisco Transport Manager is an integrated 
optical element management system for Cisco 
ONS 15000 series optical networking 
platforms. CTM manages configuration, fault 
isolation, performance, and security for Cisco 
optical network elements. With integrated 
support for SONET, SDH, DWDM and 
Ethemet, along with open interfaces to 
operations support systems (OSS), CTM 
delivers the full power ofCisco's wide range of 

.. .. 

- . .. 
- . . 

~ 
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advanced optical systems to today's network operators and enterprises. 

rtliJi"'//"- Cisco Transport Manager (CTM 4.x) (Eiement/Network Management) _
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CHAPTER 

lOS Software & Network Management 

Cisco lOS® Software & Network Management Products ata Glance 
Product 
CiscoWorks for 
Windows 

Cisco lOS Software 

Features 
An entry levei suite of integrated network management tools for smaller networks: 
• Event management and topology mapping application 
• lncludes Cisco's popular CiscoView Element Management Tool 
Feature-rich network operating system supported on wide range of Cisco products 
• Provides a common IP fabric, functionality, and command-line interface (CU) across network 

infrastructures 
• Enables a vast array of key routing, multiservice, traffic shaping, security/firewall, and traffic 

monitoring applications, anda broad variety of network connections 

Page 
9-2 

9-4 

CiscoWorks Small Web-based network management solution designed for small to medi um businesses (SMB) 9-11 
Network Management • Device auto-discovery using SNMP simplifies setup and reduces startup time 
Solution • Standards-based, multi-vendor management 

CiscoWorks Routed 
WAN Management 
Solution 

• Event management and topology mapping application 
• lncludes Cisco's popular CiscoView Element Management Tool 
A comprehensive set of applications for managing the router elements of a multiservice Enterprise 9-13 
wide-area network. This bundle includes Access Control List Manager, lnternetwork Performance 
Monitor, Resource Manager Essentials, and CiscoView 

CiscoWorks LAN Provides key applications needed to manage Cisco switch-based Enterprise campus networks. 9-14 
Management Solution This bundle includes Campus Manager, Device Fault Manager, nGenius Real Time Monitor, Resource 

Manager Essentials, and CiscoView 
CiscoWorks Combines general devi c e managementtools for configuring, monitoring, and troubleshooting 9-16 
VPN/Security enterprise networks with powerful security solutions for managing virtual private networks (VPNs), 
Management Solution firewalls, and network and host-based intrusion detection systems (lOS). This bundle includes 

Management and Monitoring Centers, Cisco lOS Host Sensor and Console, Cisco Se cure Policy 
Manager, VPN Monitor, Resource Manager Essentials, and Cisco View 

CiscoWorks Manager A suite of telephony management applications that ensures the readiness and manageability of 9-18 
JP Telephony converged networks supporting VoiP and IP telephony traffic and applications. The bundle includes 
Environment Monitor Vo1ce Health Momtor, Default Fault Manager. C1scoV1ew, and Downloadable Modules: IP Phone 

CiscoWorks Voice 
Manager for Voice 
Gateways 

lnformation Utility, IP Phone Help Desk Utility, Fault History Manager 
Enables the management and monitoring of devices used as gateways between analog voice 9-19 
equipment and the data network. 
• Enhanced capabilities to configure and provision voice ports 
• Create and modify dia I plans on voice-enabled Cisco routers for voice over IP (VoiP), voice over 

Frame Relay (VoFR), and voice over ATM (VoATM) network deployments 
CiscoWorks Enables centralized administration and automated deployment of bandwidth reservation and 9-21 
OoS Policy Manager prioritization policies for criticai network applications 
(OPM) • Differentiates services of Web applications. voice traffic, and business-critical applications 

Cisco Ethernet 
Subscriber Solution 
Engine 

CiscoWorks Hosting 
Solution Engine 

CiscoWorks Wireless 
LAN Solution Engine 

Cisco Catalyst 6500 
Series Network 
Analysis Modules 1 
and 2 

A hardware-based management system for metro access networks that use the Cisco ONT 1000 9-22 
Gigabit Ethernet Series Optical Network Terminator. 
• Enables complete remate management and troubleshooting of the customer demarcation point for 

Ethernet over fiber 
A hardware-based content management solution for e-business operations in Cisco-powered data 9-24 
Centers. This product provides network infrastructure monitoring and Layer 4-7 hosted services 
configuration and activation. 
A hardware paced wireless LAN management solution that provides template-based configuration 9-23 
with user-defined groups to effectively manage a large number of access points and bridges 
• Monitors LEAP authentication servers 
• Enhances security management through mis-configuration detection on access points and bridges 
NAM 1s an mtegrated, network momtonng mstrumenta!lon and Web-browser based traff1c analys1s 9-25 
solut10n for the Catalyst 6500 based enVIronments. lt enable greater VISibillty mto traff1c at alllayers 
of the network by providing real time traffic ana lysis and troubleshooting capabilities . 

Cisco lOS® Software & Network Management Products ata Glance 
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Product Features Page 
Cisco Secure Use r 
Registration Tool 
(URT) 

Provides organizations with increased LAN security by actively identifies users within the network 5-15 
and c reates user registration policy bindings that help support mobility and tracking: 

Cisco Secure Access 
Control Server (ACS) 
for Windows 

• Ensures that users are associated with their authorized subnet/VLAN; Addresses the challenges 
associated with campus user mobility; Supports Web-based authentication for Windows, 
Macintosh, and Linux client platforms; Secure use r access to the VLAN with MAC address-based 
security option 

Option to allow multi pie users connected to a hub access to a VLAN served by single switch port 
See Chapter 5-VPN and Security for more information on Cisco Se cure Use r Registration Tool 
Controls the authentication, authorization, and accounting (AAA) of users and administrators to 5-14 
network devices and services; Operates as a centralized Remote Access Dial-ln Use r Service 
(RADIUS) or Terminal Access Controller Access Control System (TACACS+) server; Supports 
Lightweight Directory Access Protocol (LDAP) user authentication; Data replication and backup 
services; Flexible user and group policy controls; Support for Cisco 802.11x Catalyst Switch and 
Wireless solutions; Extensible Authentication Protocol (EAP) enhancements to support Protected 
EAP (PEAP) for wireless LANs 
Ali administrative access is encrypted with SSL 
See Chapter 5-VPN and Securityfor more information on CiscoSecure Access Control Server{ACS) 
for Windows 

CiscoWorks for Windows 
Cisco Works for Windows is a 
powerful set o f network management 
tools to easily manage your small to 
medium network or workgroup. lt 
provides information such as dynamic 
status, statistics, and comprehensive 
configuration information for Cisco 
routers, switches, hubs, and access 
servers . Using the included WhatsUp 
Gold from Ipswitch, you can also 
monitor printer, workstations, servers 
and important non Cisco network 
serv1ces. 

Whento Sell 

Sell This Product 
CiscoWorks for Windows 

When a Customer Needs These Features 
• A single solution for managing ali resources anached to a small multivendor network 

! 

• A smaller solution, where centralize management of configurations of a software distribution is not 
needed 

• Low-cost network management 
• Needs to quickly understand basic network connectivity, access individual devi c e configurations 

and statistics, and troubleshoot problems 

Also available for small and medium size customers is the CiscoWorks Small Network 
Management Solution (Small NMS). Small SNMS includes ali the features above and 
includes CiscoWorks Resource Manager Essentials (Essentials) which provides 
additional functionality that allows the customer to ofbuild and maintain an up-to-date 
hardware and software inventory for up to 20 devices in a network. 

CiscoWorks for Windows 

I 
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Key Features 

Cisco Works for Windows provides the following features when used in conjunction 
with WhatsUp Gold from lpswitch (included in the CiscoWorks for Windows ,/'<--::-

4

,~~,~· ... 

P
ackage): · / - .,., ... ~,---... 

J ./' L\(p '• 
, ,{~S G 
\ ~\ · 

• Automatic discovery process for networked devices 
• Management o f network hardware, printers, servers, and workstations 
• Customizable monitoring of services such as FTP and HTTP 
• Access to extensive data on port status, bandwidth utilization, traffic statistics, 

protocol information, and other network performance statistics 
• Flexible graphing capabilities for quickly recording and analyzing historical data 

that can be exported to files 
• Management Information Base (MIB) compiler and browser for managing 

third-party SNMP devices 
• Tools to simplify device configuration and management for Cisco routers, switches, 

and access servers 
• Threshold management features that can be set for many performance variables to 

generate an alarm or event notification 
• Flexible event notification, including voice, paging, and e-mail notification of 

user-defined events 

CiscoWorks for Windows Components 

Cisco Works for Windows includes the following tools: 
• WhatsUp Gold from Ipswitch, Inc.-Provides network discovery, mapping, 

monitoring, and alarm tracking 

• CiscoView-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Threshold Manager-Enhances the ability to set thresholds on Cisco 
RMON-enabled devices, reducing management overhead and improving 
troubleshooting capabilities 

• StackMaker-Allows users to combine multiple Cisco devices o f specific types in to 
a single stack and visually manage them in a single window 

• Show Commands-Displays detailed router system and protocol information 
without requiring the user to remember complex Cisco lOS Software command-line 
languages or syntax 

Specifications 

Feature 
Hardware Requirements 

Software Requirements 

CiscoWorks for Windows 
266 MHz Pentium-based IBM PC ar compatible computer 
128-MB RAM total 
1 GB free hard drive space 
Windows 98, Windows NT 4.0, or Windows 2000 
Netscape 4.61, 4.7, 4.76 or Internet Explorer 5.0, 5.1, 5.5 

~ 

\., .... . .:-
· ........ 

~ Selected Part Numbers and Ordering lnformation 

/~ 
~~,f~3~ 

CiscoWorks for Windows 
CWW-6. 1-WIN 
CWW-6 1-WIN-UP 
CWW-6.1-WIN-MR 

CiscoWorks for Windows 6. 1 
Upgrade to CWW 6. 1 for Windows from CWW 5.0 
Mamtenance Release: Req uires existing CWW 6.0 -Ju ne 02 

CiscoWorks for Window ~ tJ j 
------+-'-- l ----- I 
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For More lnformation 

See the CiscoWorks for Windows Web site: http://www.cisco.com/go/cwwin 

Cisco lOS® Software 
Cisco 's lOS Software is a feature-rich network operating system that provides network .. -· · ·--~..,~ ... , 
intelligence for the majority oftoday's Internet and for most ofthe world's /

1 
c):} ·· · ' 

business-critical networking applications. ; ; ~ Gv 
Supporting Cisco 's extensive range o f platforms, Cisco lOS Software provides a ·: _)};. 
common IP fabric , functionality and command-line interface (CLI) across network \ ' . 
infrastructures. Cisco lOS Software enables a vast array ofkey routing functions, '··,. 
multi-service capabilities, traffic shaping, connections, security/firewall protection, 
traffic monitoring, and highly flexible network and product configuration. 
Below is an abbreviated list of key capabilities, intelligent network technologies, and 
architectures enabled by Cisco lOS Software: 
• Quality of Service (QoS) 
• Converged data, voice, and vídeo over lP 
• lP/ATM/Frame Relay network connectivity and scalability features 
• Security/firewali /IPSec/access lists 

• Traffic monitoring and Netflow based monitoring, accounting, and billing 
• Wide range o f routing protocols (including MPLS) 

• 1Pv6 
• Multicast 

Ouality of Service (DoS) 

The promise o f networking is sharing networked resources among many users and 
applications for greater productivity and competitive advantage. Cisco lOS quality of 
services (QoS) capabilities enable complex networks to control and predictably service 
a variety o f applications. Every network needs QoS for optimum efficiency, whether it 
is for a small business, large enterprise, or a service provider. 
QoS expedites the handling o f mission-critical applications, while sharing network 
resources with non-critical applications. QoS also ensures avai lable bandwidth and 
minimum delays required by time-sensitive multimedia and voice applications. lt also 
gives network managers control over network applications, improves cost-efficiency of 
WAN connections, and enables advanced differentiated services. QoS technologies are 
elemental building blocks for other Cisco lOS enabling services- particularly for 
converged data and voice networks (LAN/WAN + telephony), video conferencing over 
IP, and IBM networking, and for future business applications in campus, WAN, and 
service provider networks. 

Key OoS Capabilities: 

Commined Access Rate (CAR) 

Differentiated Services (DiffServ) 

Expedited FÕrwarding (EF) 

Performs two QoS function s: 

• Bandwi dth mana gementthrough ra te limiting, wh ich allows you to controlthe maximum 
r ate for traffic sent or received on an in terface 

• Packet cla ssi fi ca tion through IP preceden ce and QoS group sening, w hi ch allows you to 
part iti on your network into multi pi e priori ty leveis or classes of service (CoS) 

QoS architecture that divides traffic into a small number of classes and provides QoS to 
large aggregates of traffic by treating some tra ff ic ben er tha n the rest (faster handling, 
more bandwidth on average, lower loss rate on average). Th is is a statistica l preference, 
nota hard and fast guarantee . 

Per-Hop Behavror (PHB) in the DrffServ standard, used to c reate a virtua ll eased lr ne 
servi c e. 
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lntegrated Services (lntServ) A QoS architecture in which each network element is required to identifythe coordinated 
set oi QoS contrai capabilities it provides in terms oi the functions it perlorms, the 
information it requires, and the information it exports . 

Random Early Detection (RED) Monitors traffic leveis on very large networks to prevent congestion and guarantee priority .. ~-··,__ 
trattic delivery. ,,/ ~ . ~: :-'··· 

Resource Reservation Protocol (RSVP) 
Weighted Fair Queueing (WFQ) 

Weighted Random Early Detection 
(WRED) 

A protocol that supports the reservation of resources across an IP network. ,T / " ··"' .. "--~-·'\ \ 
Adds new leveis of contrai to previous queuing methods ·· ' {_ q \ 
Combines the capabilities of the random early detection (RED) algorithm with IP :. , ~ :> / · 
precedence orthe dlfferentlated serv1ces c ode pomt (DSCP). Th1s combmatiOn proV(d!!\f.or V 
preferential trattic handling for higher-priority packets. \ \ 

Key GoS Categorias '\,._,,. ".'>~ ····· 
"'·.-.. 

~CI~a-ss~if~ic-a~ti-on-----------------.~C~o-m-m~itt-ed~A~c-c-es-s~Ra_t_e~(C~A~R)--------------------------------

• Policy Based Routing (PBR) 
• QoS Policy Propagation Through BGP 

Congestion Management • First in First Out (FIFO) 
• Priority Queueing (PQ) 
• Custam Queueing (CQ) 
• Weighted Fair Queueing (WFQ) 
• Weighted Random Early Detection (WRED) 

Policy and Shaping • Committed Access Rate (CAR) 
• Generic Trattic Shaping (GTS) 
• Frame Relay Traffic Shaping (FRTS) 

Link Efficiency Mechanisms • Compressed Real lime Protocol (CRTP) 
• link Fragmentation and lnterleaving (LFI) 
• Data Compression 

Converged LANJWAN and Telephony Networks 

A broad range of Cisco products support standards-based voice over packet 
implementations, including H.323-based Voice over IP (VoiP). These products enable 
highly efficient, converged IP-based telephony in today's enterprise and service 
provider networks, thereby eliminating the need for legacy telephone equipment and 
overlay networks (including PBXs and central office circuit switched network 
equipment). Furthermore, a single IT organization can now support campus and 
enterprise requirements--regardless i f for data, voice, or video requirements. 
In addition, Cisco voice over packet technologies enable businesses and service 
providers to avoid long distance telephone charges by leveraging their existing data 
networks, instead o f paying for dedicated voice connections and circuits. 

Cisco Connectivity and Scalability Solutions 

A wide range of access solutions are enabled via Cisco lOS Software including: 
• Virtual Private Networking; DSL; Dial Access (including ISDN, modem, fax, voice) 
• Frame Relay, X.25 
• ATM; VoiP, VoFR, VoATM 
• SONET, OC-x/STM-x, Packet-over-SONET 
• Broadband Services Aggregation (includes large-scale PPPoE, PPPoA, L2TP 

tunneling) 
• Cable Access Solutions 

Security 

Cisco 's powerful suíte o f Cisco lOS Software-embedded security and firewall 
technologies includes: 
Digital Signature Standard (DSS) and Positively authenticates users ar devices 
digital certification 
Network Address Translation (NAT) Hides private topology and IP addresses from an externai network 
and Port Address Translat_io_n.;...(P_A_T'---) ---=-...,...,-----
IPSec-- ·- Enables se cure communications of data over publi c networks 

i 
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Time-based Access Control Lists (ACLs) lmplements access lists based on time oi day 
Password Authentication Protocol 
(PAP) 

Allows a remate nade to establish its identity using a two-way handshake 

Terminal Access Controller Access Gives complete network access securityfor dial-in connections, for enterprise and servi c e 
Control System Plus (TACACS+) and provider applications ./ - ··" ·- ._ 
Remote Access Dia l-in User Service // rL·-_,-.,,"\ 
(RADIUS) / .. (}... J · 
.,.,Ch:-a-;;ll-en-g-e""H,-an-d;-s;-ha-:-k-e-;-A-,ut:-;-he-n""ti,...ca-:t-:-io-n-A'""II,-ow_s_a_r-em-o-,-te-n-od7 e-,-to_e_st.,-a-:-:bl.,-ish,-i,-ts-:-id.,-e-,nt""ity-u...,si,-ng-a-:t,-hr-ee--w-a-y7h-an--,ds-:-h-a k,-e------t; / V) r 
Protocol (CHAP) ' i J-.;- W 
AO~~~~~~--~~--.~~~e--:-;-~~~--~-;--,--;-~-~-~~-.~-.,-,--,-
Calling Line ldentification (CLID) Uses calling line identificationto comparethetelephone number oi a calling device against '._ 

a list oi known callers · 
7"""---;-:--:---------~;::---:--,-----,-,----,----,.,-.,--,-,---,--;-----,-,-;--;---;--:;-----,- ··-. 
Access Lists Checks the source address oi packets (standard access lists) and checks the source and -, '··-­

destination addresses and other parameters (extended access lists) 
Context-Based Access Control (CBAC) 

Cisco lOS Netflow 

Provides se cure, application-based stateful filtering for the most popular protocols anda 
wide variety oi advanced applications; available in the Cisco lOS Firewall feature set 

NetFlow technology provides the metering base for a key set of applications including 
network traffic accounting, usage-based network billing, network planning, network 
monitoring, outbound marketing, and data mining capabilities for both service provi der 
and enterprise customers. Cisco pro v ides a set o f NetFlow applications to collect 
exported Netflow data, to perform data volume reduction, and to post-process and 
display data. Cisco is currently working with a number ofpartners to provide customers 
with comprehensive solutions for NetFlow-based billing, planning, and monitoring. 
NetFlow also provides the measurement base for Cisco's new Internet Quality of 
Service (QoS) initiatives. NetFlow captures the traffic classification or precedence 
associated with each flow, enabling differentiated charging based on Quality of 
Service. 
Furthermore, the combination ofNetflow data along with Cisco lOS Software-based 
routing information can prove key to developing effective security policies and 
preventive measures for Denial of Service (DoS). 

Cisco lOS Routing Services 

Cisco lOS Software has long been recognized for its rich support ofmultiple protocols 
including IP, Novell IPX, SNA, AppleTalk, DECnet, OSI, and Banyan VINES 

IP Routing Protocols 

Cisco lOS Software offers the industry's widest variety of enterprise and service 
provider-class routing protocols, including On Demand Routing (ODR), Routing 
Information Protocol (RIP), Interior Gateway Routing Protocol (IGRP), Open Shortest 
Path First (OSPF), IP Multicast, Integrated IS-IS , Enhanced Interior Gateway Routing 
Protocol (EIGRP), Border Gateway Protocol (BGP), and MPLS 

Multi Protocol Label Switching (MPLS) 

Cisco lOS MPLS fuses intelligent routing capabilities with the performance of 
switching. lt provides significant benefits to networks with pure IP architectures and 
those with IP and ATM or a mix of other Layer 2 technologies. MPLS technology is 
key to implementing scalable Virtual Private Networks (VPNs) and end-to-end QoS, 
enabling efficient utilization of existing networks to meet growth needs and to rapidly 
correct link fault and node failure. This technology also helps detiver highly scalab le, 
differenti ated IP services with simpler configuration, management, and provisioning 
fo r both Internet serv ice prov iders and end-user customers. 

• Cisco lOS® Software 
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Common MPLS Applications Available with Cisco lOS Software 
~-,.-~·~·~=~=-~~-~ 

• Traffic engineering is enabled through MPLS mechanisms that allow traffic to be / /~· r)J·'\ . 
directed through a specific path, which may not necessarily be the least-expensive : { 0 C\. 
path. Network managers can implement policies to ensure optimal traffic t\· \!<_ (; 
distribution and improve overall network utilization · >-. ·· 

• Guaranteed bandwidth is a value-added enhancement to traditional ·,<_ . -. : -· ·· 
traffic-engineering mechanisms. MPLS lets service providers deliver guaranteed 
pipes and bandwidth allocations. Guaranteed bandwidth also allows bookkeeping of 
quality-of-service (QoS) resources to traffic engineer both premium and best-effort 
traffic such as voice and data 

• Fast reroute (FRR) allows extremely quick recovery if a node or link fails. Such fast 
recovery prevents end-user applications from timing out and also prevents loss of 
data 

• MPLS VPNs greatly simplify service deployment compared to traditional IP VPNs. 
As the number ofroutes and customers increases, MPLS VPNs easily scale, while 
providing the same levei of privacy as Layer 2 technologies. In addition, they can 
transport non-unique IP addresses across a public domain 

• MPLS class-of-service (CoS) capability ensures that important traffic is given the 
appropriate priority over the network and that latency requirements are met. IP QoS 
mechanisms can be seamlessly implemented in an MPLS environment 

MPLS Mechanisms 

Cisco lOS MPLS delivers both traffic engineering (TE) and VPN solutions built on the 
following mechanisms: 
• Cisco AutoBandwidth Allocator: Automatically increases or decreases MPLS TE 

tunnel bandwidth based on measured traffic load 
• Constraint-based Routing Label Distribution Protocol (CR-LDP): A signaling 

mechanism used to support TE across a MPLS backbone 
• Fast Reroute (FRR): Enables quick recovery in case oflink failures, which prevents 

end-user applications from timing out and also prevents loss of data 
• Label Distribution Protocol (LDP): Provides communication between edge and core 

devices. lt assigns labels in edge and core devices to establish Label Switched Paths 
(LSPs) in conjunction with routing protocols such as OSPF, IS-IS, EIGRP, or BGP 

• Transmission Contrai Protocol (TCP): Connection-oriented transport-layer protocol 
that provides reliable full-duplex data transmission. Part ofthe TCP/IP protocol stack 

For More lnformation 

See the Cisco lOS MPLS Web site: http://www.cisco.com/go/mpls 

Cisco lOS® 
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IP Multicast and Multicast Solutions 

IP Multicast is a bandwidth-conserving technology that reduces traffic by 
simultaneously delivering a single stream of information to thousands of corporate 
recipients and homes . Applications that take advantage ofmulticast technologies 
include video conferencing, corporate communications, distance learning, and 
distribution of software, stock quotes, and news. 

Multicast technology is key to preventing severe network slowdown and Cisco lOS 
Multicast is the gateway to Internet broadcasting applications. Internet service 
providers (ISPs) and content providers use Cisco lOS multicast solutions successfully \ 
to host events such as live concerts, radio shows, and football games. 

Another application o f multicast technologies relates to replacing dedicated 
point-to-point telephone/voice circuits and specialized bridging and mixing multi-user 
audio conferencing telephone equipment for "always-on" service (referred to in some 
industries as "Hoot & Holler" systems) . This ability eliminates the need for dedicated, 
costly, overlay voice networks and point-to-point telephone company circuits, and 
allows the same capabilities to be implemented over a converged IP network without 
requiring users to dia! in. 

Multicast Solutions 

Cisco lOS Multicast solutions are classified as Multicast-Lite, Core Multicast, and 
Enhanced Multicast, andare the building blocks for Internet broadcast. Customers can 
start with Multicast-Lite, then add more sophisticated interactive communication 
capabilities, as needed. 

• Multicast-Lite provides for one-to-many broadcast capability with no back channel. 
This solution is eminently suitable for content distribution and broadcasting over the 
Internet. lt does not require setting up o f source discovery across domains and 
autonomous systems. Multicast Lite includes Protocol Independent Multicast 
version 2 (PIMv2), Internet Group Management Protocol (IGMPvllv2/v3) or 
Universal Resource Locator Rendezvous Directory (URD). 

• Core Multicast provides interactive, reliable campus multicast for interactive 
distance learning, corporate videoconferencing, inventory updates, software 
distribution, and content distribution. Core Multicast includes PIM, IGMP, Cisco 
Group Management Protocol (CGMP), and now Pragmatic General Multicast 
(PGM). 

• Enhanced Multicast provides interactive Internet Multicast across domains for 
network gaming, inter-company conferencing, Internet software distribution, and 
extranet content distribution. Enhanced Multicast includes Multicast Border 
Gateway Protocol (MBGP) and Multicast Source Discovery Protocol (MSDP) in 
addition to all the protocols supported in Core Multicast. 

Multicast is available across all Cisco lOS Software-based platforms, including Cisco 
routers and Catalyst family switches. Multicast-supported routing platforms include 
the following : Cisco 1600, 2500, 2600/2600XM, 3600, 3700, 3800, 7200, 7500, and 
12000 series; it also is available on Catalyst 6000 and 8500 platforms. 

Cisco lOS® Software 
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Multicast Features _,/;-:-·~;--':'"'""~ 
Cisco h as the greatest depth o f experience with IP Multicast in the industry, and o~ts"" ,,,~,--~~-.\ -. 
multicast features such as: •. -_: ( S G\ · 
Bi-dir PIM An extension to the PIM suite oi protocols that implements shared sparse trees ""\th ~ -~ 0 

bi-directional llow oi data. '\ '. 
Cisco Group Management Protocol Cisco-developed protocol that aliows Layer 2 switches to leverage IGMP inlormatioil, oR> 
{CGMPI Cisco routers to make Layer 2 lorwarding decisions. '- .... _ 

Internet Group Management Protocol v2 Used by IP routers and their immediately connected hosts to communicate multicast group 
{IGMPI membership states: 

• Query: IGMP messages originating lrom the router{sl to elicit multicast group 
membership inlormation lrom its connected hosts 

• Report: IGMP messages originating from the hosts that are joining, maintaining or leaving 
their membership in a multicast group 

Internet Group Management Protocol vJ Version 3 of IGMP adds support for "source liltering,· that is, the ability for a system to 
{IGMPI report interest in receiving packets only from specific source addresses, or from ali but 

specific source addresses, sent to a particular multicast address. 
IGMP Snooping Requires the LAN switch to examine, or "snoop," some Layer 3 information in the IGMP 

packet sentiram the hosttothe router. When the switch hears an IGMP Reportfrom a host 
for a particular multicast group, the switch adds the host's port number to the associated 
multicast table entry. When it hears an IGMP Leave Group message lrom a host, it removes 
the host's port lrom the table entry. 

Inter doma in Multicast 

lntra domain Multicast 
Multicast Source Discovery Protocol 
{MSDPI 
Multicast Routing Monitor {MRMI 

Multi-protocol Extensions for Border 
Gateway Protocol {MBGPI 

Pragmatic General Multicast {PGMI 

Protocollndependent Multicast {PIMI 

Unidirectional Link Routing (UDLRI 
Protocol 

URL Rendezvous Directory (URDI 

For More lnformation 

Supports inter-domain routing and source discovery across the Internet or across multi pie 
domains comprising an enterprise 
Supports multicast applications within an enterprise campus 
A mechanism to connect multi pie PIM sparse-mode {SM) domains. MSDP allows multicast 
sources for a group to be known to ali rendezvous point{s) {RPs) in different domains. 

A management diagnostic tool that provides networkfault detection and isolation in a large 
multicast routing inlrastructure 
Also known as BGP+, MBGP adds capabilities to BGP to enable multicast routing policy 
throughout the Internet and to connect multicast topologies within and between BGP 
autonomous systems. 
A reliable multicasttransport protocol for applications that require ordered, duplicate-free, 
multicast data deliveryfrom multi pie sources to multi pie receivers. PGM guarantees that a 
receiver in a multicast group either receives ali data packets from transmissions and 
retransmissions, or can detect unrecoverable data packet loss. 
A multicast routing architecture that enables IP multicast routing on existing IP networks: 
• SM = Spare Mode {RFC 2362): Relies upon an explicitly joining method before attempting 

to send multicast data to receivers of a multicast group. 
• DM = Dense Mode {Internet Draft Spec): Actively attempts to send multicast data to ali 

potential receivers {flooding) and relies upon their self-pruning {remova I lrom group) to 
achieve desired distribution. 

A routing protocol that provides a way to forward multicast packets over a physical 
unidirectional interface {such as a satellite link of high bandwidth) to stub networks that 
have a back channel 
Directly provides the network with information about the specific source of a content 
stream. lt enablesthe network to quickly establish the most direct distribution path from the 
source to the receiver, thus significantly reducing the time and effort required in receiving 
the streaming media. URD aliows an application to identifythe source olthe content stream 
through a web page link or web directly. 

See the Multicast Web site: http://www.cisco.com/go/multicast 

Cisco lOS® Software 
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1Pv6 

Internet Protocol version 6 (IPv6), most notably offers expanded IP addresses to 
accommodate the proliferation o f Internet devices such as personal computers, 
personal digital assistants, wireless devices, and new Internet appliances-and the 
expansion of Internet access, particularly "always-on" connections throughout the 
world. IPv6 also provides integrated auto-configuration for "plug-and-play" 
capabilities, enhanced mobility and end-to-end security. 
lncorporating IPv6 into Cisco lOS Software further enables growth ofthe Internet and 
expansion into new applications and capabilities, while maintaining compatibility with 
existing Internet services. Cisco's IPv6 solution was first made available in Cisco lOS 
Software Release 12.2( 1 )T. Platforms supported include: Cisco 800, 1700, 2500, 
2600/2600XM, 3600, 7100, 7200, and 7500 Series Routers, and Cisco AS5300 and 
AS5400 Universal Access Servers. 

For more information 

See the Cisco lOS IPv6 Web site: http://www.cisco.com/go/ipv6 

Cisco lOS Software Release Process 

There are three categories of Cisco lOS Software releases: Early Deployment, Major, 
and General Deployment (GD) releases. 
• Early Deployment releases (i.e. T, S, X, E release families)---.,-Provide advanced 

networking technologies to customers for delivery of leading-edge Internet 
. applications. These offer new software capabilities, new platforms, and interface 

extensions. Customers for whom receiving a new feature is criticai to their 
competitive advantage will benefit from these releases 

• Major releases (i.e. Release 12.2)-Consolidate features, platform support, and 
functionality from early deployment releases, and emphasize stability. Regular 
maintenance releases do not introduce new functionality or platform support, but 
provide continuous improvement and greater quality, leading to general deployment 

• General Deployment certification (i.e. Release 12.0) Releases-Have had extensive 
market exposure in a wide range o f network environments and are qualified through 
extensive metrics that analyze stability, software defect trends, and customer 
satisfaction surveys. Used for major, business-critical applications 

At some point, GD releases are replaced by newer releases with the latest networking 
technologies. A release retirement process has been established with three principal 
milestones: End of Sales (EOS), End of Engineering (EOE), and End of Life (EOL). 

For More lnformation on Cisco lOS Software 

See the Cisco lOS Software Web site: http://www.cisco.com/go/ios 

• Cisco lOS® Software 
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Cisco Network Management Overview 
Cisco is transforming traditional network management by focusing on the strengths of- ----~~...,_ 

Internet-based architectures for greater accessibility and simplification of netwo~k _.., · · .. ~ .. :~" 
management tools, tasks, ~nd processes_. Cisco's net~o_rk management strategy caps rCb~ '\ 
for a Web-based model w1th the followmg charactenstlcs: \ \.~ '7 0, .. -./ 
• Simplification o f tools, tasks, and processes \ 

I. 

• Web-level integration with NMS platforms and general management products '·· · ·-~ -_. : _____ ;/ 
• Capable o f providing end-to-end solutions for managing routers, switches, and 

access servers 
• Creation of a management intranet by integrating discovered device knowledge with 

eco and third-party application knowledge 

Cisco Network Management Products 

The Cisco Works product line offers a set o f solutions designed to manage the enterprise 
network. These solutions focus on key areas in the network such as; optimization ofthe 
wide area network (WAN), administering switch-based local area networks (LAN), 
securing remote and local virtual private networks, and measuring service levei 
agreements within ali types o f networks. The expanding Cisco Works product line 
offers the flexibility to deploy end-to-end network management when and where it is 
needed. 

CiscoWorks Small Network Management Solution 
Cisco Works SNMS is a new network management solution aimed at small to medi um 
businesses (SMB), with 20 or fewer switches, routers, hubs and access servers. 
CiscoWorks SNMS can also monitor non-Cisco IT assets such as servers, applications, 
services and printers. Cisco Works SNMS is an ideal solution for companies that need 
centralized network management to help optimize performance and maximize network 
producti vi ty. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
CiscoWorks Small • Simple integrated installation, autodiscovery and automated import of devices using SNMP 
Network Management • Standards-based multi vendor management 
Solution • Redu c e the time and complexity of keeping the networks' configuration, software version and 

connectivity optimized 

Also available for small and medi um size customers is the Cisco Works for Windows 
(CWW). CWW includes ali the features above except for CiscoWorks Resource 
Manager Essentials (Essentials) which provides additional functionality that allows the 
customer to of build and maintain an up-to-date hardware and software inventory for 
up to 20 devices in a network . 

3697 
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Key Features 

• Monitors and reports on hardware, configuration, and inventory changes 
• Provides a wizard-based approach for managing and deploys configuration changes 

and software image updates to multiple Cisco devices 
• Allows configuration changes to be performed against multiple switches or routers 

in the network 
• Provides software update analysis reports showing prerequisites and impacts of 

proposed updates 
• Provides a comprehensive audit of network changes, showing who changed what, 

when, and how 
• Summarizes syslog events by severity or user criteria for switches, routers, and 

Cisco lOS and PIX firewalls 
• Discovery and mapping wizard displays customizable vector-based graphics and 

hierarchical maps o f networked devices 

CiscoWorks Small Network Management Solution Components 

CiscoWorks Small Network Management Solution includes the following tools: 
• Cisco View 5.3-Provides graphical back and front panel views o f Cisco devices ; 

dynamic, color-coded graphical displays to simplify device-status monitoring, 
device-specific component diagnostics, device configuration, and application 
launching 

• WhatsUp Gold 7 .O from lpswitch, Inc.-Provides network discovery, mapping, 
monitoring, and alarm tracking 

• Resource Manager Essentials 3.3.2-Resource Manager Essentials (RME) provides 
tools for building and managing network inventory, deploying configuration and 
software image changes, archiving configurations, and providing an audit trail of 
network changes 

Important: RME has a device limit of 20 or fewer Cisco devices. 

Specifications 

Feature CiscoWorks Small Network Management Solution 
Hardware Requirements 2 Pentium 111 or better·based IBM PC or compatible computer, 256MB RAM total, 4GB free hard drive 

space 
Software Requirements Windows 2000 with SPl or 2 (Professional or Sever). Netscape 4.77, 4.78 or Internet Explorer 5.5 with 

Service Pack 1 

Selected Part Numbers and Ordering lnformation 
CiscoWorks Small Network Management Solution 
CWSNM·l.O·WIN Small Network Management Solution 1.0 for Windows; includes WhatsUp Gold 7.0, Resourc e 

Manager Essentials 3.3.2 (20 Cisco Devi c e restriction), CiscoView 5.3 

For More lnformation 

See the CiscoWorks Small Network Management Solution Web Site: 
http://www.cisco.com/go/wrsnms 

. • CiscoWorks Small Network Management Solution - ----------. 
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CiscoWorks Routed WAN Management Solution 
The RWAN solution addresses the needs ofmanaging WANs by improving the 
accuracy, efficiency, and effectiveness o f your network administrators and operations 
staff while increasing the overall availability ofyour network through proactive · 
planning, deployment, and troubleshooting tools. The CiscoWorks Routed WAN 
Management Solution provides increased visibility into network behavior, assists in 
quickly troubleshooting performance bottlenecks, and provides comprehensive tools to 
easily administer new software and configuration changes for optimizing bandwidth 
and utilization across expensive and criticallinks in the network. 

When to Se li 

Sell This Product 
Routed WAN 
Management Solution 

Key Features 

When a Customer Needs These Features 
• Optimize router performance by automatically streamlining access controllists, and applying 

policy·based changes via templates 
• Understand the responsiveness of WAN connections to determine where bottlenecks are; provides 

real-time analysis of end-to-end hop delays 
• lncrease network performance by monitoring traffic of protocols, applications, and interface 

characteristics 
• A watchdog system to monitor WAN characteristics 
• An accurate inventory baseline; including memory, slots, software versions, and boot ROMs needed to 

make decisions 
• Automate the process of updating device software and configuration 
• Graphically displays a devices operational status with tools to monitor its activity or change its 

configurations 
• Support for secure browser communications and downloads from CiscoView, RME and ACLM via 

Se cure Socket Layer (SSL) or Secure Shell (SSH) protocol 

• Access Control List Manager-Provides a wizard and policy template-based 
approach to simplifying the setup, management, and optimization of Cisco lOS 
Software-based IP and Intemetwork Packet Exchange (IPX) traffic filtering and 
device access control 

• Intemetwork Performance Monitor-Used to diagnose latency, identify network 
bottlenecks, and analyze response times 

• Resource Manager Essentials-Provides the tools needed to manage Cisco devices. 
lt includes inventory and device change management, network configuration and 
software image management, network availability, and syslog analysis 

• CiscoView-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Cisco Works Server-Provides the common management desktop services and 
security across the Cisco Works family o f solutions. lt also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with CiscoView and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

CiscoWorks Routed WAN Management S 
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• 
Specifications 

.. Fe_a_t_u_re ______ ---,R .. o...,.u .. to:-e-:d;;-;:W""A=N"'M~an-;;ac-'g=-:-e--,m;;;:e""n:-;-;t'"'"S--;-o-:lu...,.t::-io_n~Re,--q-=-;u;::-i-:-re""m""e~n:-;-;t::-s-,-----~----.----~~t-/·:'- .~ ~-.,~--~'. 
Server Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Serve r) ~) 

IBM PC compatible with 550-MHz or higher Pentium 111 processar running • V) W 
(Dual processar system required for hosting multiple management solutions) ' '. .)f-. 

=--=------------,M;;-i;:',cr,-;:o,:;;so,_ft.:....Wi:....:....m.:....do.;.,.w.,..:s:...:2:.::.00.:....0:...:S:...:e.:....rv:...:e....,r .:,:or...,P""ro,;.:f.;:,es;:,:s,..:io.:....n.::,ai,.;:E~d:.::.iti.:....on""w:.::.-;ith_S.:....e.:....rv_ic.:....e.:....P_a.:....c_k .:.:.2'--=S.:....o.:....la_ri.:....s _2._8 ----'\· ·,_. 
Client IBM PC-compatible computer with 300-MHz o r higher Pentium processar, '-.,_ 

Sun Ultra 10, HP9000 Series, IBM RS/6000 
Windows NT 4 (Workstation and Server) with Service Pack 6a, Windows 98, 2000 Professional and 
Serve r with Service Pack 2; Sola ris 2.7, 2.8; HP-UX 11.0; AIX 4.3.3 
IBM PC-compatible computer with 300-MHz or higher Pentium processo r, Sun Ultra 10, HP9000 
Series, IBM RS/6000 

Supported Devices Most Cisco lOS Software routers, access servers, hubs, and switches 

Supported Cisco lOS Software Generally supports Cisco lOS Software Versions 10.3 and above; 
Versions Catalyst Supervisor c ode 2.1 and above 

Note: Some CiscoWorks applications require specific versions of lOS and CAT these releases in 
arder to operate; please see the specific application documentation and release notes for more 
information. 

Selected Part Numbers and Ordering lnformation1 

Cisco Routed WAN Management Solution 
CWRW-1.2-K9 Routed WAN Management Solution 1.2 for Windows and Sola ris platforms; includes Access Contrai 

CWRW-1.2-P1-K9 

CWRW-1.2-MR-K9 

List Manager 1.4,1nternetwork Performance Monitor 2.4, Resource Manager Essentials 3.4, CO One 
5th Edition (lncludes CiscoView 5.4) 
Cross Bundle Discount RWAN 1.2 for Windows and Sola ris platforms; available to customers who 
h ave previously purchased LMS 1.X or LMS 2.X and want to add RWAN 
Maintenance kitfor customers that purchased RWAN 1.X and now want new device support and c ode 
upgrades; kit includes supportfor Windows and Sola ris platforms; includes updatesto ali components 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Routed WAN Management Solution Web site: http://www.cisco.com/go/rwan 

CiscoWorks LAN Management Solution 
The Cisco Works LAN Management Solution consists o f operationally focused tools. 
These tools include fault management, scalable topology views, sophisticated 
configuration, Layer 2/3 path analysis , voice-supported path trace, traffic monitoring, 
end-station tracking workflow application servers management, and device 
troubleshooting capabilities. Cisco Works LMS combines applications and tools for 
configuring, monitoring, and troubleshooting the campus network. 

When to Se li 

Sell This Product 
LAN Management 
Solution 

When a Customer Needs These Features 
• A set of tools for managing Cisco's award winning Catalyst switches 
• Time saving use r tracking and path trace analysis tools with support of IP phones 
• Automated process oi inventorying network devices, updating devi c e software, and managing 

configuration to reduce the time and errors involved in network updates 
• Browser-accessible, graphical tool for configuring and monitoring Cisco devi c e components and 

operational status 
• VLAN, ATM, o r LANE servi c e management tools 
• RMON tratfic monitoring and analysis capability 
• Aclive fault monitoring oi Cisco devices 

WltM 
• CiscoWorks LAN Management Solution 
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Key Features /, .. ·êÇ~ 

• Campus Ma?~ger-:-Web-based application~ de.signed for ~anaging Layer 2 device;/i/.r%\J. ' 
and connectlvity d1scovery, workflow apphcatwn server d1scovery and . , :, v\7 c& 

.. i management, detailed topology views, virtual LAN/LAN Emulation (VLAN/LANE~ ... \ 
and ATM configuration, end-station tracking, Layer2/3 path analysis tools, and IP \, _:·. - . / 
phone user and path information ~. , " 

• Device Fault Manager-Provides real-time fault analysis for Cisco devices, 
automatically includes Cisco devices into its monitoring environment and applies a 
Cisco "Best Practices" fault rule to each device 

• nGenius Real Time Monitor-Web-enabled multiuser traffic management tool set 
that provides access to network-wide, real-time RMON information for monitoring, 
troubleshooting, and maintaining network availability 

• Resource Manager Essentials-Provides the tools needed to manage Cisco devices. 
It includes inventory and device change management, network configuration and 
software image management, network availability, and syslog analysis 

• CiscoView-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Cisco Works Server-Provides the common management desktop services and 
security across the CiscoWorks Family of solutions. lt also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

Specifications 

Feature 
Serve r 

Client 

Supported Cisco Devices 
Supported Cisco lOS 
Software Versions 

Description 
Sun UltraSPARCIII (Sun Blade 1000 Workstation o r Sun Fire 280R Workgroup Serve r) 
IBM PC compatible with 550-MHz or higher Pentium 111 processar running 
(Dual processar system required for hosting multiple management solutions) 
Microsoft Windows 2000 Server or Professional Edition with Service Pack 2, Sola ris 2.8 
IBM PC-compatible computer with 300-MHz or higher Pentium processar, Sun Ultra 10, HP9000 Series, 
IBM RS/6000 
Windows NT 4 (Workstation and Server) with Service Pack 6a, Windows 98, 2000 Professional and 
Serve r with Servi c e Pack 2; Sola ris 2.7, 2.8; HP-UX 11.0; AIX 4.3.3 
Internet Explorer v5.5 with Service Pack 2, 6.0; Netscape 4.76, 4.77, 4.78, 4.79 
Most Cisco lOS Software routers, access servers, hubs, and switches 
Generally Cisco lOS Software Versions 10.3 and higher 
Catalyst Supervisor c ode 2.1 through 4.1 
Note: Some CiscoWorks applications require certain versions o! lOS and CAT these releases in order 
to operate, please see the specific application documentation and release notes for more intormation. 
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Selected Part Numbers and Ordering lnformation1 

LAN Management Solution 
CWLMS·2.1·K9 

CWLMS·2.J.PJ.K9 

LAN Management Solution 2.1 for Windows and Sola ris; includes Campus Manager 3.2, Devi c e 
Fault Manager 1.2, Resource Manager Essentials 3.4, nGenius Real Time Monitor 1.4, CD One 5th .· 
Edition (lncludes CiscoView 5.4) 
Cross Bundle Discount LMS 2.1 for Windows and Sola ris platforms; available to customers who 
h ave previously purchased RWAN l.X and want to add LMS 

LAN Management Solution Upgrades 
CWLMS·2.1·UP·K9 Upgrade kit for LMS l.X customers wanting to upgrade to LMS 2.1 ; kit includes support for both 

Windows and Sola ris platforms; primary value of this kit isto provi de DFM to LMS 1.X customers 

CWLMS-2.1-MR·KS 

CWLMS·1.2-MR-K9 

Maintenance kit for customers that purchased LMS 2.0 and want new devi c e support and code 
updates; kit includes support for both Windows and Sola ris platforms; includes updates to ali LMS 
2.X components (Should not be purchased by LMS l.X customers) 
Maintenance kit for customers that purchased LMS l.X and want new device support and code 
updates to components in the l.X release train; DFM is not included 

1. This is only a small subset oi ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access ar are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distnbut10n Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the LAN Management Solution Web site: http://www.cisco.com/go/lms 

CiscoWorks VPN/Security Management Solution 

CiscoWorks VPN/Security Management Solution (VMS), an integral part ofthe SAFE 
Blueprint for network security, combines Web-based tools for configuring, monitoring, 
and troubleshooting enterprise virtual private networks (VPNs), firewalls, and network 
and host-based intrusion detection systems (IDS). lt offers the ability to monitor 
remote access links, and IPSec based site to site VPN's links. VMS is a Web-based 
solution that provides a "dashboard" view of criticai VPN resources and their 
performance, VPN hardware and configuration and troubleshooting reports. 

When to Se li 

Sell This Product 
CiscoWorks 
VPN/Security 
Management Solution 

Key Features 

When a Customer Needs These Features 
• Complete management of a SAFE infrastructure environment 
• Configuring and monitoring VPN, PIX,IOS routers, and IDS devices. 
• Monitoring large remote access, and site-to·site hub and spoke VPNs from a single management 

console and focus on problem areas and performance. 

• Management and Monitoring Centers-Supplies the latest in management 
functionality and multifaceted scalability by offering features such as a consistent 
user experience, auto update, command and control workflow, and role-based access 
control. The management and monitoring centers include Management Center for 
PIX Firewall s, Management Center for IDS Sensors, Management Center for VPN 
Routers, and Monitoring Center for Security and Management center for PIX 
Firewalls (downloadable from CCO Software Center Fall 2002) 

• VPN Monitor-Allows network administrators to collect, store, and view 
information on IPSec VPN connections for remote-access or site-to-site VPN 
terminations. Multiple devices can be viewed from an easy-to-use dashboard that is 
configured using a Web browser 

• Cisco lOS Host Sensor Console- Provides real-time analysis and reaction to 
network hacking attempts by identifying an attack and preventing access to criticai 
server resourccs before any unauthori zed transactions occur 

• CiscoWorks lAN Management Solution •• ~ .... ,P!'.-1 
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• 
• Cisco Secure Policy Manager (CSPM)-Provides scalable, powerful policy-based /~!0', 

security management system for Cisco firewalls and IPSec VPN routers which ./ / -· ..... .,._,\ · 
all~~s a customer to define,_ distribute, enforce, and audit network-wide security .', ( 1 f-' -.. _ 
pohctes from a centrallocahon l,' \ ---:\ S ~ , 

• Resource Manager Essentials (RME)-Provides the tools needed to manage Cisco\. :;·-___ _ 
devices. lt includes inventory and device change management, network '· .... ,_____ . 
configuration and software image management, network availability, and syslog 
analysis 

• Cisco View-Provides back- and front -panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• CiscoWorks Server-Provides the common management desktop services and 
security across the CiscoWorks family of solutions. lt also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

Specifications 

Feature 
Server Hardware 
Requirements 

Server Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 
Browser Requirements 

CiscoWorks VPN/Security Management Solution 
IBM PC-compatible computerwith 1-GHz orfaster Pentium processar 
Sun UltraSPARC 60 MP with 440-MHz or faster processar 
Sun UltraSPARCIII (Sun Blade 1000 Workstation o r Sun Fi r e 280R Workgroup Server) · 
Windows 2000 Professional, Windows 2000 Server (Service Pack 2) 
Sun Sola ris 2.7, 2.8 
IBM PC-compatible computer with 300-MHz or faster Pentium 
Sola ris SPARCstation or Sun Ultra 10 
Windows 98, Windows NT 4.0, or Windows 2000 Server or Professional Edition with Service Pack 2 
Sola ris 2.7, 2.8 
Internet Explore r 6.0 o r 5.5 with Servi c e Pack 2, on Windows 2000 Serve ror Professional Edition, Windows 
98, and Windows NT 4.0. 
Netscape Navigator 4.79, on Windows 2000 Server or Professional Edition and Windows 98. Netscape 
Navigator 4.76 on Sola ris 2.7, 2.8. 

Selected Part Numbers and Ordering lnformation 
CiscoWorks VPN/Security Management Solution 
CWVMS-2.1-UR-K9 CiscoWorks VMS 2.1 Windows and Sola ris; lncludes: Management Centerfor lOS Sensors, Management 

CWVMS-2.1-WINR-K9 

CWVMS-2.1-URC-K9 

CWVMS·2.1-UPGUR-K9 

CWVMS-2.1 -WUPGR-K9 
CWVMS-2.1 -UR-MR-K9 
CWVMS-2.1-R-MR-K9 

Center for VPN Routers, and Monitoring Centerfor Security, VPN Monitor 1.2, RME 3.4, CSPM 3.1, 10S Host 
Sensor 2.1, CO One 5th Edition 1 

CiscoWorks VMS 2.1 Windows (20-0evice Restricted License); lncludes: Management Center for lOS 
Sensors, Management CenterforVPN Routers, and Monitoring Centerfor Security, VPN Monitor 1.2, RME 
3.4, CSPM 3.1, 10S Host Sensor2.1, CO One 5th Edition 
Conversion from CiscoWorks VMS 2.1 for Windows (20-device Restricted License) to Unrestricted 
License (add Sola ri s Versions of CV, RME, VPN, and adds an unrestricted license to CSPM for Windows) 1 

Upgrade from CSPM 2.x (Unrestricted License) to CiscoWorks VMS 2.1 for Windows and Sola ris 
(Unrestricted License) 1 

Upgrade from CSPM 2.X (Unrestricted License) to CiscoWorks VMS 2.1 for (20-device Restricted License) 
Maintenance release update for VMS 2.0 Windows and Sola ris (Unrestricted License) 1 

Maintenance release update for VMS 2.0 Windows Only (20-device Restricted License) 

1. Contains Windows-only versions of CSPM and IDS Host Sensor 

For More lnformation 

See the CiscoWorks VPN/Security Management Solution Web site: 
http://www.cisco.com/go/vms 

CiscoWorks lAN Management Solution . ,- -
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CiscoWorks IP Telephony Environment Monitor 
Cisco Works IP Telephony Environment Monitor (ITEM) is a bundled suíte o f 
management applications that helps ensure the manageability of converged networks 
that support Cisco IP telephony and IP telephony data applications. ITEM tracks the 
health of Cisco IP telephony environments by proactively monitoring the Cisco 
elements that support voice in the network to alert operations personnel o f potential 
problems in arder to minimize IP telephony service interruption. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
CiscoWorks IP Telephony o Network managers who need to effectively manage their converged networks while maintaining 
Environment Monitor high confidence that their IP telephony environments are performing as expected 

Key Features 

o Network Managers who need to use synthetic traftic (replicating key forms of network activity 
associated with VoiP and IP telephony) to enable around-the-clock monitoring of key voice 
elements in the network 

• Cisco Voice Health Monitor (VHM)-tracks the health of Cisco IP telephony 
environments by proactively monitoring Cisco voice elements in the network to alert 
operations personnel to potential problems and helps to minimize IP telephony 
service in network downtime. VHM leverages and requires the services of DFM 
while providing sophisticated capabilities o f its own to ensure timely information on 
the health of IP telephony environments 

• Cisco Device Fault Manager (DFM)-DFM provides real-time fault detection and 
determination about the underlying Cisco IP fabric on which the IP telephony 
implementation executes. DFM reports faults that occur on Cisco network devices, 
often identifying problems before users of network services realize that a problem 
exists 

• Cisco View-Cisco View is a web-based graphical device-management technology 
and is the standard for managing Cisco devices, and providing back and front panel 
displays. Features include: Real-time monitoring of key information relating to 
device performance, traffic, and usage, with metrics such as utilization percentage, 
frames transmitted and received, errors, and a variety of other device-specific 
indicators 

Optional Drop-ln Modules 

Fault History Manager 

Fault History is an optional drop-in module (downloadable from CCO) that provides a 
web-based tool to access historical fault and alert data from a database. The user has 
severa! filtering options that can facilitate the search for specific information. 

IP Phone lnformation Utility 

The IP Phone lnformation Utility is an optional drop-in module (downloadable from 
CCO) that provides a web-based tool to show detailed infonnation about individuallP 
telephone. The operator can access the IP phone information by using its extension 
number, IP address , and/or MAC address. This utility bases its information on the 
devices created in VHM. 

. • CiscoWorks IP Telephony Environment Monitor 
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IP Phone Help Desk Utility -'. ~ S <b CG 
The IP Phone Help Desk Utility is an optional applet (downloadable from CCO) thflt" 
provides a MS Windows 2000 desktop tool to show summary information about ·, 
individual IP telephone. The help desk operator can access the IP phone information 
by using its extension number ( or can configure the application to search by IP or MAC 
addresses). This utility requires a connection to an ITEM server running VHM with the 
IP Phone lnformation Utility installed. 

Gateway Statistics Utility 

When available, the Gateway Statistics Utility is an optional drop-in module 
(downloadable from CCO) that provides a web-based tool to collect performance and 
behavior statistics about CCM-controlled IP telephony gateways. This statistical 
information can be subsequently exported for processing by reporting packages for 
capacity planning and trending information. 

Specifications 

Feature 
Server Hardware 

Server Software 

Client 

CiscoWorks IP Telephony Environment Manager 
IBM PC-compatible with 1 GHz or higher Pentium IV processar 
UNIX (lf DFM is on Unix platform; Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 280R 
Workgroup Server) 
(Dual processar system required for hosting multi pie management solutions) 
Windows 2000 Server or Professional Edition with Servi c e Pack 2 
Sola ris 2.8 
IBM PC-compatible computer with 300 MHz or higher Pentium processar 
Windows NT 4 (Workstation & Server) with Service Pack 6a, Win 98 or Windows 2000 Professional & 
Server with Service Pack 2 
Windows 98/NT/2000: Netscape v4.77, 4.78, 4.79 
Windows 98/NT/2000: Internet Explore r v5.5 with Service Pack 2, 6.0 

Selected Part Numbers and Ordering lnformation 
CiscoWorks IP Telephony Environment Monitor 
CWITEM-1.3-WIN-K9 CiscoWorks IP Telephony Environment Manager 1.3 for Windows Add-On for existing LMS 2.X and DFM 

1.1 customers; includes VHM only 
CWITEM-1.3-WIN-UP CiscoWorks VoiP Health Monitor 1.0 Add-On for existing LMS 2.0 and DFM 1.1 customers; includes VHM 

only 
CWITEM-1.3-MR-K9 Maintenance kit for customers that purchased CiscoWorks VoiP Health Monitor 1.0 and now want the 

new ITEM 1.3 device support and minor updates; kit includes support for Windows platforms only; 
includes updates to ali components 

For More lnformation 

See the Cisco Works IP Telephony Environment Monitor Web si te at: 
http://www.cisco.com/go/cwvoip 

CiscoWorks Voice Manager for Voice Gateways 
CiscoWorks Voice Manager for Voice Gateways (CVM) is a client-server, web-based 
voice management and reporting solution. The application provides enhanced 
capabilities to configure and provision voice ports, and create and modify dia! plans on 
voice-enabled Cisco routers for voice over IP (VoiP), voice over Frame Relay (VoFR), 
and voice over ATM (VoATM) network deployments. 

When to Se li 

Sell This Product When a Customer Needs These Features 
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Key Features 

• Web interface management o f voice ports and dial plan generation and 
management-Create and manage local dial plans and VoiP, VoFR, and VoATM 
network dial plans 

• Report generation-Enhance graphical reporting capabilities with the software 
provided by an alliance with Telemate.Net (Windows NT), a leading developer of 
enterprise information management tools; optional capabilities for enhanced reports, 
custom report creation, and multiple data source record collection exists. 

• Optional capabilities to provide reporting on other data sources such as private 
branch exchanges (PBXs) and selected firewalls 

• Cisco View-Cisco View is a web-based graphical device-management technology 
and is the standard for managing Cisco devices, and providing back and front panel 
displays . Features include: Real-time monitoring o f key information relating to 
device performance, traffic, and usage, with metrics such as utilization percentage, 
frames transmitted and received, errors, and a variety of other device-specific 
indicators 

Specifications 

Feature 
Server Hardware 
Requirements 

Server Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 

CiscoWorks Voice Manager for Voice Gateways 
256MB of memory; 8-GB available hard disk space 
CPU running at 450 MHz (for Windows NT) 
Sun Sparc/Uitra @333 MHz (for Sola ris) 
Windows NT 4.0 with Servi c e Pack 5 
CiscoWorks CO One 4th Edition for Windows NT 
64MB of memory 
CPU running at 300 MHz 
Windows 95 running Netscape 4.04 or Internet Explorer 4.01 and 64MB of virtual memory 
Windows NT running Netscape 4.04 or Internet Explorer 4.01 and 64MB of virtual memory 
Sola ris running Netscape 4.04 with Telnet and Java enabled and 64MB of virtual memory 

Selected Part Numbers and Ordering lnformation 1 

CiscoWorks Voice Manager for Voice Gateways 2.1 9 
CWVM-2.1 Voice Manager 2.1 for Windows & Sola ris; includes Voice Manager 2.1 and CO One 4th Edition 

(CiscoView 5.3 and the October 2001 Java patch update) 
CWVM-2.1-UPG 

CWVM-2.1-UPT 

Upgrade kit for CWVM l.X customers wanting to upgrade to CVM 2.1; kit includes support for both 
Windows and Sola ris platforms 
Minor updates to CWVM 2.1 for Windows and Sola ris from CWVM 2.X; update includes support for 
both Windows and Solaris platforms 

1. This is only a small subset ot ali parts available via URL listed under "For More lntormation". Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Voice Manager for Voice Gateways Web site at: 
http://www.cisco.com/go/cw2kvm 

• CiscoWorks Voice Manager for Voice Gateways •• ~.,~;~r.o,.-r--
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CiscoWorks QoS Policy Manager · <:) ;t~·~ 
QoS Policy Manager allows you to centrally define and administer lOS and CAT :, · 0,. c; {u 
parameters needed for differentiating network traffic. This ensures high availability \ . 
and predictable performance for business-critical which rely on advanced voice and'.,. 
vídeo services. Cisco QoS Policy Manager (QPM) 3.0 is a key enabler of end-to-end 
QoS for converged networks. lt delivers differentiated services across network 
infrastructures with converged voice, vídeo, and data applications, simply by taking 
advantage of Cisco lOS and Catalyst OS Software with built-in QoS mechanisms in 
LAN and WAN switching and routing equipment. 

When to Sell 

Sell This Product 
Cisco QoS Policy 
Manager 

Key Features 

When a Customer Needs These Features 
• End-to-end QoS configuration and automated, reliable policy deployment. while eliminating 

device-by-device command streams 
• Rules-based policies that combine static and dynamic port applications and host system traffic filters 
• QoS Policy Manager's services, including congestion management & avoidance, and traffic-shaping 
• Efficiently translate policies to specific QoS config commands, ensuring consistency across domains 
• Validate policies prior to deploying them quickly and reliablyto LAN and WAN policy domains 
• Generate Web-based reports on QoS policies deployed in the network 

• Provides baseline monitoring which profiles traffic by top applications and a small 
number of classes before QoS deployment 

• Validates QoS deployments by obtaining detailed feedback on traffic pattems after 
QoS at different points in the network 

• Provides statistics related to QoS policies which include traffic matching NBAR 
filters and action statistics 

• Supports CBQoSMIB and CAR MIB 
• IP Telephony templates provide pre-defined QoS policies that ensure strict priority 

for voice traffic in Enterprise networks 
• Delivers the appropriate service-level to business-critical applications by supporting 

the extension o f IP packet classification to include application signature, Web URLs, 
and negotiated ports 

• Extend security by defining access control policies to permit or deny transport of 
packets in to o r out o f device interfaces 

• Allows QoS policy validation checking, uploading o f existing device configuration, 
previewing configuration changes, incrementai ACL updates, and managing policy 
di stribution 

Specifications 

Feature 
Server Hardware 
Requirements 

Server Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 

Browser Requirements 

Cisco OoS Policy Manager 
IBM PC-compatible compute r with 1-GHz or faster Pentium processar 
Sun UltraSPARC 60 MP with 440-MHz or faster processar 
Sun UltraSPARCIII (Sun Blade 1000 Workstation o r Sun Fire 280R Workgroup Serve r) 
Windows 2000 Professional, Windows 2000 Serve r (Servi c e Pack 2) 
Sun Sola ris 2.7, 2.8 
IBM PC-compatible compute r with 300-MHz o r fa ster Pentium 
Sola ris SPARCstation or Sun Ultra 10Complete 
Windows 98, Windows NT 4.0, o r Windows 2000 Serve ror Professional Edition with Servi c e Pa ck 2 
Sola ris 2.7, 2.8 
Internet Explore r 6.0 or 5.5 with Service Pack 2, on Wind ows 2000 Serve r o r Profess ional Edition, Win dows 
98, and Windows NT 4.0. 
Netscape Navigator 4.79, on Wind ows 2000 Server or Professional Editi on and Wi.odows 98.~ •. sc ... a .... e.__ _ _ '-\. 

Navigator 4.76 on Sola ris 2.7, 2.8. I RQS nº 03!2UU5 - (' \ ' 

CiscoWorks OoS Policy Manag, CP. - CO~EIO~ . 
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Selected Part Numbers and Ordering lnformation 1 
- -~ -· ,.,. .. , ...... ""' 

~· · . .,"• 
Cisco QoS Policy Manager /" .. \ 

CWOPM-3.0-WINUR-K9 OoS Policy Mgr 3.0 for Windows (Unrestricted license) / _ \j-
CWOPM-3.0-WINR-K9 OoS Policy Mgr 3.0 for Windows (20- Devi c e Restricted license) i .f ri- ~ . , 
CWQPM-3.0-URUP-K9 Upgrade to QPM 3.0 for Windows from QPM 1.x or 2.x to OPM 3.0 unrestricted ' l! VJ '-"0 
CWOPM-3.0-URC-K9 Conversion of a OPM 3.0 20-device restricted usage license to unrestricted devi c e usage license \ - '< })--
1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave \,'--­

restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco QoS Policy Manager Web site: http://www.cisco.com/go/qpm 

Cisco Ethernet Subscriber Solution Engine 
The Cisco Ethemet Subscriber Solution Engine (ESSE) is a hardware-based 
management system for metro access networks that use the Cisco ONT 1000 Gigabit 
Ethemet Series Optical Network Terminator. The Cisco ESSE enables complete remote 
management and troubleshooting o f the customer demarcation point for Ethemet over 
fiber. Remote management and diagnostics reduce operating expenses and increase 
profitability by eliminating the need for unnecessary visits to the customer premises. 
The Cisco ESSE runs on the Cisco· 1105, which is one rack unit (IRU) high, enabling 
you to conveniently deploy the Cisco ESSE on the same rack with the rest ofyour Cisco 
metro Ethemet network aggregation equipment. 
The Cisco ESSE automatically discovers ali Cisco ONT 1000 Gigabit Ethemet Series 
devices in the metro access network, applies the designated configuration, and instantly 
begins collecting statistics and management information. 

Whento Sell 

Sell This Product 
Cisco Ethernet 
Subscriber Solution 
Engine 

Key Features 

When a Customer Needs These Features 
The Cisco Ethernet Subscriber Solution Engine is ideal for servi c e providers seeking to: 
• Redu c e operating expenses by implementing metro access networks with Ethernet over fiber 
• Redu c e customer onsite visits, which are time-consuming and expensive 
• Perform complete remote configuration and troubleshooting of the Cisco ONT 1000 Gigabit Ethernet 

Series 

• Enables service providers to perform remote control of inventory, configuration, 
statistics, fault management, and troubleshooting on the Cisco ONT 1000 Gigabit 
Ethemet Series 

• Full Layer 1 and Layer 2 remo te configuration and monitoring of Optical Network 
Terminators 

• Access to ali Ethemet port registers and statistics on the Cisco ONT 1000 Gigabit 
Ethemet Series 

• Easy identification of ONTs with searchable, user-defined properties such as 
customer name, VLAN ID, and street address 

W:fl'W 
• Cisco Ethernet Subscriber Solution Engine 
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Selected Part Numbers and Ordering lnformation 1 ~~s 0; , 
.. 
\ 

Cisco Ethernet Subscriber Solution Engine \ •• 
CESSE-1105-K9 Cisco Ethernet Subscriber Solution Engine; lncludes the Cisco 1105 hardware platform and Etherilet­

Subscriber management software, version 1.1 

1. This is only a small subset ot ali parts available via URL listed under "For More lnformation". Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
into, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco Ethemet Subscriber Solution Engine Web site: 
http://www.cisco.com/go/esse 

CiscoWorks Wireless LAN Solution Engine 
The CiscoWorks WLSE is a specialized, daily operational solution that allows 
customers to manage the entire Cisco Aironet WLAN infrastructure. lt offers powerful, 
centralized template-based configuration with user-defined device groups to efficiently 
configure large numbers ofaccess points and bridges . The CiscoWorks WLSE provides 
centralized firmware updates to facilitate firmware changes throughout the WLAN. lt 
monitors Access Control Server (ACS) authentication servers, supports both Cisco 
Extensible Authentication Protocol (LEAP) and generic RADIUS servers, and further 
enhances security management by detecting misconfigurations on access points and 
bridges. The Cisco Works WLSE proactively monitors WLAN infrastructures and 
generates notifications for unavailability and performance degradation. The 
Cisco Works WLSE aids in capacity planning by identifying the most used access 
points, and accelerates troubleshooting by generating client association reports. 

When to Se li 

Sell This Product When a Customer Needs These Features 
CiscoWorks Wireless The CiscoWorks WLSE is ideal for enterprise customers: 
LAN Solution Engine • lmplementing large-scale Cisco Aironet WLAN infrastructures 

Key Features 

• Template-based configuration tool which can include a large number of uniform policies for Cisco 
access points and bridges 

• Access point and bridge mis-configuration alerts to minimize security vulnerabilities 
• Proactive fault and performance monitoring of Cisco access points, bridges, LEAP authentication 

serve r, and switches connected to the access points 

• Centralized template-based configuration with hierarchical, user-defined groups 

• Plug and play configuration of newly deployed access points and bridges 

• Centralized firmware update to facilitate firmware changes 

• Access point and bridge misconfiguration alerts to minimize security vulnerabilities 

• Proactive monitoring of access points, bridges, ACS authentication servers (both 
LEAP and generic RADIUS), and the switches connected to the access points 

• Configuration and monitoring o f virtual LAN (VLAN) and quality o f servi c e (QoS) 
on access points to maximize security and performance 

: f~~!:~;::_::s:ds::~~n~:,:::e c;::n:a::s::::,::::::::ewith XML, CSV, and ' 
• Upper-layer network management system and operations support system // 

(NMS/OSS) integration with sys log message, SNMP trap, and e-mai l-I+Q.ti.fi.cat.ions__ ~ 
RQS n° 03/2005 - (' , 

CiscoWorks Wireless LAN Solution E iç;.rM r 
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Selected Part Numbers and Ordering lnformation 1 

CiscoWorks Wireless LAN Solution Engine 
CWWLSE-1105-K9 Wireless LAN Solution Enginel.O; includes the Cisco 1105 hardware platform and wireless LAN / . - -·- ..,_ --.....,_ 

management software version 1.0 / V) ·· . , "'\ 

For More lnformation 

See the CiscoWorks Wireless LAN Solution Engine Web site: 
http://www.cisco.com/go/wlse 

' . N- . 
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CiscoWorks Hosting Solution Engine 
CiscoWOrks Hosting Solution Engine is a network management appliance that 
monitors, activates, and configures a variety of e-business services in Cisco powered 
data centers, lt provides up-to-date fault and performance information about the 
network infrastructure and Layer 4-7 network services. 
HSE automatically discovers the entire data center infrastructure and instantly begins 
collecting statistics and management information, providing a current snapshot o f the 
managed environment. HSE provides up-to-date information for operational staff to 
easily pinpoint the source of a problem. HSE itself is a manageable Cisco device with 
a full Cisco Discovery Protocol implementation and supports Cisco MIB li. 

Whento Sell 

Sell This Product 
CiscoWorks Hosting 
Solution Engine 

Key Features 

When a Customer Needs These Features 
o Ideal for enterprise and servi c e providers with e-tlusiness data center facilities 
o Granular user access model to partition network resourcesfor Layer 4-7 services and switch ports, and 

authorize user group access to individual application services 
o Rotlust Layer 4-7 service configuration and service activation of server load tlalancing devices, 

including virtual servers, real servers, and content owners and rules 

• Granular user access to partition network resources for Layer 4-7 services as well as 
switch ports; authorize user group access to individual application services 

• Robust Layer 4-7 service configuration and service activation of content switches 
• Monitoring and reporting o f SSL Proxy services on Cisco Catalyst 6000 Series with 

SSL Service Modules and Cisco Content Services Switch 
• Flexible fault and performance monitoring of Cisco routers, switches, Cisco PIX® 

Firewalls, Cisco Content Engines, Cisco Content Switches and L4-7 services 
• HTML-based, secure graphic user interface with easy customer view/report 

personalization and historical data reporting 
• Upper layer NMS/OSS integration with SYSLOG, trap, email notifications and 

historical data XML export 

Selected Part Numbers and Ordering lnformation 1 

Cisco 1105 Hosting Solution Engine 
CWHSE1105-1.5-K9 CiscoWorks Hosting Solution Engine; includes 1105 hardware platform with softwa re version 1.5; 

can be configured for international power cords 

1. Some parts have restricted access orare not available through distribution channels. Resellers: For latest part 
number and pricing info, see the Distribution Product Reference Guide at: http://www.c isco.com/dprg (limited 
country availability). 

For More lnformation 

See the ll 05 Hosting Solution Engi ne Web si te : http://www.cisco.com/go/1105hse 

• CiscoWorks Hosting Solution Engine 
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Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(with -···--·~~-
NAM software version 2.2) , .... ~ >::; i_: 
The Cisco Network Analysis. Module (NAM) 1 a~d 2, second generatio.n high . .r, {~~''\ 1;, .\ 
performance network analys1s modules for the C1sco Catalyst 6500 Senes providt\S \ 0 
network monitoring instrumentation and web-browser based traffic analysis for \, · .. 
Catalyst based AVVID environments. The NAM enables network managers to gain ···· ··· 
application-level visibility into network traffic with the ultimate goal of improving 
performance, reducing failures, and maximizing returns on network investment. The 
new NAMs are available in two hardware versions, NAM-1 and NAM-2, to meet 
diverse network analysis needs in a scalable switching environment running up to 
gigabit speeds. The NAMs come with an embedded, Web-based traffic analyzer, which 
provides full scale remote monitoring and troubleshooting capabilities that are 
accessible through a Web browser. 
When to Se li 
Sell This Product 
Catalyst 6500 Series 
Network Analysis 
Module 1 and 2 (with 
NAM software version 
2.2) 

Key Features 

When a Customer Needs These Features 
• Needs Application-Level visibility built into the network 
• Provides network managers visibility into alllayers of network traffic 
• Monitoring in a scalable switching environmentthat supportstraffic monitoring in a scalable switching 

environment 
• Offers investment protection by interfacing with both the bus and the crossbar switching fabric-based 

architectures in the Cisco Catalyst 6500 Series 

• Provides application-level Remote Monitoring (RMON) functions based on RMON2 
and other advanced Management Information Bases (MIBs) 

• Collects statistics on both data and VoiP streams flowing through the host switch 
using the Switch Port Analyzer (SPAN) and NetFlow Data Export features ofthe 
Cisco Catalyst 6500 Series 

• Collects data from remote switches using the remote SPAN (RSPAN) feature of the 
Cisco Catalyst 6500 and 4000 Series switches 

• Easy to deploy and use at LAN aggregation where they can see most o f the traffic, 
at service points where performance is criticai and at important access points where 
quick troubleshooting is required 

• Application monitoring can be done using RMON, RMON2, and several extended 
RMON MIBs, which can detect the applications on the network and provide detailed 
information about how these applications utilize the bandwidth, which hosts access 
those applications, and which client/server pairs generate the most traffic 

• PerformanCf" management provides valuable information about the delays in server 
responses to client requests 

Selected Part Numbers and Ordering lnformation 1 

Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(with NAM software version 2.2) 
WS-SVC·NAM-1 Catalyst 6500 Series Network Analysis Module 1. To order the NAM individually, please use the spare part 

number of WS-SVC-NAM-1= 
WS-SVC-NAM-2 Catalyst 6500 Series Network Analysis Module 2. To arder the NAM individually, please use the spare part 

number of WS-SVC·NAM-2= 

1. Some parts h ave restricted access o r are not available through distribution channels. 

For More lnformation ~ 
See the Cisco NAM Web site: http://www.cisco.com/go/6000nam / 

-;os-~~·õ3i2~ 
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BGP4 
BGP 4 Multipa upport 
BGP 4 Prefix F : .umd ln-bQi,i_nd RoutE) Jylaps 
BGP 4 Soft Contig 
BGP Conditional Route ln_iection 
BGP Hide Locai-Autonqm_ous System 
BGP Link Bandwidth 
BGP Multipath Load Sharing for Soth eBGP and iBGP in a_n MP\.,_S~VPN 
BGP Named Community Li_s_t!:) 
BGP Policv Accounting 
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Ç-ªfJj_ficati9..!l.A.L!ll:lori_!y I nter:QQ~@ bill_!y_(_Ç_A_) 
Ç_QMA - Cisc_Q...Q_9teway Management Agent 
Ç_QME_.:_ç_!§_çp_Q_roJJR Manag~I!l_ent ProJocol 
Challege Handshake Authentication ProtocoL_(CH6_E) 
Çt)-ª.._n n e_!j~_çj_J;.1_~_o_ª-li_r)_g 
Circuit Interface ldentification Persistence for SNMt' 
Cisço Discover::y_Pm !o_çQ[jCDP_) 
Cisco Disco',lery__E'Jotocol (CDP) - 1Pv6 Address_f _amily Smrt for N_!;üghbor L .. 
Cisco lOS IeleQbQD..Y Service (ITS) Vers_ig.!J..2~Q 
Ç!ass Bas_~çJ.J:..t.t1.e rnet CoS Matching & Marking_(8_02.J_p_1l._ ISL CoS) 
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Ç_l_il.J1.~e.?..? lnterDoroain Routing_(QQ.8.)JE_O.-ªfa\,J it Q.élle\IILil.Y. 
Ç\.,l§tring....S.-ª-ªr:çh 
ÇlickStart 
CN_S Age_o_t~_S_Sl_~curitY. 
Çr;.,J~Confj_gJ,J_rati0 n_ Ag~_t 

ç_~_~ __ E._y_e_o_t_~QElJJ! 

Commented IP Access List Entries 
Çg_D1 mitted_Acql~!S- RateJ CAR) 
Ç_gm_p_re..?.?lçm _Ço_n!r..QL.EmtocQI 
ÇgoJlg!,J[é!pJe p_e~ AIM-VÇ _ _ti_QIQ Ql!~l,JEl. siz~ 
Ç_or1Jl9hl.Hib1S! Jlmers_Ln. H.22_Q 
Connect-lnfo RADIUS Attribute 77 
Context-Based Access Contrai (CBAC) 
Control Plane DSCP !;lt,!_pp_ort for RSVP 
ÇQ_p_s fo_r_ RSYP 
C.rél.~h(D[Q__;l\,J_pp_o rt 
C_TlfBBS (Ro!:Jped 6.it Signaling) 
ÇVQ_!:1etectioo Faci lity Supp re~~_Q_pt iQn 
Custam Queueing (CQ) 
Customer Profile ldle Timer Enhancements for lnteresting Traffic 
Defa..l,Jit Pass ive lnterfçcE) 
DF Bi! Override Functionality with IPSec Tunnels 
DHCP Client 
DHCP Client - Dynamic Subnet Allocation API 
DHCP Client on WAN In terfaces 
DHCP Option 82 Support for Routed Bridge Enca psulatton 
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Of-jCPProxy Cli~nt 
DHCP R~li3Y - MPLS VPN $upport 
DHCP Relav Aoent Suooort for Unnumbered Interfaces 
DHCP Server Õotions ~ lmoort and Autoconfiguration 
DHCP Server-Easy IR Phase 2 
Dia I. qa_ç~!!P 
Dial on D~l]lar}d Authentication Enhancements 
Dial Peer Çnh_ancements 
DiaJ-on:.c!emand 
.O.ialer ÇEF 
Dia ler ldle _Timer lnbol!nd Traffic Configurj3tion 
DialerPersi~te_nt 
Dif!Jer pro_file~ 
Dialer:__Watçb 
Diélhª r Wªtçb_Ç.Qnnect Pelay 
Dj tfie-.He!lman Ç:Oroup !;i 
Qiffser_v Qomg_liant WB!;D 
Digité!U1 .Voic.§ SuppQrt 
Dir~c.Ur:l~i3IQ_ Qia! _(PJ Q) 
Di;;al2lil1g_l,8_fi!;: _Fiu~bPrQCI;l~_s 
DL~llil!Jl~bec!_Nf!me Bas_e_çl_ CryptQ_Mª~ 
DLsJribl!te_<iMalla_geme.nJ Event MlltEersistençe 
Qi_s!ribule..<LM.anage_f[le_n! _El<Qf~ssig.o MIB __ pe~is1enç_e 
PLSw_(B_E_C 179~} 
Q_l.~v:(_çQ___@_ª\!J!E!S 
PL,S.w_ V2 
_DLSw+ 
D.!,~w_~_Ap_y_nchronQl,J~JÇ;J:._ç;.nl:umçem_~nt~ 
QLSvt_:t__l;lªç!<1J_p]e_er EJ~1_e_o_~jQ_n_~ _f9J_j;_n_ç-ªp-~_l!IÇ~JjQ!JJ"Y.Re~ 
Q !,._~w.:t.J29C9_erl'eer__çªch i ng 
O.lS.'!t~ll.b_Ç~.rlç_e_c;J_lQªº-ª-ªJªJJçino 
Q_l_~_\'!!.-:__I;J.b-ªf.lleJ R e d u n.QªJNY 
Q_!,.s_w_+ p~_e_r:_ _Çi_rQJJp_ Çlu_§.lers 
DLSw-I:.B~VP -ªª.ridwidth Reser:_y_atiQD 
DL$w_:t_$~A Ty_ge Qf.SJl!Yice 
DLS.w+ Su p_gortEoL T raJl.P.QQrliQ9_llQ1JJLicrufu;: 
DNS based X.25rou_ting 
DNS _!,_ookups over an 1Pv6 Trans.Qor:! 
Q..QJ,Lble Authen_tjç@on 
Qown Stream_E>.by.'fl.i_ç&_l,!olUO~PU}.Qver_D__!,._Sw:!" 
Q_g_Y.tnstle.amEU. ç_qnçe_n_tra.1iQJJ. (QSPUJ 
[)_Rp __s_erverh.rumt 
QIMF Ev_ents_Tilroygll~S.iollillJng 
P.YDB_mi c_ MIJ l\iRle_];_o_g:~_ps!JJilJiQD_ fo_r_Qif! l: iQ __ QY.e_c I ~QN 
U_R2_~1Q!Lalin_g 

E~y_lE'JP..b.9_?...eJ.) 
Ea?y _VP_I':,!_ Sery_eJ 
_I;QÇCypte_d Ve_n.Qor SQecific .Attrib_L!tes 
!;Jlhance_Q_Çq_Q-ªç ?J.!QR.Q[!_fQ!..Slf' _u_~g_Dy_n éiiTliç_ PÇJyload~ 
Ellh-ª.nc~g JGR2_(1;lG.BE} 
E[lhanc_ed JGB.P ~tub RoutiQg 
Enhanceg _l,_QcaLMa!l-ª.9.emflot ln1~r:face (EUyll) 
Enhanced Password Security 
Enhanced Test Command 
Express RT_EJ and TCP_ Ijei'Jçl~J Compressi_on 
Fast f=ra_gmentÇJtjon_(Fª-st:.S.wltched_F'_rélgmenLed IP Packets) 
Fa_st:S_witched C9.!IlP.ceS.?~d_RTP 
Fast-Switched Policy RQl.lling 
Fast-Switched SRTLB 
Fax Relay Packet Loss Concealment 
Feature Group D Support 
Firewa ll Authent ication Proxy 
Firewall Feature Set 
Firewal l lntrusion Detect ion System 
Flow-Based WR ED 
Frame Relay 
Frame Relay- l\1ultillllk (MLFR-FRF 16) 
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f=_rªrne.J3.~lélY_ §.4.: l::!it ÇgynJ~n=> 
Frª.rn~ .R~JélY Açcess S~ppprt (FRASJ figrçler A_ccess Ngd~ (E!ANJ 
E@me_EeJay Ac_cess SYPPOLUFBAS) BQYn9acy .t:ietw.orKN.ooe. (6N N) 
E!:élme RelélyAccess Support (Ff3..A.~ Qiéli .Backup over DL$ \IV+ 
Eram~-R~@y_Aççess S!dRRQrt (E~6$) QLCI l:l.élçkup 
fr_ame R.el9Y A_ççess support (F'RAS) .Host 
Fmm~Be.Lay ÇJ)y11 Address Registr.éltion 
f_r_ame. Relay E;n.çaps!,!l_ª!ion 
EIªrlle. l3.~1ªy_E;Q_d-to~E:Dd_ Keepalive 
fr_a_me. R~üªYfJél9men1atio_n (F R f , 14) 
f_r_ÇJ_meH.eJÇJy . frilgm~ntÇJ)ion_ wilh f:l.ar9ware CompressiQ[l 
ELame.J3elélY ER F. 9 PC!Y.IOélO Co!J1pression 
Er:ar:ne. ReJayJP RTP_Psiority 
Er:i=l_me . .B.e@y_f'Qi_[lt-Muljipoi_nt Wireless 
Er:.a.me.Be.LaY py_c loterfaçe_ Prjodty_ Oue\J_eing 
Frame_.f3_elayB.outer_EoreSight 
Erame.J3..elélY __ $witchiD9 
Er_ame_Eelé3YSwitchlng_hlii!90ostiçs ançl Troi,Jt;JJ~~-b.Qoting 
E!:il.li!~_Re.LélY_S.wilch i [lg _J;.n!lªncemen!L.S._h a pi ng .il n9. E'.oliçjo_g 
fr.élme_Re.I.ªY .. Irélffic ShaP iogj ERTS.l 
f ram-ª.Re.lay_TJJ n ne 1. ~vyltç_blog 
LU_NLSJ).P...QP.rLf.or RouJecs 
EX o Ao~w.e.r_am! _D i.s_C.Q!l n e.c.Ls uQ.e.!YlsLon 
GélJe.Ke.e.~JJ~ r E C.Q s ys t_e_mlotei9.Rera1llli!y 
Qe.o..eric Ro_LJ.!ing_En ÇaP~!JifiJio..o... ( Q8.E) 
Qe.ne.rlç_R_Q\!!l.f!9..E.O~élP.Ji_l!la.tiQQ __ { G R_E:LI u nn.eUSe~al!Ye 
ÇJ.e.._neri_ç_I!SlJf1_Ç __ $ _b apiog __ (§_T_S) 
t!.. 32J_.C_él_U_R_e_cjjg~ct i.on .. E:Dll-ª ru:;e.m~.D1s 
ti.3.23 Duill_T_QD-ª.M yJ.!ifr.?...9!Jency_(.QT fi.1E) .Relély_l,!s.Ln9.l'!.a.me.Q_ T elephone E vents 
J:::U~.l_Re_g_@daoJ ~9.ne_$.!J.R.P9Jl 
J::t.l.:u_~a lélJ;@jy __ él_n dJntel.QPerabi I ity_E_o_b.él.nçe.me.n~ for _g_ªtewaY~ 
H. :,32~JJQQ.O!.V.9r..Vlr:!.\!élUO.!elliJ_çes 
Half briqg~Jhallm~ter fo.r C.E'E...an_cLE'.P..E'. 
Hoot and Holler over IP 
!::I.SB.E'...:..HoLS1an_q_t;>y_B.9.JJle.r_P..I.Q.tQ_ç_gJ 
tiSB . .E'..:.J:\QLSJ1mcJ.O.y_f3.9!!.1.~LE!:o.19.c.9lª..o...cUE'.Se_ç 
H S_B_.E'_p_y~LlS_L 
H S f3P_$!!.RPQ[tf9..LJ_ç_r'..1..E' . .Bed irect$ 
.t:! S RP S!Jp_p_gr:l.f9J __ ME.l.~.P N s 
i B GE_M!dlti.Q.él.th_k.9 ªQ._S.b.!liLr:!9 
L~..E.~_.8.02.J_Q_JSJ, Y.LAf".LMél.RRing 
u;_ç_E:_~PLLQ_l.I.J.nD.e I i ng 
LE:J;.ÇJ3_Q2 . 1QYL~N S.L1.PRQr:! 
IE_~E 8.02.J.Q __ VLAtU.L\J.Oiilll9 
I E E f;_~QL11\ __ flg_yy_ÇQ!l1m! 
IQ.ME.f....a3>J .l&élYe 
!QME_MI_B_S_L!PJ?Qrt .E:.nhªD.C.~-r:D~o1â..LQL .S.t'JME'. 
LGM.E._Sno_oQ.Log 
I (;2M.f'..Y.e [s i_Q.rL3 
!(;2 M.P_\,~r~ion 3.- E;):(_p!iclt.I r_él ç~ ing_ gí_ H_os1sJ GJ.Q.l.iP~. --ÇJ_n_çj_Ç_h_él_n Q.e!~ 
US_!;_:.. tolti-ª.le_ Agg res $.!Y_e_M.9d e 
lts_Ç Ç):( tenqed _A.uthç;ntic_éltion P<él!Jth) 
IKE;_ M_gçj_e_Çqnfiguration 
IKE Security Protocol 
IKE Shared Secret U;;ing AAA Serv~ r 

lnt_egrélted IQJ.i.l.iog aod briçlging (I RB) 
lnter:O.QIJ1i3in Gé3tewé3y Sec;urity_Ç_o_bél.OC~rnent 
lnteractive Voice Resgonse (IVR) Version 2.0 
lnterfél_Ce Al1as Long Name Suppgrt 
Interface lndex Display 
Interface lndex Persistence 
lnterf.3ce Range Specification 
Internai Cause Code Consistency between SIP and H.323 
lnterworking Signaling Enhanceme)lts for H.323 and SIP VoiP 
lnverse Multiplexing over ATM {I MA) 
IP DSCP marking for Frame-Relay PVC 
IP Enhanced IGRP Route Authentication 

http: / /www.cisco.com/cgi-bin/Support/CompNav/CN l.pJ?HMajorRelease= l2.2T &HF eatSelected=&H. .. 

Page 4 of 10 

) 

22/7/2003 



• 

( 

• 

• 

Software Advisor 

IP H~ÇJ der Çqmpression Enhancement- PPPoATM and PPPoFR Support 
IPJyl_ultica.__st Load Splitt1ng ac ros s Equai-Cost Paths 
IP Multiçí]st M.LJ.Itilayer Sw1tch1ng (MLS) 
IP Multilayer Switching (IP MLS) 
IP Nélrned Acçess Contrai L1st 
[P PrE:iç_eçlf'.' nce Account1ng 
IP Preceçlence for GRE Tunne ts 
IP Routing 
IP RTP_Prior ity 
IF:_Summªry Address for RtPv2 
IPJQ ATM CoS, per-VC WFO and CBWFO 
lP: tP-AIM ÇgS 
IPSec MIB_Support for C1sco IPSec VPN Management 
IPSec Network Secur1tv 
IPSec TriP~ PES Encrypt1 on (3DES) 
IPSec VF:t{}-l[gh Ava1labil1ty Enhancements 
IP.Y_Q_E_x~mtE:id Access Contrai L1 st 
tpvgjQr C[§ÇQ_IOS Software 
l~Q_N 
IS_QN_Adviç_e of Charge (AOC) 
JSDJi_C_élller_JQ__Callback 
I_SJ}bi_Ç_ay;;_e_Code Overnde 
JS.Q_~_ LAP~_:I6 
l;l.QN_L~~-~çl_ l,.ine at 128kbps 
IS_Qfi,J_N§l.,.,Q.r]s_Side for ETSI Net5 PRI 
ISDN ~_fA$ 
I$DN_ErQ9L~~s lndicator support for SIP using 18~ Sess[Q_n_prggress 
lSQN-Nf__6~.,.,[1h O Channel Backup 
ISL_YJ,.A~ 
LVJ=s:J;_o.bllllÇ~d Multilanguage Support 
l2_1E_QLªl:_QJ,J.! 
LZTF_' __ L-ªJ'er 2_Iunneling Protocol 
!..Z_ll:_§ ec.!d.rl!y 
LZIP _ _Tunnei_Er_e servation of IP TOS 
LAN Hetw_p_r_k_M_a._nager o ver DLSw+ 
L6f':.J.E _çlCEF 
bA!':.J.E_QRilOJ\dfTl _Switch i ng 
l.fl_lg_e_~ç-ªlQ__Dialgut (LSDO) 
L-ªY--ªL2Í9l:W_él_[_Qing-Fast Switching 
Ll ne_E_ri nter Dª_emon (LPD) 
LinLE.rª9-IIleDJ.a_t ion and lnterleaving_ (LEU (o r f'rªrne_R_ela._y_ª_o_çj _ _6IM_Yld.uªJ .C~~ 
L_o_ç_ªj_.t\_r_~_TLéJnspo rt (LAT) 
l-Qçªl Voice flu~yout (L VBO) 
LQçl< J.W _çt K e.Y 
L.Q~lªten çy_QJ,J_eueiog (L__LÇ.:l) 
!,._gw Lat_e_QÇy_ QldeUJ;!iQgjJ,.LQJ Jor F ra._m~_Rel-ªY 
L.9:W J,.ªLency Oueueing __( L_LO_)..'!Y.itll Prip_rity_E'erç_eo1a_g_e §_up_p_gf1 
_L$__QO: J,.2IP __ Lªr_ge-Sca le D_ia[-Out 
M.t\C Address_Filter ing 
tyi_Q~ EUe Vajiçja!jon 
Messagª-.BÇJ n_ners for AAA Authentiçª!j_qn 
MGCf' - Media Gateway Contrai pro_t_oçoJ 
MGCP 1 O lnc luding NCS 1.0 and TGCP 1.0 Profiles 
MGC P Based Fax (T. 38) and DTMF Relay 
MGCP Basic CLASS and Operator Services 
MGCP Ç_AS PBX and AAL2 PVC 
M_GC P Generic Configuratio_n Suppor_L(or Call Manager (IP-PBX) 
MGC P PRI backhaul and T1-CAS support for Call Manager (IP-PBX) 
MGC P Sta ndalone Remate Office Support for Call Manager ( IP-PBX) 
MGCP Vo iP Ca ll Adm1ssion Cont rai 
MGCP VoiP Signaling 
Microsoft Point-to -Point Compression (MPPC) 
Mobile IP 
Mobile IP - Mob 1l e Networks 
Mobile IP Home Agent (HAJ Redundancy 
Modem over BRI 
rvlodem PassThrough o·Jer Vo1ce ove r IP 
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Mp(jern R~Lí3 Y _s_uppgrt __ Q[! YoiP Platfprms 
tv1_gçj~D1 ~_çrjpl_ÇJ nd Sys!em Script Support in LSDO 
Modem .Us_~ r__!_o_\s! rJaçJLQp.tio_r:l 
M_Q_g_l.l)ÇJC Q_Q_s_ __ ÇI.J (MQ_ç) 
MS ÇallbélG~ 
MS_:ÇJ:::IA_E_V~~Lon 1 
M_u[tj ~_Çbí3s.sjs 1:-l_unting_ for V pie;~ oY~f F rª me Rs;lay 
Mul(iÇél::?L~GP (MBGP) 
M~lt[Q.ls t__Musiç_ on HQid ::?uppor:1for C_él_ll Manager (IP-PBX) 
1Y1JJJ1iç_éls_Li'JAI 
M_qljjças! Ro!Jting Monitor (MRM) 
lY1JJJ\içé!st So~rc_e __ Disç_gye_ry_ Pro!oc;oL(MS_DP) 
M!1 11içb_a~s_Ls __ M!!Itilini<_E'PP _(1\11MP) 
M!J il ibop_VPQ_N 
I}Mtilink PPP 
M!l_ltjjln_~P_E'E_Çnf!bi~LQLsaQte_Y ii;i_ R-ª_olu_s for pr_eª!Jihentication Us_er 
fyl_q)tiQ]e_R~~- Keypç_ir__s_~RRQd 
M!JJ1iQ.!:_QtO_G9j_Qy-ªr AT_M__( MPOA} 
Mul_tLR.rotocol over ATM fQr_J_gke[l Rin_g_(M_EQA) 
Named Method Lists for AAA Authorization and Accountinq 
NAT- Static Maooing Support with HSRP for High-Aval!ª-ol!üy_ 
NAT Stateful Fail-over of Network Address Translation 
NAT-Ability to use Routes Maps with Static Transla1]Qns 
NAT-Enhanced H.225/H.245 Forwªr.dlng !;nglD~ 
NAT-Network Address Translation 
NAT -Suooort for NetMeeting_Q[rect_gry_{ln_~rnet Loçatq_c_S_e.r.~_çe _:._l_b.s_) 
NAT-Support for SIP 
NAT-Suooort of H.323v2 Call SignaJl!Jg_(E_ªg_Ç_onQe_ç_t) 
NAT-Support of H.323v2 RAS 
NAT-Support of IP Phone to Cisco Call Manaq~r. 
t-JAT-T_ranslajion o f externai _IP Addres_s_e.l?.QOJY 
t-)ational_lli_DN Sytltch Ty.Qes for BRI and P~JJnjerface_l? 

bl.fltive Client Interface ~rchitectur-ª-'bl.C.!.6) Server 
tl.éltive Service P_ojnt__ovEl.L..DLSW+ 
NB~R - Networ!s.:l;l_élsed Ap.Qiication Recognitior) 
NBAR Real-time Transpor! Pro_tocoL.E.ayloa_Q__Ç)ªssifi_ç9.1iQn 
N.etflow 
NetFiow A.Q.9Le.gª![QO 
Netflow Multiple_Export Destinations 
t-IJ.i.tEI.9.W.E'.9li_çy _ _RpJJti!J.9 __ ()'J P R) 
N.etFiow I9..S-Béls..eQB_gyJ.eJ:ll._ggre_g_atio_o_ 
t':j_etwor_k Si de ISDN P f3.L..Sjg nalif19~ Tru.o.klng,_<ill_d_ ~wj(_çbjn_g 
Net'!Y.ork Il!:rl--ª--PI91oç_Q)_([':lJPJ 
['Je~JJ:!QP Res_g[],lli.Q_o_P.f9J.Q.ÇQIJ N H B P) 
f'J FAS Enbªnçe_lilents 
Pffload_SJ1_[Ym:__6_çç_gunting.J;l] hanç_em~D1 
OD. __ c:>_e_mª-ill!..BQ.utlog_(QQB) 
QQ.tlr.n ize_Q_E_pp Ne_gotiation 
OSP Q_e_Q!Jg _E.nl:@lcemenj 
OSPF 
OSPF ABR type 3 LSA Fil~clD.g 
OSP F Flooding Reduction 
OSP F Not-So-Stubbv Areas (NSSA) 
OSP F On Demand Circuit (RFC 1793) 
OS PF Packet Pacinq 
OSP F Sham-Link Support for MPLS VPN 
OSPF Stub Router Advertisement 
OSPF Support for Multi-VRF on CE Routers 
OSPF U_pdél_le PackE!_t-_pç_cing C_Qnfigu rab le Timers 
PAD Subaddressing 
Parse Bookm arks 
Parser Cache 
Password Authentication_Pr_otocol (PAP) 
Per-User Configuration 
PIM Dense Mode State Refresh 
PIM MIB Extension for IP Mult icast 
PIM Mult1cast Scalab il1ty 

- ··· ···-·- .. 
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PIM Version 1 
PIM Version 2 
Policer Enhancement - Multiple Actions 
Pqlicy-Bas~d Routing (PBR) 
Port to Application Mapping (PAM) 
PI?P 
PPP over ~TM 
pp_p ov_er_A TM_ (IETF-Compllant) 
Pi='P ov~r _ATM SVCs 
ppp_ Ov_er Fast Ethernet 802 1 Q 
pp_p ov'ªr Frª _me Relay 
PPPo,A,/PPPoE autosense for ATM PVCs 
PPPoÇ_ Ç[i~nt 
PPPoE on Çthernet 
PP_pp_Ç _ovgr Gjgabit Ethernet interface 
PPPoE; Ra_diu_~ Port ldentification 
PEP-º~- S_es~ion_ lim it 
Pre:Jragrnent~tion For lpsec VPNs 

... ,, 

FJ_re-ªb!lheD!iç_atign with ISDN PRI and Channei-Associateç! sJgmllllog E_n_IJ<'lrrcem~~'" 
P_F~JL0.9_:i_1_ $_igQaling Backhaul for Caii_Agent Application~ 
F>_rJwity .01-J_gue_Log (PQ) 
!?J:OJQç Q] Irªns.lçtion (PT) 
P$JI\j_EgjJQél_Ck 
Qg_;) _Q~y_[ç_ELManager (QOM) 
Qg_$ fQLJLid!!?J _Private Networks 
Qg;>_pç_ç~eJJyl.flrking 

QSlG PJ:.o!pç_o_L$upport 
Qualified l.,ogi_ç_al Link Çontrol (Q_L_l,._Ç) 
RAQ_ill_$ 
E6.0J_l,J_$ 6J!rJP_b!1e 44 (Accountiog_ S_essLon_lQ)_i_o_ ~ç_ç~_s_s R~_gues§ 
B.h_QIUS_~_ttrLQ.u_J'ª- 66 (JunneJ.:Çii~..o1~_EoQQ.QJO!l_E;_n!lil_o__ç~m_~1s 
R6.DIU_$__6._11fj_g_ute 82: T11nDel _6_$_si90ffi-ª_O.tj_Q 
BAQJUS ~ttrib.111e VaLueSc[eeniDg 
R.ADIU.SloLM.b!tliPie _User _[)f!tagcam_Psotq_çql _f:QJ:ts 
~1\_QJUS_Es;~_ç_~Lof _DisWD..oeç_t 
BAO_LUS. P.LOiJJ-ª.s.s Ç_Q_çl_es 
BAQU,J_$_B_g_u_!e_.PQW_!Jlo<!.d 
BA_QJ.11...S_I _l,l!J.IJ.ê.l At!rib11J.e _E;_lS.t~D..?ÍOQ§ 
RADll,J_$ _li,,!!l[lej Pref_er~n çe f_QL_I,_QªQ_J;l_ªlfl_Qçlo.Q-ªD.9_félil:QY-ªI 
Bélm:l.om. Ç_arJy Detection íREQl 
R_'ª_çj_[f!l Çnh_ançê.ments 
Re_Q!i_[l_çJantl,.jnkManag~ (R_l,._M_) 
Rgflexiv~çç_es_s Lis1s 
R.ê.OlO!.ê. $Q!,JJCe-Roulê_ ~Jiçjgj_Qg _ _(_RSRjlj 
Resour_~QQLf\190élQ.ê.ffient witl} Dir~ct _Rê_mQJê.. Sesviç_e~ 
B..?~p_pnse_Tim~ Re_po_rter _(RTBJ 
B'ª_sp_Q_O.Se ..I im-ª _Rer;>QIJ'ªL(RI.81go_b-ªllç~_ents 
B~v.ê.fse_R.Cl!ite l nject[Q_n _(RR!) 
R_EÇ _ __14~~ fQLIPk_eQ RiQg 1\jeJw_qrks 
flÇ3fyW :_Routeé.Port _GrQup_lylªnªg~m~nLi='n:J_tgcol 
RIF Passthru in ~ DLSw+ 

RIP 
RMON events and alarms 
Rotating Through Dial Strings 
RSVP- ATM Quality of_Service (QoS) lnterworking 
RSVP - Re§ource Reservatign Prq!_oçol 
RSVP Scalability Enbancements 
RSVP Support for Frame Relay 
RSVP support for LLQ 
RTP Header Compression 
SDLC SNRM Timer and Window Size Enhancements 
SDLC-to-LAN corwersion (SDLLC) 
Secure Coov (SCP) 
Secure Shell SSH Supoort over 1Pv6 
Secure Shell SSH Term rnal-line access 
Secure Shell SSH Version 1 lnteorated Client 
Secur e Shell SSH Ve rsron 1 Serve r Support 
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S~J~ctj_vª- p_açk~_t Discard (SPD) 
S~]eçtive \l_ifl_ugi-Access Interface Creation 
$_~r'.'i_çe_6~SJJ.Iance Agent (SAA) APM A_pplication Perform<;H]_ç_e_ Monito_r 
S~rvlc::e Assuca_nce Agent (SAA) FTP Operatlon 
$_@1eiJl~r:lLf_Qr Packet Telephony 
S_ei_tl~m_entfor Packet Telephony- Roaming & PKI Multiple Roots 
S.bell:_El_a_s~p _6i,!lhent1ca1ton of VPDN Users 
Sing~ Rille 3_:- Color Marker for Traff1c Pollcmg 
S!E_-_Ç_aiLTr_ansfer Us1ng Reler Method 
$_l_E'_7 __ Configuri3ble PSTN Cause Code Mappmg 
SlF' :_ ON$_$RY RFC2782 Compllance 
$I E'- En_hançeçl Billing Support for Gateways 
S[F:- $_e_s~icm_ lnitiatlon Protocol for VoiP 
$1E'_ _- Se.s.§iQo_lnitiallon Protocol for VoiP Enhancements 
SIP Carri~r.JQ.entificatlon Code 
S_IE'__Qiyer.slon Header lmplementat1on for Red1recting Numbe_r 
$1f:__Çi11e.'!Y--ªY- Support for the B1nd Command 
SIP Galel!YªY--~u_pport for Th1rd Party Cal I Contrai 
sLEmFO_M_~ibod for DTMF Tone Generation 
SJ_E>_ lo_trn:.gªi-ª"Yay Ha1rp1nnmg 
SIP JNVliT.B.e~uest w1th Malformed Via Header 
SJP_M_yj__ti.QLe.JJiJS Responses 
SJE'_$_e_s.§i9_fL1 imer Support 
SlE'_T ,;,i?_ªmLÇisco Fa x 
S!P._T .38 F:a_~ _ _8elay 
Snapshot routing 
SNMP (Simple Network Management Protocol) 
SNMP lnform Request 
SNMP Manaqer 
SNMP Support for lOS vLAN Subinterfaces 
SNMP Supoort for vLAN (ISL, DOT1 Q)_,S].JQ_intelfa_ç_e$_ 
SNMP Support over VPN 
SNMP VerJ?.LOl!~ 
SNMPv2C 
s_ourc__e_S.gecifiç_Multicast (SSM) 
$_Q!dLe&..S..Rec_i_fj_ç]v11,11ti ca s t ( SSM) - L(:2ME'__y~J_QM_P._y_:il ite ·-ª-o___d__l) R D 
SRªD_nin_g Tree.Protocol (STP) 
SQanning Tree Protocol (STP) - Bg_ç]S_bone Fª--$.LÇo_overg _ _e_oce 
SpJlnning Tree_Protocol (STP) - P_Q!1fª-.slli~[Q 
$_ganning__Iree_Protocol (STP) - Uplin_~___Eçj_st Ç_g_o\i~_g__ence 

SQª-D_o_ing_lre_e Protocol (STP) ExteQ_§[Q_n 
S.~!?.- :_$QhlLC.e.:- Route bridging 
$_B_!?._QY..er_ffi3me Relay 
SESL Survivable Remate Site Tel_e_pb_o_ny Versioll 2.Q 
SSRP _f_o_r__LAI'LE 
$_\_qç!s__Gr.91J!:>..Sidding Prq!qcoj í$G!?.E') 
s_taiJ_çj.--ªrQ.lE' P,çcess Li?! _Logging 
SJati ç__Çg__çb_e E_otry for 1Pv6 N_e_[ghQ_Q[_J;)j_sç_gy_e_ry 
$t!:_e_çJ_rn_ Çg_o_irQI Transr.nission PrQIQCQI_(.S,ÇIP) 
Stu_t!_IP_ Multicast Routing 
STUN (S_erjql Tunnel) 
$ubnetwork Bandwidth Mana_ger {S_Bry1) 
Switch Port Analyzer (SPAN) 
Switch Port Analyzer (S PAN)- Disable Receive Traffic Destination Port 
Switch Por! Analyzer (SPAN)- Multiple $ource Port Selection 
Switched Multimegabit Data Service (SMDS) 
T.37 Store çmd Forward Fa x 
T.37/T .38 Fax Gateway 
T.38 Fax Relay for Vo iP H .323 
Tacacs SENDAUTH funct ion 
Tacacs Single Connection 
TACACS+ 
TCL IVR 2.0 Call ln 1tiation and Callt)ÇJck 
TCL IVR Disconnect Cause-Code Manipulation 
TCP Window Scalmg 
T1 me-Based Access L1 sts Usmg T1me Ranges 
T1mer and Retry Enha ncements fo r L2TP and L2F 
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To~~ _Ring ISL 
Token .Ring I..,ANE 
T raffiç Po1Lçing 
Transp9rent Bridging 
Tréln~parent ÇÇ_S and Frame Forwarding Enhancernents 
I.r_éinsparent Çommon Channel Signaling (T-CCS) 
Trjgg~r~ct RJP 
Trimql~ Palisade NTPSynchronization Driver 
Tr!,Jnk Condit[Qning for FRF .11 and Cisco Trunks 
Tr_y__~I~Q Root Certification Authority 
TrustpQ_i[lt_ Ç_LI 
Tunnej_En_dpoint Discovery 
Ti,!_nne(Type o1ServJç_~ (TOS) 
TL!nnelin_g ofAs_ynchro[lcLJs Security Protocols 
Jgrbo_ flooQ!ng of UQP Datagram_s 
Two-B.éllE:l..Poliç_er 
\.JD.LfiJ.\I_nr:!~LARP éjnd IGMP Prgxy 
L!nL:Qlr~_QLQllél l Link Routing (UDL,R) 
I)_Qj_ça_sLR!'lYer_~e_PéltiJ.f_grwéJ~çJjng _(uRPF) 
U.seLMél~lrnld.ill Li.nks 
Li§iog _;u~J;JjlE'.r:eJixeJ)_ on )Pv4 _point-to-Point Links 
'\LU..O_s..LJ_p_p.o_r:t for DigJJaLModems 
Y-.JZQ..Syp__p...o_r:_t 
Y -~Z...Mo®m..QnJ-iold. 
'iLrti,LÇlJ.J.!J.Wrfac-ª-Tern__pJ.Çite Service 
Y'irt\I.?...LE'.rivate __ Q_@[:!JQ._~~.t"Y..QfK(Vf?.D...N) 
Virtu.m_ Projii-ª __ ÇI;_F .Switçhed 
VirluélL.E'NfileJ> 
Yl!:!.\1-ªLFSQ!!ter Re.Q.unda.o_çy__Er_o!QçoUYBRF') 
Yl!:!!J..ql~J:!W la\!1_§.(QL Pr_ill_g_çol_I@D.§Mio n 
Y_Q@_ 61l_§YouLI;nl:!_çw cerm~ nts_ 
V o ice DSP Cont[QJ Me~-ª9eJ,pgger 
'ioj_~-ºYeLAIM 
Voice over ATM with AAL2 Trunking 
Vojce o_Y.el.Elé!.m_e RelélJ'_(ERL1J.} 
Voice over Frame_Boo_ÇonJ.igill-ª1iQO_ U_p.Qa_te_s 
I{Qiç_E:l__Qv_er lP 
Yoice over IP Q.SIG Networ~ Tran§wsen_çy 
VoiP a~isco i;.J_mress Forwill:ding_(CEF) lnteroR_erabilit)' 
VoiP an_Q_E_Q)lçy_Based 8outi.o_g.U:.6.8HoteioP.e.mbillty 

.. \!QlE..6!JJbenti.çªti.QnJUN_l-_QSP) 
'i oi.E_ C.élU.Ad rnL!:i.s.LQ..n __ Çontr.oLl!sln9.B~ V.P 
\Lo..LE.Q.ª-le~ély_ IOJD~ ançLCélrrler ful~ed Rguting _E:_o.._t:!_ancements 
Y..PQti§coup__S.e..ssio...oJ,._imiting 
Y-E'NJJ,mnel .Manélg.e_menJ 
wçç;_p Re_dlr_gçtion.Q.o.Jnb_o\!n9Jn!E:l.@çe~ 
YYCCE lLª-CJ>ioo. 1 
vyç_ç P v ey~_g_o_z 
\{Veig_hted F::_a__ir:. OL!e!Jeing (\{V_fQ) 
'lY-ª.igl:!.teQ. R E D_.L\IYB.E QJ 
Vl[i!_gçard__E'_[_~-S.hared..Key 

WREP_Enhaocement:_ Ex_pUcl t Cong?st_ion NotificaljQn .(E;Ç_N) 
x Digital Subscciber l.,ine (xDSL) Bridge Support 
X.25 
X.25 Annex G Session Stai!J.S Ché)nge Reporting 
~,.2.;?_ Çª_U_Lng_Açjgres§ l_n.?ertjo_n __ and B5!1T!9Véll Ba~~d onJoP.ld.L in)erfaç~ 
X.Z~_qq_sed_ User G_ra_!,IQ 
X.25 Failover 
X.25 Load Balancing 
X.25 on ISDN D-Channel 
X.25 over Frame Relay (Annex G) 
X.25 over TCP (XOT) 
X.25 Over TCP Profi les 
X.25 Remate Failure Detection 
X.25 Switch Local Acknowledgement 
X.25 Switching between PVCs and SVCs 
X. 28 Ern ulation 
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Cisco lOS File System Commands 

This chapter describes the basic set o f commands used to manipulate files on your routing devi c e using 
the Cisco lOS File System (IFS) in Cisco lOS Release 12 .2. 

Commands in this chapter use URLs as parto f the command syntax. URLs used in the Cisco IFS contain 
two parts : a file system or network prefix, and a file identification suffix. The following tables list URL 
keywords that can be used in the source-url and destination-url arguments for ali commands in this 
chapter. The prefixes listed below can also be used in the filesystem arguments in this chapter. 

Table 18 lists commori URL network prefixes used to indicate a device on the network. 

lãble 18 Network Prefixes 'or Cisco IFS URls 

Prefix Description 

ftp: Specifies a File Transfer Protocol (FTP) network server. 

rcp: Specifies an remote copy protocol (rcp) network server. 

tftp: Specifies a TFTP server. 

Table 19 lists the available suffix options (file indentification suffixes) for the URL prefixes used in 
Table 18 . 

lãble 19 File ID Sulfíxes 'or Cisco IFS URls 

Prefix Suffix Options 

ftp: [[I/ [ usemame[ :password]@] location ]/directory ]/filename 

For example: 

rcp: 

tftp: 

ftp ://network-config (prefix :/ !filename) 

ftp://jeanluc:secret@enterprise.cisco.com/ship-config 

rcp: [[/ /[ username@] loca tion ]/directory ]/filenam e 

tftp : [[// loca tion ]/directory ]/filename 

Tabl e 20 lists common URL prefixes used to indicate memory locations on the system . 

First Published: April 30, 2001; last Updated: July 31, 2002 
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Table 20 File System Prefixes for Cisco IFS UHls 
-· --- . ..-

Prefix Description 

bootflash: Bootflash memory. 

diskO: Rotating disk media. 

flash: Flash memory. This prefix is available on most platforms. For platforms that do 
fpartition-number] not have a device named flash:, the prefix fl ash: is aliased to slotO: . 

Therefore, you can use the prefix flash: to refer to the main Flash memory 
storage area on ali platforms 

flh: Flash load helper log fi les. 

null: Null destination for copies. You can copy a remote file to null to determine its 
size. 

nvram: NVRAM. This is the default location for the running-configuration file. 

slavebootflash: Internai Flash memory on a si ave RSP card o f a router configured with 
Dual RSPs . 

slavenvram: NVRAM on a slave RSP card. 

slaveslotO: First PCMCIA card on a slave RSP card. 

slaveslotl: Second PCMCIA card on a slave RSP card. 

slotO: First PCMCIA Flash memory card . . 

slotl: Second PCMCIA Flash memory card. 

xmodem: Obtain the file from a network machine using the Xmodem protocol. 

ymodem: Obtain the file from a network machine using the Ymodem protocol. 

For details about the Cisco IFS, and for IFS configuration tasks, refer to the "Configuring the Cisco lOS 
File System" chapter in the Release 12.2 Cisco lOS Configuration Fundamentais Configuration Guide. 

• Cisco lOS Configuration Fundament_a_ls_C_o_m_m_a_nd_ R_e_fe_r_en_c_e-'---, R_e_le_a_s_e_12_.2 _ _ _ _ _ ____ ____________ ----. 
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cd 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

.-P ·~-:~·~ 
/ . .-- ·-'""'-··-...._ ~ ; ,.. o ' \ 

/ / f.d, ' ' . 
.. -~' ~ 

\ !)-.~ to ' 
\ .• · ·~- . 

cd • 

To change the default directh~'·O:r-file sy~terit, use the cd EXEC command . 

cd (filesystem:] 

filesystem: 

. ......... •.. . .... ~·· ... 

(Optional) The URL or alias of the directory or file systems followed by a 
colon. 

The initial default file system is flash:. For platforms that do not have a physical device named flash:, 
the keyword flash: is aliased to the default Flash device. 

I f you do not specify a directory on a file system, the default is the root directory on that file system. 

EXEC 

Release Modification 

li. O This command was introduced. 

For ali EXEC commands that have an optionalfilesystem argument, the system uses the file system 
specified by the cd command when you omit the optionalfilesystem argument. For example, the dir 
EXEC command, which displays a list offiles on a file system, contain an optionalfilesystem argument. 
When you omit this argument, the system lists the files on the file system specified by the cd command. 

In the following example, the cd command is used to set the default file system to the Flash memory card 
inserted in slot 0: 

Router# pwd 
bootflash: I 
Router# cd slotO: 
Router# pwd 
slotO: / 

Command 

copy 

delete 

di r 

pwd 

show file systems 

undelete 

Description 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. 

Displays a list of files on a file system. 

Displays the current setting o f the cd command. 

Lists available file systems and their alias prefix names. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

i Fls: 
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• configure network 
·' 

configure network 
The configure network command was replaced by th~ ·~~~y { rcp I tftp} running-config command in 
Cisco lOS Release 11.0. To maintain backward compatibility, the configure network command 
continues to function in Cisco lOS Release 12.2 for most systems, but support for this command may be 
removed in a future release. 

The copy { rcp I tftp} running-config command was replaced by the 
copy {ftp: I rcp: I tftp:}(fi/ename) system:running-config command in Cisco lOS Release 12.1. 

The copy { ftp: I rcp: I tftp:} [filename] system:running-config command specifies that a configuration 
file should be copied from a FTP, rcp, or TFTP source to the running configuration. See the description. 
o f the copy in this chapter command for more information. 

) 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 





• copy 

Cisco lOS File System Commands ,. . 
.- ~ . . ,, . 

. !).. 

'. /;)0 CtJ 
láble 22 URL Prefix Alia5e5 For Special File Sy5te(T15 

Alias Source or Destinaiion- .. ~·· ~ 

Oh: Source URL for flash load helper log files. 

modem: Destination URL for loading modem firmware on Cisco 5200 and 
5300 Series routers . 

n\'ram: Router NVRAM. You can copy the startup configuration into or 
from NVRAM. You can also display the size of a private 
configuration file . 

nu li: Null destination for copies or files . You can copy a remote file to 
null to determine its size. 

system: Source or destination URL for system memory, which includes the 
running configuration. 

xmodem: Source destination for the file from a network machine that uses the 
Xmodem protocol. 

ymodem: Source destination for the file from a network machine that uses th 
Xmodem protocol. 

láble 2.1 URL Prefix Alia5e5 For Network File Sy5tel715 

Alias Source or Destination 

ftp: Source or destination URL for an File Transfer Protocol (FTP) 
network server. The syntax for this alias is as follows: 
ftp: [[[/ /username [ :password]@]location ]ldirectory ]/filename. 

rcp: Source or destination URL for a Remote Copy Protocol (rcp) 
network server. The syntax for this alias is as follows: 
rcp: [[[/ /username@ ]location ]ldirectory ]/filename. 

tftp: Source or destination URL for a TFTP network server. The syntax 
for this alias is tftp: [[/I location ]/directory ]/filename. 

láble 24 URL Prefix Alia5e5 For Local Writable Storage File Sy5tel715 

Alias Source or Destination 

bootflash: Source or destination URL for boot flash memory. 

diskO: and diskl: Source o r destination URL o f rotating media. 

flash: Source or destination URL for Flash memory. Thi s alias is 
available on ali platforms. For platforms that lack a fl ash: dev ice , 
note that flash: is aliased to slotO:, allowing you to refer to the 
main Flash memory storage area on ali platforms . 

slavebootflash: Source or destination URL for internai Fl as h memory on the slave 
RSP card o f a router confi gured for HSA. 

slaveram: NVRAM on a slave RSP card o f a router configured for HSA. 

slaveslotO: Source or destination URL of the first PCMCIA card on a slave 
RSP ca rd o f a router confi gured for HSA. 
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URL PreHx Aliases for loca)~if!able, St~~'!ge File Systems (continued) 

Alias Source or Destination 

slaveslotl: Source or destination URL o f the second PCMCIA slot on a slave 
RSP card o f a router configured for HSA. 

slotO: Source or destination URL ofthe first PCMCIA Flash memory 
card. 

slotl: Source or destination URL ofthe second PCMCIA Flash memory 
card. 

EXEC 

Release Modification 

11 .3 T This command was introduced. 

You can enter on the command line ali necessary source- and destination-URL information and the 
usemame and password to use, or you can enter the copy command and have the router prompt you for 
any missing information. 

Ifyou enter information, choose one ofthe following three options: running-config, startup-config, or 
a file system alias (see previous tables .) The location of a file system dictates the format ofthe source or 
destination URL. 

The colon is required after the alias . However, earlier commands not requiring a colon rema in supported, 
but are unavailable in context-sensitive help. 

The entire copying process may take severa! minutes and differs from protocol to protocol and from 
network to network. 

In the alias syntax for ftp:, rcp:, and tftp:, the location is either an IP address ora host name . The 
filename is specified relative to the directory used for file transfers. 

This section contains usage guidelines for the following topics : 

Understanding lnvalid Combinations of Source and Destination 

Understanding Character Descriptions 

Understanding Partiti ons 

Using rcp 

Us ing FTP 

Storin g lmages on Serve rs 

Copying from a Serve r to Fl as h Memory 

Ver i fyi ng lmages 

Copying a Confi gurati on Fil e from a Scrve r to th e Runnin g Confi gurati on 

Copying a Co nfi gurat ion Fil e from a Se n ·er to th c Startup Configurati on 

Storin g rh c Runnin g or Sta rtup Config urat io n on a Sc rvc r 

Sav in g th c Runn ing Config uratio n to rhc Sra n up Config urati on 

í 

. i Fls: 
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Using CONFIG_FILE, BOOT, and BOEn:LDR Em;ír6nment Variab les 

Us ing the Copy Command wit h the Dua l RSP Feature 

Cisco lOS File System Commands 

Understanding lnvalid Combinations of Source and Destination 

Some invalid combinations o f source and destination exist. Specifically, you cannot copy the following: 

From a running configuration to a running configuration 

From a startup configuration to a startup configuration 

From a device to the same device (for example, the copy flash: flash: command is invalid) 

Understanding Character Descriptions 

Tablc 25 describes the characters that you may see during processing o f the copy command. 

Táble 25 copy Character Descriptions 

Character Description 

I For network transfers, an exclamation point indicates that the copy 
process is taking place. Each exclamation point indicates the successful 
transfer of ten packets (512 bytes each). 

For network transfers, a period indicates that the copy process timed out. 
Many periods in a row typically mean that the copy process may fail. 

o For network transfers, an uppercase O indicates that a packet was 
received out of arder and the copy process may fail. 

e For Flash erasures, a lowercase e indicates that a device is being erased. 

E An uppercase E indicates an errar. The copy process may fail. 

v A series ofuppercase Vs indicates the progress during the verification 
o f the image checksum. 

Understanding Partitions 

You cannot copy an image or configuration file to a Flash partition from which you are currently running. 
For example, i f partition I is running the current system image, copy the configuration file o r image to 
partition 2. Otherwise, the copy operation will fail. 

You can identify the available Flash partitions by entering the show file system EXEC command. 

Using rcp 

The rcp protocol requires a client to send a remate usemame upon each rcp request to a server. When 
you copy a configuration file or image between the router anda server using rcp, the Cisco lOS software 
sends the first valid usemame it encounters in the following sequence: 

1. The remate username specified in the copy command, i f a username is specified. 

2. The usemame set by the ip rcmd remote-username global configuration command, ifthe command 
is configured. 

3. The remate usemame associated with the current tty (terminal) process. For example, i f the user is 
connected to the router through Telnet and was authenticated through the username command, the 
router software sends the Telnet usemame as the remate username . 

4. The router host name. 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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Ç; (,For ~helrcp copy request to pr~cess, an account must ~e defined o~ the networ~ server for the remote 
·"i. wsema!he. I f the network adm1mstrator o f the destmat10n server d1d not establish an account for the 

remoté username, this command will not run. I f the serve r has a directory structure, the configuration 
fiJ,e-6r image is written to o r copied from the directory associated with the remo te username on the server. 
For example, i f the system image resides in the h o me directory o f a user on the server, specify that user 
name as the remote username. 

Ifyou are writing to the server, the rcp server must be properly configured to accept the rcp write request 
from the user on the router. For UNIX systems, add an entry to the .rhosts file for the remote user on the 
rcp server. Suppose the router contains the following configuration !ines: 

hostname Rtrl 
i p rcmd remote-username UserO 

Ifthe router IP address translates to Routerl.company.com, then the .rhosts file for UserO on the rcp 
server should contain the following line : 

Routerl.company.com Rtrl 

Refer to the documentation for your rcp server for more details. 

Ifyou are using a personal computer as a file server, the computer must support the remote shell protocol 
(rsh). 

UsingFTP 

The FTP protocol requires a client to senda remote username and password upon each FTP request to a 
server. When you copy a configuration file from the router to a server using FTP, the Cisco lOS software 
sends the first valid username that it encounters in the following sequence: 

1. The username specified in the copy command, if a username is specified. 

2. The usemame set by the ip ftp username command, i f the command is configured. 

3. Anonymous. 

The router sends the first valid password in the following list : 

1. The password specified in the copy command, i f a password is specified. 

2. The password set by the ip ftp password command, i f the command is configured. 

3. The router forms a password username@routemame.domain. The variable usemame is the 
usemame associated with the current session, routemame is the configured host name, and domain 
is the doma in o f the router. 

The usemame and password must be associated with an account on the FTP server. Ifyou are writing to 
the server, the FTP server must be properly configured to accept the FTP write request from the user on 
the router. 

If the server h as a directory structure, the configuration file o r image is written to o r copied from the 
directory associated with the username on the server. For example, i f the system image resides in the 
h o me directory of a user on the server, specify that user name as the remo te username. 

Refer to the documentation for your FTP server for more details . 

Use the ip ftp username and ip ftp password global configuration commands to specify a username and 
password for ali copies. Include the username in the copy command ifyou want to specify a username 
for that copy operation only. 
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Storing lrnages on Servers 

Use the copy flash: destination-ur/ com.mand (for example, copy flash: tftp:) to copy a system image 
or boot image from Flash memory to a netWoriE-ser'v~r. Use the copy ofthe image as a backup copy. Also, 
use it to verify that the copy in Flash memory is the same as that in the original file . 

Copying from a Server to flash Memory 

Use the copy destination-urljlash: command (for example, copy tftp: flash:) to copy an image from a 
server to Flash memory. 

On Class B file system platforms, the system provides an option to erase existing Flash memory before 
writing onto it. 

Note Verify the image in Flash memory before booting the image. 

& 
Caution 

Verifying lmages 

When copying a new image to your router, you should confirm that the image was not corrupted during 
the copy process. Depending on the destination filesystem type, a checksum for the image file may b .. 
displayed when the copy command completes. You can verify this checksum by comparing it to the 
checksum value provided for your image file on Cisco.com. 

I f the checksum values do not match, do not reboot the router. Instead, reissue the copy command 
and compare the checksums again . Ifthe checksum is repeatedly wrong, copy the original image back 
into Flash memory before you reboot the router from Flash memory. Ifyou have a corrupted image 
in Flash memory and try to boot from Flash memory, the router will start the system image contained 
in ROM (assuming booting from a network server is not configured). IfROM does not contain a fully 
functional system image, the router might not function and will need to be reconfigured through a 
direct console port connection. 

An altemate method for file verification isto use the UNIX 'dift' command. This method can also be 
applied to file types other than Cisco lOS images. Ifyou suspect that a fileis corrupted, copy the suspect 
file and the original file to a Unix server. (The file names may need to be modified if you try to save the 
files in the same directory.) Then run the Unix 'diff command on the two files. I f there is no difference, 
then the file has not been corrupted. 

Copying a Configuration File from a Server to the Running Configuration 

Use the copy { ftp: I rcp: I tftp:} running-config command to load a configuration file from a networ 
server to the running configuration of the router (note that running-config is the alias for the 
system:running-config keyword). The configuration will be added to the running configuration as ifthe 
commands were typed in the command-line interface (CLI). Thus, the resulting configuration file will 
be a combination ofthe previous running configuration and the loaded configuration file, with the loaded 
configuration file having precedence. 

You can copy either a host configuration file ora network configuration file. Accept the default value of 
host to copy and load a host configuration file containing commands that apply to one network server in 
particular. Enter network to copy and load a network configuration file containing commands that apply 
to ali network servers on a network. 
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Copying a Configuration Filf!,froilta ServeJ,tb t~ Startup Configuration 

Use the copy {ftp: I rcp: I 'tttpi}_~~~~~-tartup-config command to copy a configuration file from a 
network server to the router startup configuration. These commands replace the startup configuration file 
with the copied configuration file . 

Storing the Running or Startup Configuration on a Server 

Use the copy system:running-config {ftp: I rcp: I tftp:} command to copy the current configuration 
file to a network server using FTP, rcp, or TFTP. Use the copy nvram:startup-config { ftp: I rcp: I tftp:} 
command to copy the startup configuration file to a network server. 

The configuration file copy can serve as a backup copy. 

Saving the Running Configuration to the Startup Configuration 

Use the copy system:running-config nvram:startup-config command to copy the running 
configuration to the startup configuration. 

Some specific commands might not get saved to NVRAM. You will need to enter these commands 
again i f you reboot the machine. These commands are noted in the documentation. We recommend 
that you keep a listing o f these settings so you can quickly reconfigure your router after rebooting. 

Ifyou issue the copy system:running-config nvram:startup-config command from a bootstrap system 
image, a warning will instruct you to indicate whether you want your previous NVRAM configuration 
to be overwritten and configuration commands to be lost. This warning does not appear ifNVRAM 
contains an invalid configuration or i f the previous configuration in NVRAM was generated by a 
bootstrap system image . 

On ali platforms except Class A file system platforms, the copy system:running-config 
nvram:startup-config command copies the currently running configuration to NVRAM. 

On the Class A Flash file system platforms, the copy system:running-config nvram:startup-config 
command copies the currently running configuration to the location specified by the CONFIG_FILE 
environment variable. This variable specifies the device and configuration file used for initialization. 
When the CONFIG_FILE environment variable points to NVRAM or when this variable does not exist 
(such as at first-time startup ), the software writes the current configuration to NVRAM. I f the current 
configuration is too large for NVRAM, the software displays a message and stops executing the 
command. 

When the CONFIG_FILE environment variable specifies a valid device other than nvram: (that is, 
flash:, bootflash:, slotO:, or slotl :), the software writes the current configuration to the specified device 
and filename, and stores a distilled version ofthe configuration in NVRAM. A distilled version is one 
that does not contain access list information. IfNVRAM already contains a copy of a complete 
configuration, the router prompts you to confirm the copy. 

Using CONFIG_FILE, BOOT, and BOOTLDR Environment Variables 

For the Class A Flash file system platforms, specifications are as follows: 

The CONFIG_FILE environment variable specifies the configuration file used during router 
initialization. 

The BOOT environment variable specifies a list of bootable images on various devices. 

The BOOT environment variable specifies a li st of bootable images on various devices. 

The BOOTLDR environment variable specifies the Flash device and filename containing the rxboot 
image that ROM uses for booting. 
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Cisco 3600 routers do not use a dedicated boot helper image (rxboot), which many other routers use 
to help with the boot process. Instead, the BOOTLDR ROM monitor environment variable identifies 
the Flash memory device and filename that are used as the boot helper; the default is the first system 
image in Flash memory. 

To view the contents of environment variables, use the show bootvar EXEC command. To modify the 
CONFIG_FILE environment variable, use the boot config global configuration command. To modify the 
BOOTLDR environment variable, use the boot bootldr global configuration command. To modify the 
BOOT environment variable, use the boot system global configuration command. To save your 
modifications, use the copy system:running-config nvram:star tup-config command. 

When the destination o f a copy command is specified by the CONFIG_FILE o r BOOTLDR environment 
variable, the router prompts you for confirmation before proceeding with the copy. When the destination 
is the only valid image in the BOOT environment variable, the router also prompts you for confirmation 
before proceeding with the copy. 

Using lhe Copy Command with the Dual RSP Feature 

The Dual RSP feature allows you to install two Route/Switch Processar (RSP) cards in a single router 
on the Cisco 7507 and Cisco 7513 platforms. 

On a Cisco 7507 or Cisco 7513 router configured for Dual RSPs, ifyou copy a file to 
nvram:startup-configuration with automatic synchronization disabled, the system asks ifyou also 
want to copy the file to the slave startup configuration. The default answer is yes . I f automatic 
synchronization is enabled, the system automatically copies the file to the slave startup configuration 
each time you use a copy command with nvram:startup-configuration as the destination. 

The following examples illustrate uses o f the copy command. 

Copying an Image from a Server to Flash Memory Examples 

Saving a Copy o f an Image on a Server Examples 

Copying a Configuration File from a Server to the Running Configuration Example 

Copying a Configuration File from a Server to the Startup Configuration Example 

Copying the Running Configuration to a Server Example 

Copying the Startup Configuration to a Server Example 

Saving the Current Running Configuration Example 

Moving Configuration Files to Other Locations Examples 

Copying an Image from the Master RSP Card to the Slave RSP Card Example 

Copying an lmage from a Server to Flash Memory Examples 

) 

The following three examples use a copy rcp:, copy tftp: , or copy ftp: command to copy an image file 
from a server to Flash memory: 

Copying an Image from a Server to Flash Memory Example 

Copying an Image from a Server to a Flash Memory Using Flash Load Helper Example 

Copying an lmage from a Server to a Flash Memory Card Partition Ex ample 
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Copying an lmage from a Server to Flash Memory Example · -: .. ~.-".: .•.•. >"' 
This example copies a system image named file I from the remote rcp server with an IP address o f 
172. 16.1 O 1.1 O I to Flash memory. On Class B file system platforms, the Cisco lOS software allows you 
to first eras e the contents o f Flash memory to ensure that enough Flash memory is available to 
accommodate the system image. 

Router#copy rcp://netadmin®l72.16.101.101/filel flash:filel 

Destination file name [file1]? 
Accessing file 'file1' on 172.16.101.101 ... 
Loading file1 from 172.16.101.101 (via EthernetO): [OK] 

Erase flash device before writing? [confirm] 
Flash contains files. Are you sure you want to erase? [confirm] 

Copy 'file1' from server 
as 'file1' into Flash WITH erase? [yes/no] yes 

Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee ... erased 
Loading file1 from 172.16.101.101 (via EthernetO): ! 

[OK - 984/8388608 bytes] 

Verifying checksum . . . OK (Ox14B3) 
Flash copy took 0:00:01 [hh:mm:ss] 

Copying an lmage from a Server to a Flash Memory Using Flash Load Helper Example 

The following example copies a system image into a partition ofFiash memory. The system will prompt 
for a partition number only i f there are two or more read/write partitions or one read-only and one 
read/write partition and dual Flash bank support in boot ROMs. I f the partition entered is not valid, the 
process terminates. You can enter a partition number, a question mark {?) for a directory display of ali 
partitions, o r a question mark anda number (?number) for directory display o f a particular partition. The 
default is the first read/write partition. In this case, the partition is read-only and has dual Flash bank 
support in boot ROM, so the system uses Flash Load Helper. 

Router# copy tftp: flash: 

System flash partition information: 
Partition Size Used Free 

1 4096K 2048K 2048K 
2 4096K 2048K 2048K 

Bank-Size 
2048K 
2048K 

State 
Read Only 
Read/Write 

Copy-Mode · 
RXBOOT-FLH 
Direct 

[Type ?<nO> for partition directory; ? for fu11 directory; q to abort] 
Which partition? [default = 2] 

**** NOTICE **** 
Flash load helper v1.0 
This process will accept the copy options and then terminate 
the current system i mage to use the ROM based image for the copy. 
Routing functionality will not be available during that time. 
If you are logged in via telnet, this connection will terminate. 
Users with console access can see the results of the copy operation. 

- -- - ******** 
Proceed? [confirm] 
System flash directory, partition 1: 
File Length Name/status 

1 3459720 master/igs-bfpx.100-4.3 
[3459784 bytes used, 734520 available, 4194304 tota l] 
Address or name of remate host [255.25 5.255 . 255]? 172 . 16.1.1 
Source file name? master/igs-bfpx-100.4.3 
Destination file name [default = source name]? 

Loading master /igs -bfpx. 100-4 .3 from 172.16.1.111: 

i CPMi --= I Fls: 

I ~· _-:- 3 6 9 7 
Doe: 
----~·-··-·--
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,/ ·:. · ., ··,..,, 
Erase f l ash device before writing? [confirm] 1 0'-- .. ,, 
Fl ash contains files. Are you sure? [confirm] / "\)-- W . 
Copy 'master/igs-bfpx.100-4 . 3' from TFTP s e rver , (;J 
as 'master/ igs-bfpx . 100-4.3 ' into Flash WITH erase? [yes/no] _ yes~ 

\ 

Copying an lmage from a Server to a Flash Memory Card Partition Example 

The fo llowing example copies the fi le c3600-i-mz from the rcp server at IP address 172.23 .1.129 to the 
Flash memory card in slot O of a Cisco 3600 series router, which h as only one partition. As the operation 
progresses, the Cisco lOS software asks you to erase the files on the Flash memory PC card to 
accommodate the incoming fi le. This entire operation takes 18 seconds to perform, as indicated at the 
end o f the example. 

Router# copy rcp : s1o t 0: 

PCMCIA SlotO flash 

Partition Size Used Free Bank-Size State Copy Mode 
1 4096K 3068K 1027K 4096K Read/Write Direct 
2 4096K 1671K 2424K 4096K Read/Write Direct 
3 4096K OK 4095K 4096K Read/Write Direct 
4 4096K 3825K 270K 4096K Read /Write Direct 

[Type ?<nO> for part ition directory; 
Which partition? [default ; 1] 

for full directory; q to abort] 

PCMCIA Sl otO f l ash directory, partition 1: 
Fi l e Le ngth Name/statu s 

1 3142288 c3600-j-mz . test 
[3142352 bytes used, 1051952 avai l able, 4194304 total] 
Address or name of remate host [172 .23. 1.129]? 
Source file n a me? / tftpboot / images /c3 6 00 - i -mz 
Destination fi l e name [/tftpboot/images/c3600-i-mz]? 
Accessing file '/tftpboot/images/c3600-i - mz' on 172 .23.1.129 ... 
Connected to 172.23.1.129 
Loading 1711088 byte file c3600-i-mz: ! [OK] 

Erase flash device before writing? [confirm] 
Flash contains files . Are you sure you want to erase? [confirm] 

Copy '/tftpboot/images/c3600-i-mz ' from server 
as '/tftpboot/images/c3600-i-mz' into Flash WI TH erase? [yes /no] yes 

Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee . . . erased 
Connected to 172 .23 . 1.129 
Loading 1711088 byte file c3600-i - mz: 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! . 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

Verifying checksum... OK (OxF89A) 
Flash dev ice copy took 00:00:18 [hh:mm :ss] 
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Saving a Copy of an lmage on a Server Examples . ' { '1 ~L\ V ;, ·. ·:: 
The followmg four examples use copy commands to copy 1mage files to a server\ fo{,_storage: / i 
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Copy an lmage from Flash Memory to an rcp Server Example ·,\ .. , ·_,., 
....... ... -

Copy an lmage from a Partition o f Flash Memory to a Server Example 

Copying an lmage from a Flash Memory File System to an FTP Server Example 

Copying an lmage from Boot Flash Memory to a TFTP Server Example 

Copy an lmage from Flash Memory to an rcp Server Example 

Thc following example copies a system image from Flash Memory to an rcp server using the default 
rcmote usemame. Because the rcp server address and filename are not included in the command, the 
router prompts for it. 

Router# copy flash: rcp: 

IP address of remote host [255 . 255.255.255]? 172.16.13.110 
Name of file to copy? gsxx 
writing gsxx - copy complete 

Copy an Jmage from a Partition of Flash Memory to a Server Example 

The following example copies an image from a particular partition o f Flash memory to an rcp server 
using a remote usemame ofnetadminl. 

The system will prompt i f there are two or more partitions. I f the partition entered is not valid, the 
process terminates. You have the option to enter a partition number, a question mark (?) for a directory 
display o f ali partitions, o r a question mark and a number (?number) for a directory display o f a 
particular partition. The default is the first partition. 

Router# configure terminal 
Router# ip rcmd remote-username netadminl 
Router# end 
Router# copy flash: rcp: 
System flash partition information: 
Partition Size Used Free Bank-Size State Copy-Mode 

1 4096K 2048K 2048K 2048K Read Only RXBOOT-FLH 
2 4096K 2048K 2048K 2048K Read/Write Direct 

[Type ?<number> for partition directory; ? for full directory; q to abort] 
Which partition? [1] 2 

System flash directory, partition 2 : 
File Length Name/status 

1 3459720 master/igs-bfpx.100-4 . 3 
[3459784 bytes used, 734520 available, 4194304 total] 
Address or name of remote host [ABC . CISCO . COM]? 
Source file name? master/igs-bfpx.l00-4.3 
Destination file name [master/igs-bfpx.100 - 4.3]? 
Verifying checksum fo r 'master/igs-bfpx.100-4. 3 ' (f ile # 1 ) ... OK 
Copy 'maste r /igs-bfpx.100-4.3' from Flash to ser ver 
as 'master/igs-bfpx.100-4.3'? [yes/no] yes 
! ! ! ! ... 

Upload to server done 
Flash copy took 0:00:00 [hh:mm:ss] 

Copying an lmage from a Flash Memory File System to an FTP Server Example 

The following example copies the file c3600-i-mz from partition I ofthe Flash memory card in slot O to 
an FTP serve r at JP address I 72.23 .1.129 . 
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Router# show slotO: partition 1 

PCMCIA SlotO flash directory, partition 1: 
File Length Name / status 

1 1711088 c3600-i-mz 
[1711152 bytes used, 2483152 available, 4194304 total] 

Cisco lOS File Syslem Commands 

Router# copy slotO: 1: c3600- i -mz ftp: I /myuser:mypass®l72 :·23. L 129/c3600 -i-mz 
Verifying checksum for '/tftpboot/cisco_rules/c3600-i-mz ' (Üle·· #·· lf.. . OK 
Copy '/tftpboot/cisco_rules/c3600-i-mz' from Flash to ser ver 

as 'c3700-i-mz'? [yes/no] yes 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !. ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

Upload to server done 
Flash device copy took 00:00:23 [hh:mm:ss] 

Copying an lmage from Boot Flash Memory to a TFTP Server Example 

The following example copies an image from boot Flash memory to a TFTP server: 

Router#copy bootflash:filel tftp://192.168.117.23/file l 

Verifying checksum for 'file1' (file# 1) . .. OK 
Copy 'file1' from Flash to server 

as 'file1'? [yes/no]y 
! ! ! ! . . . 

Upload to server done 
Flash copy took 0:00:00 [hh :mm:ss ] 

Copying a Configuration File from a Server to the Running Configuration Example 

The following example copies and runs a configuration filename host1-confg from the netadminl 
directory on the remo te server with an IP address o f 172.16.1 O 1.1 O 1: 

Router#copy rcp://netadminl®l72.16.101.101/hostl-confg system:running-config 

Configure using host1-confg from 172 .1 6 . 101.101? [confirm ] 
Connected to 172.16.101.101 
Loading 1112 byte file host1-confg:! [OK] 
Router# 
%SYS -5- CONFIG: Configured from host1-config by rcp from 172.16.101 . 101 

Copying a Configuration File from a Server to the Startup Configuration Example 

The following example copies a configuration file host2-confg from a remote FTP server to the startup 
configuration . The IP address is 172.16.1 O 1.101, the remo te usem ame is netadmin I, and the remote 
password is ftppass. 

Router# copy ftp://netadminl:ftppass@l72.16.101.101/host2-confg nvram:startup-config 
Con f igure using rtr2 - confg from 17 2 .16.101. 10 1 ?[confirm] 
Connec t ed to 172.16. 101 .10 1 
Loading 11 12 byt e f ile rt:r2 -confg:! [O K] 
[OK] 
Router# 
%SYS - 5-CONFIG_NV:Non-volatile s to r e conf igured from r tr2- config by 
FTP from 172.16.101.101 

Copying the Running Configuration to a Server Example 

The following example specifies a remote usemame of netadmin 1. Then it copies the running 
configuration file named rtr2-confg to the netadmin 1 directory on the remote host with an IP address of 
l 72. 16. 1 O l.l O I. 
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copy • 

Router# configure terminal 
Router(config)# ip rcmd remote-username netadmin1 
Rout:er I conf ig) # end 

Router# copy system:running - config rcp: 
Remete host[]? 172.16.101.101 

Name of configuration file to write [Rtr2-confg]? 
Write file rtr2-confg on host 172.16.101.101?[confirm] 
Building configuration ... [OK] 
Connected to 172.16. 101.1 01 

Copying the Startup Configuration to a Server Example 

The following example copies the startup configuration to a TFTP server: 

Router# copy nvram:startup-config tftp: 

Remoce host:[]? 172.16.101.101 

Name of configuration file to write [rtr2-confg]? <Cr> 
Writ:e f i le rtr2-confg on host 172.16.101.10l?[confirm] <Cr> 
! [OK] 

Saving the Current Running Configuration Example 

., -.. ,... . . 

--··--- ·~ · ;.->' 

The following example copies the running configuration to the startup configuration. On a Class A Flash 
file system platform, this command copies the running configuration to the startup configuration 
specified by the CONFIG_FILE variable. 

copy system:running-config nvram : startup-config 

The following example shows the waming that the system provides i f you try to save configuration 
information from bootstrap into the system: 

Router(boot)# copy system:running-config nvram:startup-config 

Warning : Attempting to overwrite an NVRAM configuration written 
by a full system image . This bootstrap software does not support 
the full configuration command set. If you perform this command now, 
some configuration commands may be lost. 
Overwrite the previous NVRAM configuration?[confirm] 

Enter no to escape writing the configuration information to memory. 

Moving Configuration files to Other Locations Examples 

On some routers, you can store copies o f configuration files on a Flash memory device. Five examples 
follow. 

Copying the Startup Configuration to a Flash Memory Device Example 

The following example copies the startup configuration file (specified by the CONFIG_FILE 
environment variable) to a Flash memory card inserted in slot 0: 

copy nvram:st:artup -config s lotO:router-confg 

Copying the Running Configuration to a flash Memory Device Example 

The following example copies the running configuration from the router to the Flash memory PC card 
in slot 0: 

Router# copy system:running-config slotO : berlin-cfg 

Building configuration . .. 

Cisco lOS Configuration Fundamentais Command 
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·-·------. 

5267 bytes copied in 0.720 secs 
/ ~0 

Copying to the Running Configuration from a Flash Memory Device Example ~V) W 
Thc fol lowing example copies the file named ios-upgrade-1 from the Flash rriemory card in slot O to the 
running configuration: ·. 

Router# c opy slot0:4:ios-upgrade-l system:running- config 

Copy ' ios -upgrade- 1 ' from flash device 
as 'running-config' ? [yes/no] yes 

Copying to lhe Startup Configuration from a Flash Memory Device Example 

The following examp le copies the router-image file from the Flash memory to the startup configuration: 

copy f lash:router-image nvram :s tartup-config 

Copying a Configuration File from one Flash Device to Another Example 

Thc following example copies the file running-config from the first partition in internai Flash memory 
to the Flash memory PC card in slot 1. The checksum o f the file is verified, and its copying time o f~" 
seconds is displayed. 

Router# copy flash: slotl : 

System flash 

Partition Size Used Free Bank-Size State Copy Mode 
1 4096K 30 70K 1025K 4096K Read /Wri te Direct 
2 16384K 1671K 14 712K 8192K Read/Write Direct 

[Type ?<no> for partition directory; ? for full directory; q to abortl 
Which partition? [default = 1] 

System flash directory, partition 1 : 
File Length Name/status 

1 3142748 dirt / images / mars-test/c3600-j-mz . latest 
2 850 running-config 

[3 143728 bytes used, 1050576 available, 4194304 total] 

PCMC I A Sl ot1 f lash directory: 
File Length Name /status 

1 1711088 d irt/images / c3600-i-mz 
2 850 running -config 

[1 7 12068 bytes used, 2482236 available, 4194304 total] 
Source file name? running-config 
Destination fi le name [running-config ] ? 
Ve rifying checksum for 'running-config' (fi le # 2). . . OK 
Erase flash device before writing? [confirm] 
Flash contains fi l es. Are you sure you wan t to erase? [confirm] 

Copy • running - config' from f l ash: device 
as ' running-config ' into s lot1: device WITH erase? [yes/no] yes 

Erasing dev ice ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee eeeeeeeeeeeeeeeeee . .. erased 

[OK - 850/ 4 194304 bytes] 

Flash device copy took 00 : 00:30 [hh:mm: ss] 
Ve rifying checksum . OK (Ox16) 
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/,~· ,:: ~- copy • 
/ .,;::..-~~~.:~ \ 
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Copying an lmage from lhe Master RSP Card to lhe SI ave RSP Card Example \ \ Vj . 
The following example copies the router-image file from the Flash memory ca~. i~Serted in s'ÍQt ·'f ofthe 
mas ter RSP card to slot O o f the slave RSP card in the same router: "'--·- ... _ ..• >'' · 

copy slotl : router-image slaveslotO: 

Command 

boot contig 

boot system 

cd 

copy xmodem: flash: 

copy ymodem: flash: 

delete 

di r 

e rase 

ip rcmd 
remote-username 

reload 

Description 

Specifies the device and filename ofthe configuration file from which the 
router configures itself during initialization (startup ). 

Specifies the system image that the router loads at startup. 

Changes the default directory or file system. 

Copies any file from a source to a destination. 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. 

Displays a list o f files on a file system . 

Erases a file system. 

Configures the remote usemame to be used when requesting a remote 
copy using rcp. 

Reloads the operating system. 

show bootvar Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the 
configuration register setting. 

show (Flash file system) Displays the layout and contents of a Flash memory file system. 

slave auto-sync contig 

verify bootflash: 

Tums on automatic synchronization of configuration files for a 
Cisco 7507 or Cisco 7513 router that is configured for Dual RSP Backup. 

Either o f the identical verify bootflash: or verify bootflash commands 
replaces the copy verify bootflash command. Refer to the verify 
command for more information. 

: ' 369 7 De c: 
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delete 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Cisco lOS File System Commands 

/ 

/ . . .... ~ 
; < r;]' \v 

)).. 
To delete a file from a Flash memory device or NVRAM, use the delete EXEC command. 

' ·, 
detete URL (/force\ /recursive] \"·"'~-

URL 

/force 

/recursive 

EXEC 

Release 

11.0 

IFS URL o f the file to be deleted. Include the filesystem prefix, 
followed by a colon, and, optionally, the name o f a file or directory. 

(Optional) Deletes the specified file or directory with prompting you 
for verification . 

Note Use this keyword with caution: the system will not ask you to 
confirm the file deletion. 

(Optional) Deletes ali files in the specified directory, as well as the 
directory itself. 

Modification 

This command was introduced. 

Ifyou attempt to delete the configuration file or image specified by the CONFIG_FILE or BOOTLDR 
environment variable, the system prompts you to confirm the deletion. Also, ifyou attempt to delete the 
last valid system image specified i.n the BOOT environment variable, the system prompts you to confirm 
the deletion. 

When you delete a file in Flash memory, the software simply marks the file as deleted, but it does not 
erase the file . To !ater recover a "deleted" file in Flash memory, use the undelete EXEC command. You 
can delete and undelete a file up to 15 times. 

To permanently delete ali files marked "deleted" on a linear Flash memory device, use the squeeze 
EXEC command. 

The following example deletes the file named "test" from the Flash filesystem: 

Router# delete flash : test 
Dele t e f las h: test? [con firm] 

Command Description 

cd Changes the default directory or file system. 

di r Di splays a li st o f file s on a fi !e system. 
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• Command 

show bootvar 

squeeze 

undelete 

• 

( 

• 

delete 

Description 

Displays the contents ofthe BOOT environment variable , the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the configuration 
register setting. 

Permanently deletes Flash files by squeezing a Class A Flash file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

Cisco lOS Configuration Fundamentais Command Referenc e;, 
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di r 

Syntax Description 

Defaults 

Command Modes 

Comma'nd History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

/;.-----~,.'\, , 
r I ~ 
r I ~ ev 

To display a list o f files on a file system, use the di r EXEC commao,d.· \ ,1'-j-.: 
' ~ ....... ·-=-:. ....... #·-

di r [/ali] [filesystem: ][file-url] ·, 

/ali 

filesystem: 

file-url 

(Optional) Lists deleted files, undeleted files , and files with errors. 

(Optional) File system or directory containing the fi les to list, 
followed by a colon. 

(Optional) The name ofthe files to display on a specified device . The 
files can be of any type. You can use wildcards in the filename . A 
wildcard character (*) matches ali pattems. Strings after a wildcard 
are ignored. 

The default file system is specified by the cd command. When you omit the /ali keyword, the Cisco l 
software displays only undeleted files . 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use the show (Flash file system) command to display more detail about the files in a particular file 
system. 

The fo llowing is sample output from the dir command: 

Router# dir slotO: 

Directory of s l otO:/ 

1 -rw - 4720148 Aug 29 1997 17:49:36 hampton/ni tro/c7200 - j-mz 
2 -rw- 4767328 Oct 01 19 97 18:42:53 c 7200- js-mz 
5 -rw- 639 Oct 02 1997 12:09:32 rally 
7 -rw- 639 Oct 02 1997 12 :37: 13 the time -

20578304 bytes total (3104544 bytes free) 

Router# dir /al1 s1ot0: 

Directory of slotO :/ 

1 -rw- 4720148 Aug 29 1997 17: 4 9:36 hampton/n i tro / c7200 -j-mz 
2 -rw- 4767328 Oct 01 1997 18:42:53 c7200-js-mz 
3 -rw- 7982828 Oct 01 1997 18:48:14 [rsp- j sv-mz] 
4 -rw- 639 Oct 02 1997 12 : 09: 17 [the time] -
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Related Commands 

5 -rw-

6 -rw-
7 -rw-

639 
639 
639 

Oct 02 1997 12:09:32 
Oct 02 1997 1 2:37:01 
Oct 02 1997 12 : 37:13 

rally 
[the_time) 
the time 

Table 26 describes the significant fields shown in the displays . 

Tãble 26 dir Field Descriptions 

Field Description 

Index number o f the file . 

dir a 

-rw- Permissions. The file can be any o r ali o f the following: 

d-directory 

• r-readable 

w-writable 

• x-executable 

4720148 Size o f the file. 

Aug 29 1997 17:49:36 Last modification date . 

hampton/nitro/c7200-j -mz Filename. Deleted files are indicated by square brackets around the 
filename. 

Command Description 

cd Changes the default directory or file system. 

delete Deletes a file on a Flash memory device. 

undelete Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

' 
J CPMI • CORR~~ 

1 /1 • 3 
I Doe: _ _ 6 7 
l 

·----~-- ---------- .. --
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e rase 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS Fi le System Commands 

To erase a file system, use the erase EXEC com~ãncL- 'Fhé erase nvram: command replaces the write 
erase command and the erase startup-config command. 

erase filesystem: 

filesystem: 

EXEC 

Release 

11.0 

File system name, followed by a colon. For example, flash: or 
nvram: 

Modification 

This command was introduced. ) 
--------------------------------~ 

When a file system is erased, none o f the files in the file system can be recovered. 

The erase command can be used on both Class B and Class C Flash file systems only. To reclaim space 
on Flash file systems after deleting files using the delete command, you must use the erase command. 
This command erases ali o f the files in the Flash file system. 

Class A Flash file systems cannot be erased. You can delete individual files using the delete EXEC 
command and then reclaim the space using the squeeze EXEC command. You can use the format EXEC 
command to format the Flash file system. 

On Class C Flash file systems, space is dynamically reclaimed when you use the delete command. You 
can also use either the format or erase command to reinitialize a Class C Flash fil e system. 

The erase nvram: command erases NVRAM. On Class A file system platforms, ifthe CONFIG_FILE 
variable specifies a file in Flash memory, the specified file will be marked "deleted." 

The following example erases the NVRAM, including the startup configuration located there: 

erase nvram : 

The following example erases ali of partition 2 in internai Flash memory: 

Ro u t e r# erase flash: 2 

System f l ash directory, partition 2: 
Fi l e Length Na me /status 

1 1711088 d irt/ images/c3 60 0 - i -mz 
[1711152 bytes u s ed , 15066064 avai lable, 16777216 tota l ] 

Erase fl a sh device, partition 2? [confirm] 
Are you sure? [yes / no] : yes 
Erasing device . . . eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee . . . erased 

The following exampl e erases Flas h memory when Flas h is partitioned, but no part ition is spec ified in 
th e command : 
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era se 

Router# erase flash: 

System flash partition information : 
Partition Size Used Free Bank-Size 

204BK 
204BK 

State Copy-Mode 
RXBOOT-FLH 
Direct 

1 4096 K 204BK 204BK Read Only 
Read/Write 2 4096K 204BK 2048K 

{Type ? cno > f or partition directory; ? for full directory; q to abort) 
Wh i ch partition? {default = 2) 

Thc system will prompt only i f there are two o r more read/write partitions. Ifthe partition entered is not 
vai id o r is the read-only partition, the process terrninates. You can enter a partition number, a question 
mark ( ?) for a directory display o f ali partitions, o r a question mark and a number (?nurnber) for 
dircctory display o f a particular partition. The default is the first read/write partition. 

System flash directory, partition 2 : 
Fi le Length Name / status 

34 59720 master / igs-bfpx.l00-4.3 
{3459784 bytes used, 734520 available, 4194304 total) 

Erase flash dev ice , partition 2? [confirm) <Return> 

Command 

boot config 

delete 

more 
nvram :startup-con:fig 

show bootvar 

undelete 

Description 

Specifies the device and filename o f the configuration file from which 
the router configures itself during initialization (startup) . 

Deletes a file on a Flash memory device. 

Displays the startup configuration file contained in NVRAM or 
specified by the CONFIG_FILE environment variable . 

Displays the contents o f the BOOT environment variable, the name o f 
the configuration file pointed to by the CONFIG_FILE environment 
variable, the contents o f the BOOTLDR environment variable, and the 
configuration register setting 

Recovers a file marked "deleted" on a Class A or Class B Flash file 
system . 

""' lOS c~"'"'"'~ '""'"m'""" Comm•"' '''"~ ··-~:z-5-··-· \\ 
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erase bootflash 
,,.v 

/ 

erase bootflash 
The erase bootflash: and ~i~se.bootfla.~h commands have identical functions. See the description ofthe 
erase command in this chapter for more inforrnation. 
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file prompt 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

file prompt 

To specify the levei o f prompting, use the file prompt global configuration command. 

file prompt [alert I noisy I quiet] 

alert 

noisy 

quiet 

alert 

Global configuration 

Release 

11.0 

(Optional) Prompts only for destructive file operations. This is the 
default. 

(Optional) Confirrns ali file operation parameters. 

(Optional) Seldom prompts for file operations. 

Modification 

This command was introduced. 

Use this command to change the amount of confirrnation needed for different file operations. 

This command affects only prompts for confirrnation of operations. The router wili always prompt for 
missing information. 

The foliowing example configures confirrnation prompting for ali file operations: 

f ile p r ompt n o i sy 

Cisco lOS Configuration Fundamentais Command Reference, R~ e 
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format 

& 
Caution 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Cisco lOS File Systern Commands 

To fonnat a Class A or Class C Flash file system, use the forma t EXEC command. 

Class C Flash File System 

format.filesystem I: 

Class A Flash File System 

format [ spare spare-number] .filesystem 1: [[fi/esystem2: ][ mon/ib-.fi/ename ]] 

Reserve a certain number ofmemory sectors as spares, so that ifsome sectors fail, most ofthe Flash 
memory card can still be used. Otherwise, you must reformat the Flash card when some ofthe sectors 
fail. 

spare 

spare-number 

.filesystem I: 

.filesystem2: 

monlib-.filename 

(Optional) Reserves spare sectors as specified by the spare-number 
argument when formatting Flash memory. 

(Optional) Number ofthe spare sectors to reserve on formatted Flash 
memory. Valid values are from O to 16. The default value is zero. 

Flash memory to format, followed by a colon . 

(Optional) File system containing the monlib file to use for 
formatting filesystem 1 followed by a colon. 

(Optional) Name ofthe ROM monitor library file (monlib file) to use 
for formatting the .fi/esysteml argument. The default monlib fileis the 
one bundled with the system software. 

When used with HSA and you do not specify the mon/ib-.fi/ename 
argument, the system takes ROM monitor library file from the slave 
image bundle. I f you specify the mon/ib-.fi/ename argument, the 
system assumes that the files reside on the slave devices . 

The default monlib file is the one bundled with the system software. 

The default number o f spare sectors is zero (0) . 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use this command to format Class A or C Flash memory file systems. 
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& 
Caution 

Examples 

Related Commands 

formal • 

"~~ .~p.VJ Cu : ' 
In some cases, yo\/ rllü?;ht need t/in.4ert a new PCMCIA Flash memory card and load images or backup 
configuration files l'>.Qtcl-it. Befo~9 you can use a new Flash memory card, you must format it. 

Sectors in Flash mem~ry.cãréí~- ·can fail. Reserve certa in Flash memory ss,é,(ó):$ iir~~~ares" by using the 
optional spare argument on the format command to specify O.J:e;,]~e~t~'i!is~spáres . Ifyou reserve a 
small number o f spare sectors for emergencies, you can still use"'lnqs f':nrSF1ash·memory card. I f you 
specify O spare sectors and some sectors fail, you must reformat the Flash memory card, thereby erasing 
ali existing data. 

The monlib file is the ROM monitor library. The ROM monitor uses this file to access files in the Flash 
file system. The Cisco lOS system software contains a monlib file . 

In the command syntax,filesystemi: specifies the device to format andfilesystem2: specifies the optional 
device containing the monlib file used to formatfilesystemi:. Ifyou omit the optionalfilesystem2: and 
monlib-filename arguments, the system formatsfilesystemi : using the monlib file already bundled with 
the system software. Ifyou omit only the optional filesystem2: argument, the system formatsfilesystem I: 
using the monlib file from the device you specified with the cd command. lfyou omit only the optional 
monlib-filename argument, the system formatsfilesystemi: using thefilesystem2: monlib file . When you 
specify both arguments-filesystem2: and monlib-filename-the system formatsfilesystemi: using the 
monlib file from the specified device. You can specify filesystem I : 's own monlib file in this argument. 
I f the system cannot find a monlib file, it terminates its formatting. 

You can read from or write to Flash memory cards formatted for Cisco 7000 series Route Processar 
(RP) cards in your Cisco 7200 and 7500 series routers, but you cannot boot the Cisco 7200 and 7500 
series routers from a Flash memory card formatted for the Cisco 7000 series routers. Similarly, you 
can read from or write to Flash memory cards formatted for the Cisco 7200 and 7500 series routers 
in your Cisco 7000 series routers, but you cannot boot the Cisco 7000 series routers from a Flash 
memory card formatted for the Cisco 7200 and 7500 series routers. 

The following example formats a Flash memory card inserted in slot 0: 

Router# format slotO: 

Running config file on this device, proceed? [confirm)y 
All sectors will be erased, proceed? [confirm)y 
Enter volume id (up to 31 char acters) : <Return> 
Formatting sector 1 (erasing) 
Fermat device slot O completed 

When the console returns to the EXEC prompt, the new Flash memory card is formatted and ready for 
use. 

Command 

cd 

copy 

delete 

show file systems (Flash file 
system) 

Description 

Changes the default directory or file system. 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. 

Lists available file systems. 

l 
i 
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Command 

squeeze 

undelete 

Cisco lOS File System Commands 

·- .. Desàiption 

Permanently deletes Flash files by squeezing a Class A Flash 
file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash 
file system. 
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/ /'' /'\} "\.~ 
1· f ' F ' ·. 
; t ( ~'b r. . ' . ~ . , ·. i V.) , l.J i1 . 

' * fsck \."~.> . __ ./,. 
To check a Class C Flash file system for da-;;:;age·a~d repair any problems, use the fsck EXEC command. 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Exa~ples 

fsck [/nocrc] fi/esystem: 

/nocrc (Optional) Omits cyclic redundancy checks (CRCs). 

fi/esystem: The file system to check. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

The following example checks the Flash file system: 

Router# fsck flash: 

Fsck operation may take a while. Continue? Iconfirm] 
flashfs[4]: O files, 2 directories 
flashfs[4]: O orphaned files, O orphaned directories 
flashfs[4] : Total bytes: 8128000 
flashfs[4]: Bytes used: 1024 
flashfs [4]: Bytes available: 81269 76 
f lashfs[4] : flashfs fsck took 23 seconds . 
Fsck of f lash : complete 
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• mkdir 

mkdir 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Cisco lOS f ile System Commands 

To c reate a new directory in a C las~ C Flasfi"fÚe system, use the mkdir EXEC command. 

mkdir directory 

directory The name o f the directory to create. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

I f you do not specify the directory name in the command line, the router prompts you for it. 

The following example creates a directory named newdir: 

Router# mkdir newdir 

Mkdir file name [newdir)? 
Created dir flash : newdir 
Router# dir 
Directory of flash: 

2 drwx o Mar 13 1993 13 : 16 : 21 newdir 

81 2 8000 bytes total (8 126976 bytes free) 

Command Description 

di r Displays a listo f files on a file system. 

rmdir Removes an existing directory in a Class C Flash file system. 
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more 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

more • 

....---~ 

/< ' ,,.:. --!~ " \ 
,"" .... q,,~ 

, ( <oAYr,) ' 
\ '· J).. 

To display a file, use the more EXEC comrh?nd; .. 
' \ , '• 

more [/ascii I /binary I /ebcdic]file-url 

/asdi (Optional) Displays a binary file in ASCII fonnat. 

/binary (Optional) Displays a file in hex/text format. 

/ebcdic (Optional) Displays a binary file in EBCDIC fonnat. 

file-url The URL of the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The more system:running-config command displays the same output as the show running-config 
command. The more nvram:startup-config command replaces the show startup-config command and 
the show configuration command. 

You can use this command to display configuration files, as follows: 

• The more nvram:startup-config command displays the startup configuration file contained in 
NVRAM or specified by the CONFIG_FILE environment variable. The Cisco lOS software infonns 
you whether the displayed configuration is a complete configuration or a distilled version. A 
distilled configuration is one that does not contain access lists . 

• The more system:running-config command displays the running configuration. 

These commands show the version number ofthe software used when you last changed the configuration 
file . 

You can display files on remote systems using the more command. 

The following partia! sample output displays the configuration file named startup-config in NVRAM: 

Router# more nvram:startup-config 

No configu r at ion c h ange s i nce l ast r e start 
NVRAM c onfig last upda ted a t 02:03: 26 PDT Thu Oct 2 1 997 

version 12.1 
service timestamps debug upti me 
service timestamps l og uptime 
service password-enc ryption 
service udp - s ma ll -se rve rs 
se rvice tcp-smal l -servers 

--'""" '-~ ... , .. ~~··-· ---r>~J 
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• more 

Related Commands 

Cisco lOS Fi le System Commands 

.. ' 

end 

The following is partia! sample output from the more nvram:sta rtup-config command when the 
configuration file has been compressed: 

Router# more nvram:startup-config 

Using 21542 out of 65536 bytes, uncompressed size 142085 bytes 

version 12 . 1 
service compress - config 

hostname rose 

The following partia! sample output displays the running configuration: 

Router2# more system:running-config 

Building configuration .. . 

Current configuration: 

version 12.1 
no service udp-small-servers 
no service tcp-small-servers 

hostname Router2 

end 

Command 

boot config 

service 
compress-config 

show bootvar 

Description 

Specifies the device and filename o f the configuration file from which the 
router configures itself during initialization (startup). 

Compresses startup configuration files. 

Displays the contents o f the BOOT environment variable, the na me o f the 
configuration file pointed to by the CONFIG_FILE environment variab le, 
the contents ofthe BOOTLDR environment variable , and the configuration 
regi ster setting. 
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pwd 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

pwd • 

To show the current setting o f the cd command, use the pwd EXEC command. 

pwd 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use the pwd command to show which directory or file system is specified as the default by the cd 
command. For ali EXEC commands that have an optionalfi/esystem argument, the system uses the file 
system specified by the cd command when you omit the optionalfilesystem argument. 

For example, the dir command contains an optionalfilesystem argument and displays a list offiles on a 
particular file system. When you omit thisfilesystem argument, the system shows a list ofthe files on the 
file system specified by the cd command . 

The following example shows that the present working file system specified by the cd command is slot 0: 

Router> pwd 
slotO:/ 

The following example uses the cd command to change the present file system to slot I and then uses 
the pwd command to display that present working file system: 

Router> cd slotl: 
Router> pwd 
slotl:/ 

Command 

cd 

di r 

Description 

Changes the default directory or file system. 

Displays a list offiles on a file system. 



• rename 

rena me 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

.~--· ~ ... ..,.,.~~ ..... ..... 
'• . Cisco lOS Fi le System Commands 

_,.· 
/ 

....... -

To rename a file in a Class C Flash file system, use the rename EXEC command. 

rename urll ur/2 

urll The original path and filename . 

ur/2 The new path and filename . 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

In the following example, the file named Karen . l is renamed test: 

Router# di r 

Directory o f diskO :/Karen.dir / 

o - rw - o Jan 21 1998 09 : 51:29 Karen . 1 
o -rw - o Jan 21 1998 09 : 51 : 29 Karen . 2 
o -rw- o Jan 21 1998 09 : 51: 2 9 Karen . 3 
o -rw- o Jan 21 1998 09 : 51 : 31 Karen . 4 

243 - rw - 165 Jan 21 1998 09 : 53 : 17 Karen.cur 

34 049 22 88 byte s tota l (32 84008 96 byte s free) 

Router# rename diskO:Karen.dir/Karen.1 diskO:Karen . di r /test 
Rout e r # dir 

Di r e c t ory of diskO:/Karen . d i r / 

o -rw- o Jan 21 1 998 09:51 : 29 Ka r en. 2 
o - rw - o Jan 21 1998 09 : 51 : 29 Karen . 3 
o -rw - o Jan 21 1998 09 :51:31 Ka ren . 4 

243 -rw- 165 Jan 21 1998 09 : 53:17 Ka ren. c u r 
o -rw- o Apr 24 1998 09 : 49:19 t est 

340492288 bytes total (328384512 bytes free) 
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rmdir 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

/ . ,) ' ;..... .• . .:.(:,. "\. 
! / \l) \ \ 
l ( 0~ cv. ;: 
.... ·,, \ .À l _; i' 

... À -1 :• 

'\ "':1"~... "-~ ./ 

rmdir • 

' ··"""· ·~.... ... -~-~i' 
To remove an existing directory in a.C:Tãss·"C'Fiash file system, use the rmdir EXEC command. 

rmdir directory 

directory Directory to delete. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

The following example deletes the directory named newdir: 

Router# dir 

Directory of flash: 

2 drwx o Mar 13 1993 13:16:21 newdir 

8128000 bytes total (8126976 bytes free) 
Router# rmdir newdir 
Rmdir file name [newdir]? 
Delete flash:newdi r? [confirm] 
Removed dir flash : newdir 
Router# dir 
Directory of flash: 

No files in directory 

8128000 bytes total (8126976 by tes free) 

Command Description 

di r Displays a list of files on a file system. 

mkdir Creates a new directory in a Class C Flash file system. 
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show configuration 

show configuration 
Thc show configuration command is replaced by the show startup-config and more 
nvram:startup-config commands. See the description ofthe show startup-config and more commands 
for more information . 
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show file descriptors 
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show file descriptors 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To display a list o f open file descriptors, use--tÍle..sho1{ file descriptors EXEC command. 

show file descriptors 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

File descriptors are the internai representations of open files . You can use this command to learn i f 
another user has a file open. 

The following is sample output from the show file descriptors command: 

Router# show file descriptors 

File Descriptors : 

FD Position 
o 187392 
1 184320 

Open 
0001 
030A 

PIO . Path 
2 tftp ://dirt / hampton/c4000-i-m.a 
2 flash:c4000-i-m . a 

Table 27 describes the significant fields shown in the display. 

Tãble 27 show file descriptors Field Descriptions 

Field Description 

FD File descriptor. The file descriptor is a small integer used to specify 
the file once it has been opened. 

Position Byte offset from the start o f the file . 

Open Flags supplied when opening the file. 

PID Process ID of the process that opened the file . 

Path Location of the file . 
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show file information 

show fi I e information 

Syntax Description 

Command Modes 

Command History 

Examples 

To display infonnation about a file, use the show file information EXEC command. 

show file information.file-url 

file-url The URL of the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The following is sample output from the show file information command: 

Router# show file information tftp://dirt/hampton/c2500 -j-l.a 

tftp://dirt/hampton/c2500-j-l.a: 
type is image (a.out) [relocatable, run from flash] 
file size is 8624596 bytes, run size is 9044940 bytes [8512316+112248+420344] 
Foreign image 

Router# show file information slotO:c7200-js-mz 

slotO:c7200-js-mz: 
type is image (elf) [] 
file size is 4770316 bytes, run size is 4935324 bytes 
Runnable image, entry point Ox80008000, run from ram 

Router1# show file information nvram:startup-config 

nvram:startup-config: 
type is ascii text 

Table 28 describes the possible file types . 

Tãble 28 Possible File lJ'pes 

Types Description 

image (a.out) Runnabl e image in a.out fonnat. 

image (elf) Runnable image in elf fonnat. 

ascii text Configuration file or other text file. 

coff Runnab le image in coff format. 

ebcdic Text generated on an IBM mainframe. 

lzw compression Lzw compressed file. 

ta r Text archive file used by the Channel Interface Processar (CIP) . 
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show file systems 

show file systems 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To list available file systems, use the show file systems command in EXEC mode. 

show file systems 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

Use this command to leam the alias names (Prefixes) ofthe file systems your router supports. 

The following is sample output from the show file systems command: 

Router# show file systems 

File Systems: 

Size(b) 

4194304 
131066 

Free(b) 

4190616 
129185 

Type 
opa que 
opa que 
opaque 
opaque 

network 
network 
network 

flash 
nvram 

opaque 

Flags Prefixes 
rw null: 
rw system: 
r o xmodem: 
r o ymodem: 
rw tftp: 
rw rcp: 
rw ftp: 
rw flash : 
rw nvram: 
wo lex: 

Table 29 describes the significant fields shown in the display. 

Tãble 29 show lí!e systems Field Descriptions 

Type Description 

Size(b) Amount o f memory in the file system (in bytes). 

Free(b) Amount o f free memory in the file system (in bytes) . 

Type Type o f file system. 

Flags Permissions for file system. 

Prefixes Alias for file system. 

disk The file system is for a rotating medium. 

fla sh The file system is for a Flash memory device. 
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show file systems 

....... -· 
lãble 29 show file systems Field Descriptions (cÕntinued) 

Type Description 

network The file system is a network file system (TFTP, rcp, FTP, and so 
on). 

nvram The file system is for an NVRAM device. 

opaque The file system is a locally generated "pseudo" fi le system (for 
example, the "system") ora download interface, such as brimux. 

rom The file system is for a ROM or EPROM device. 

tty The file system is for a collection o f terminal devices. 

unknown The file system is o f unknown type. 

Table 30 describes file system flags. 

lãble 30 Possible File System Flags 

Flag Description 

ro The file system is Read Only. 

rw The file system is Write Only. 

wo The file system is Read/Write. 
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squeeze 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Lt 

squeeze 

' •· . __ __ _ .... . ·"'' 

To permanently erase files tagged as "deleted" or "error" on Class A Flash file systems, use the squeeze 
command in EXEC mode. 

squeeze [/nolog] [/quiet] filesystem: 

/nolog 

/quiet 

filesystem: 

EXEC 

Release 

li. I 

12.2(1) 

12.2(4)XL 

12.1(9), 12.0(17)S 
12.0( 17)ST, 12.2(2), 
12.2(2)T, 12.2(2)B, 
12.1(9)E 

(Optional) Disables the squeeze log (recovery data) and accelerates 
the squeeze process. 

(Optional) Disables status messages during the squeeze process. 

The Flash file system, followed by a colon. Typically flash: or slotO:. 

Modification 

This command was introduced. 

This command was implemented in images for the Cisco 2600 and Cisco 
3600 series. 

This command was implemented in images for the Cisco 1700 series . 

The /nolog and /quiet keywords were added. 

When Flash memory is full, you might need to rearrange the files so that the space used by the files 
marked "deleted" can be reclaimed. (This "squeeze" process is required for linear Flash memory cards 
to make sectors contiguous; the free memory must be in a "block" to be usable.) 

When you enter the squeeze command, the router copies ali valid files to the beginning ofFlash memory 
and erases ali files marked "deleted." After the squeeze process is completed, you tan write to the 
reclaimed Flash memory space. 

Caution After performing the squeeze process you cannot recover deleted files using the undelete EXEC 
mode command. 

In addition to removing deleted files, the squeeze command removes any files that the system has 
marked as "error". An error fileis created when a file write fails (for example, the device is full). To 
remove error files, you must use the squeeze command. 

Rewriting Flash memory space during the squeeze operation may take severa! minutes. 

Using the /nolog keyword disables the log for the squeeze process. In most cases this will speed up the 
squeeze process. However, i f power is lost o r the Flash card is removed during the squeeze process, ali 
the data on the Flash card will be lost, and the device will have to be reformatted . 
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Examples 

_,..,., .... :·· ~-- - · ~...., ...... ,_ 
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/ 

~ .. 
Note Using the /nolog keyword makes the squeeze process uninterruptible. 

Step 1 

Step 2 

U sing the /quiet keyword disables the output o f status messages to the console during the squeeze 
process. 

If the optional keywords are not used, the progress o f squeeze process will be displayed to the console, 
a log for the process will be maintained, and the squeeze process is interruptible. 

On Cisco 2600 or Cisco 3600 series routers, the entire file system needs to be erased once before the 
squeeze command can be used. After being erased once, the squeeze command should opera te properly 
on the Flash file system for the rest o f the Flash file system 's history. 

To erase an entire flash file system on a Cisco 2600 or 3600 series router, perform the following steps: 

Ifthe Flash file system has multiple partitions, enter the no partition command to remove the partitions. 
The reason for removing partitions is to ensure that the entire Flash file system is erased. The squeeze 
command can be used in a Flash file system with partitions after the Flash file system is erased once. 

Enter the erase command to erase the Flash file system. 

In the following example, the file named "config I" is deleted, and then the squeeze command is used to 
reclaim the space used by that file. The /nolog option is used to speed up the squeeze process. 

Router# delete configl 
Delete filename [config1)? 
Delete slotO:conf? [confirm) 
Router# dir slotO: 
! Note that the deleted file name appears in square bra ckets 
Directory of slotO :/ 

1 -rw-
2 -rw-

4300244 Apr 02 2001 03:18:07 c720 0 - boot-mz .122-0.14 
2199 Apr 02 2001 04:45:15 [config1] 

3 -rw- 4300244 Apr 02 2001 04:45:23 image 
20578304 bytes total (11975232 bytes free) 
!20,578,304 - 4,300 ,244 - 4,300,244 - 2,199 - 385 = 11975232 

Router# squeeze /nolog slotO: 
%Warning: Using /nolog option would render squeeze operation uninterruptible. 
All deleted files will be removed. Continue? [confirm] 
Squeeze operation may take a whi le. Continue? [confirm] 

Squeeze of s lotO completed in 291.832 secs . 
Router# dir slotO: 
Directory of s lotO :/ 

1 - rw-
2 -rw-

43 00244 
43.00244 

Apr 02 2001 03:18:07 c7200-boot-mz.122 - 0 . 14 
Apr 02 20 01 04:45 : 23 image 

2057 8304 bytes total (11977560 bytes free) 
!20,578,304 - 4,300,244 - 4,300, 244 - 256 = 11977560 
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• Related Commands Command 

delete 

di r 

undelete 

( 

squeeze • 

Description 

Deletes a file on a Flash memory device. 

Displays a list of file s on a file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 
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• undelete 

undelete 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

.,,, Cisco lOS Fi le System Commands 

To recover a file marked "deleted" on a Class A or Class B Flash file system, use the undelete EXEC 
command. 

undelete index (filesystem:] 

index 

filesystem: 

A number that indexes the file in the dir command output. 

(Optional) A file system containing the file to undelete, followed by 
a colon . 

The default file system is the one specified by the cd command. 

EXEC 

Release Modification 

11.0 This command was introduced. 

) 

For Class A and B Flash file systems, when you delete a file, the Cisco lOS software simply marks the 
file as deleted, but it does not erase the file. This command allows you to recover a "deleted" file on a 
specified Flash memory device . You must undelete a file by its index because you could have multiple 
deleted files with the same name. For example, the "deleted" list could contain multiple configuration 
files with the name router-config . You undelete by index to indicate which ofthe many router-config files 
from the list to undelete. Use the dir command to leam the index number ofthe file you want to undelete. 

You cannot undelete a file i f a valid (undeleted) file with the same name exists. Instead , you first delete 
the existing file and then undelete the file you want. For example, ifyou had an undeleted version ofthe 
router-config file and you wanted to use a previous, deleted version instead, you could not simply 
undelete the previous version by index. You would first delete the existing router-config file and then 
undelete the previous router-config file by index. You can delete and undelete a file up to 15 times. 

On Class A Flash file systems, i f you try to recover the configuration file pointed to by the 
CONFIG_FILE environment variable, the system prompts you to confirm recovery of the file. This 
prompt reminds you that the CONFIG_FILE environment variable points to an undeleted file. To 
permanently delete ali files marked "deleted" on a Flash memory device , use the squeeze EXEC 
command. 

On Class B Flash file systems, you must use the erase EXEC command to recover any space taken up 
by deleted files. 

The following example recovers the deleted file whose index number is I to the Flash memory card 
inserted in slot 0: 

undelete 1 s l otO: 
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undelete 

• Related Commands Command Description 

delete Deletes a file on a Flash memory device . 

di r Displays a list o f files on a file system. 

squeeze Permanently deletes Flash files by squeezing a Class A Flash file system. 

• 
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verify 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

~ .. 

Cisco lOS File System Commands 

To verify the checksum o f a file on a Flash memory file system, use the verify EXEC command. 

verify filesystem:[file-url] 

jiles_l'Stem: 

file-url 

Flash memory file system containing the files to list, followed 
by a colon. Standard file system keywords for this command 
include flash:, bootflash: , and slotO: . 

(Optional) URL ofthe file to verify. Generally this consists only 
o f the filename(s), but you may also specify directories (file 
paths), separated by forward-sla shes (/). The files can be of any 
type. You can use wildcards in the filename. A wildcard 
character (*) matches ali pattems. Strings after a wildcard are 
ignored. 

The current working device is the default device. 

EXEC 

Release Modification 

11.0 This command was introduced. 

This command replaces the copy verify and copy verify flash commands. 

Use the verify command to verify the checksum o f a file before using it. 

Each software image that is distributed on disk uses a single checksum for the entire image. This 
checksum is displayed only when the image is copied into Flash memory; it is not displayed when the 
image file is copied from one disk to another. 

To display the contents ofFiash memory, use the show flash command. The Flash contents listing dC' 
not include the checksum of individual files . To recompute and verify the image checksum after the 
image has been copied into Flash memory, use the verify command. 

Note The verify command only performs a check on the integrity ofthe file after it has been saved in the file 
system. lt is possible for a corrupt image to be transferred to the router and saved in the file system 
without detection. 
To verify that a Cisco lOS software image was not corrupted while it was transfered to the router, copy 
the image from where it is stored on your router to a Unix server. Also copy the same image from CCO 
(C isco.com) to the same Unix server. (The na me may need to be modifi ed i f yo u try to save the image 
in the same directory as the image that you copied from the rourer.) Then run a Unix diff command on 
the two Cisco lOS software images. Ifthere is no difference then the image stored on the router has not 
been corrupted. 
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Examples 

Related Commands 

verify • 

The following example verifies that the fi le named c7200-js-mz is on the Flash memory card inserted in 
slot 0: 

Router# dir s 1o t 0 : 
Directory of slotO :/ 

1 -rw- 4720148 Aug 29 1997 17:49 : 36 
2 -rw- 476 7 328 Oct 01 1997 18 : 42:53 
5 -rw- 639 Oct 02 1997 12:09:32 
7 -rw- 639 Oct 02 1997 12:37 : 13 

20578304 bytes total (3104544 bytes free) 

tw3-7200-1# verify slo t O: 
Verify filename []? c72 00-j s-mz 
Verified slotO : 

hampton/nitro/c7200-j- mz 
c7200-js-mz 
rally 
the time -

The following example also verifies that the file named c7200-js-mz is on the Flash memory card 
inserted in slot 0: 

Router# verify s l o t O:? 
slotO : c7200-js-mz slotO : rally slotO:hampton/nitro/c7200-j-mz slotO : the_time 

Router# verify slo tO:c72 00 -js-mz 
Verified slotO:c7200-js-mz 

Command 

cd 

copy 

di r 

pwd 

show file systems 

Description 

Changes the default directory or file system. 

Copies any file from a source to a destination, use the copy 
EXEC command. 

Displays a list o f files on a file system. 

Displays the current setting o f the cd command. 

Lists available file systems. 
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• write erase .. / " 

' / 

write erase 
The write crase command is replaced by the crase nv~ain: éommand. See the description ofthe crase 
command in this chapter for more information. 

) 

) 
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Cisco lOS File System Commands 
write terminal 

write terminal 
The more system:running-config command replaces the write terminal command. See the description 
o f the more command in this chapter for more information . 
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Configuring BGP 
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' • 

This chapter describes how to configure Border Gateway Protocol (BGP). For a complete description of 
the BGP commands in this chapter, refer to the "BGP Commands" chapter ofthe Cisco /OS IP Command 
Reference, Volume 2 of 3: Routing Protocols. To locate documentation of other commands that appear 
in this chapter, use the command reference master index, or search online. For multiprotocol BGP 
configuration information and examples, refer to the "Configuring Multiprotocol BGP Extensions for IP 
Multicast" chapter ofthe Cisco /OS IP Configuration Guide. For multiprotocol BGP command 
descriptions, refer to the "Multiprotocol BGP Extensions for IP Multicast Commands" chapter o f the 
Cisco /OS IP Command Reference. 

BGP, as defined in RFCs 1163 and 1267, is an Exterior Gateway Protocol (EGP).It allows you to set up 
an interdomain routing system that automatically guarantees the 1oop-free exchange o f routing 
information between autonomous systems . 

For protoco1-independent features, see the chapter "Configuring IP Routing Protocol-Independent 
Features" in this book. 

To identify the hardware p1atform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release. For more information, see the "Identifying Supported Platforms" 
section in the "Using Cisco lOS Software" chapter in this book. 

lhe Cisco BGP lmplementation 
In BGP, each route consists of a network number, a list of autonomous systems that information has 
passed through (called the autonomous system path), anda Iist of other path attributes. We support BGP 
Versions 2, 3, and 4, as defined in RFCs 1163, 1267, and 1771, respectively. 

The primary function of a BGP system isto exchange network reachability information with other BGP 
systems, including information about the Iist o f autonomous system paths. This information can be used 
to construct a graph o f autonomous system connectivity from which routing loops can be pruned and 
with which autonomous system-level policy decisions can be enforced. 

You can configure the value for the Multi Exit Discriminator (MED) metric attribute using route maps. 
(The name ofthis metric for BGP Versions 2 and 3 is INTER_AS_METRIC.) When an update is sent to 
an internai BGP (iBGP) peer, the MED is passed along without any change. This action enables ali the 
peers in the same autonomous system to make a consistent path selection. 

A next hop router address is used in the NEXT _HOP attribute, regardless o f the autonomous system o f 
that router. The Cisco lOS software automatically calculates the value for this attribute . 

Transitive, optional path attributes are passed along to other BGP-speaking routers . 

Cisco lOS IP 
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• lhe Cisco BGP lmplementation 
:· 

' BGP Version 4 supports classless inter~ain rout!M (CIDR), which Jets you reduce the size ofyour 
routing tables by creating aggregate routes, resulting in supernets. CIDR eliminates the concept of 
network classes within BGP and supports the advertising o f IP prefixes. CIDR routes can be carried by 
Open Shortest Path First (OSPF), Enhanced IGRP (EIGRP), and Intermediate System-to-Intermediate 
System (ISIS)-IP, and Routing Information Protocol (RIP). 

See the "BGP Route Map Examples" section at the end ofthis chapter for examples of how to use route 
maps to redistribute BGP Version 4 routes. 

How BGP Selects Paths 

A router running Cisco lOS Release 12.0 or !ater does not select or use an iBGP route unless both ofthe 
following conditions are true: 

• The router has a route available to the next hop router: 

• The router has received synchronization via an IGP (unless IGP synchronization has been disabled). 

BGP bases its decision process on the attribute values. When faced with multiple routes to the same 
destination, BGP chooses the best route for routing traffic toward the destination. The following proces' ) 
summarizes how BGP chooses the best route. 

1. I f the next hop is inaccessible, do not consider it. 

This decision is why it is important to have an IGP route to the next hop. 

z. Ifthe path is internai, synchronization is enabled, and the route is not in the IGP, do not consider the 
route. 

3. Prefer the path with the largest weight (weight is a Cisco proprietary parameter). 

4. I f the routes have the same weight, prefer the route with the largest local preference. 

5. Ifthe routes have the same local preference, prefer the route that was originated by the local router. 

For example, a route might be originated by the local router using the network bgp router 
configuration command, or through redistribution from an IGP. 

6. Ifthe local preference is the same, or ifno route was originated by the local router, prefer the route 
with the shortest autonomous system path. 

7. Ifthe autonomous system path length is the same, prefer the route with the Jowest origin code (IGP 
< EGP < INCOMPLETE). 

8. I f the origin codes are the same, prefer the route with the lowest MED metric attribute. 

This comparison is only made i f the neighboring autonomous system is the same for ali routes 
considered, unless the bgp always-compare-med router configuration command is enabled. 

~ .. 
Note The most recent Internet Engineering Task Force (IETF) decision regarding BGP MED 

assigns a value of infinity to the missing MED, making the route iacking the MED 
variabie the ieast preferred. The defauit behavior ofBGP routers running Cisco lOS 
software is to treat routes without the MED attribute as having a MED o f O, making the 
route iacking the MED variabie the most preferred. To configure the router to conform 
to the IETF standard, use the bgp bestpath med missing-as-worst router configuration 
command. 

9. Prefer the externai BGP (eBGP) path over the iBGP path. 

Ali confederation paths are considered internai paths. 

• Cisco lOS IP Configuration Guide 
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10. Prefer the hm~tlt'ê'an be reached through the closest IGP neighbor (the lowest IGP metric). 

The router will prefer the shortest internai path within the autonomous system to reach the 
destination (the shortest path to the BGP next hop). 

11. 1 f the following conditions are ali true, insert the route for this path in to the IP routing table: 

- 8oth the best route and this route are externai. 

- 8oth the best route and this route are from the same neighboring autonomous system. 

- The maximum-paths router configuration command is enabled. 

~ .. 
Note e8GP load sharing can occur at this point, which means that multiple paths can be 

installed in the forwarding table. 

12. I f multipath is not enabled, prefer the route with the lowest IP address value for the 8GP router ID. 

The router ID is usually the highest IP address on the router or the loopback (virtual) address, but 
might be implementation-specific. 

BGP Multipath Support 

When a BGP speaker leams two identical eBGP paths for a prefix from a neighboring autonomous 
system, it will choose the path with the lowest route IDas the best path. This best path is installed in the 
IP routing table. I f 8GP multipath support is enabled and the eBGP paths are leamed from the same 
neighboring autonomous system, instead of one best path being picked, multiple paths are installed in 
the IP routing table . 

During packet switching, depending on the switching mode, either per-packet or per-destination load 
balancing is performed among the multiple paths. A maximum of six paths is supported. The 
maximum-paths router configuration command controls the number ofpaths allowed. By default, BGP 
will install only one path to the IP routing table. 

Basic BGP Configuration T ask List 
The 8GP configuration tasks are divided into basic and advanced tasks, which are described in the 
following sections. The basic tasks described in the first two sections are required to configure BGP; the 
basic and advanced tasks in the remaining sections are optional: 

Enablin g BG P Rout1ng (Required) 

• Config uring BGP Ne ighbors (Required) 

Ma nag in g Routing Poli cy Changes (Optional) 

Vcrify1ng BGP Sofl Reset (Optional) 

• Confi guring BGP lnterac ti ons w1th IGPs (Optional) 

• Config uring BGP Wcights (Optional) 

Disabl1ng Autonomous Systcm Pa th Com pari so n (Optional) 

Co nfi guring BG P Ro urc Filtcn ng by Ne 1ghbor (Optional) 

• Co nfi guring BGP Filtcring Us ing Prcfi x Li sts (Optional) 

• Configunng BG P Pa th Fi lte ring by Nc1ghbor (Optional) 

Cisco lOS IP Config 
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Advanced BGP Configuration Task List 
Advanced, optional BGP configuration tasks are described in the following sections: 

Using Route Maps to Modify Updatcs (Optional) 

Resctting eBGP Conncctions lmmediatcly upon Link Failurc (Optional) 

• Configuring Aggregate Addresses (Optional) 

• Disabling Automat1c Summarization o f Network Numbers (Optional) 

• Configuring BGP Community Filtering (Optional) 

• Configuring BGP Conditional Advertisement (Optional) 

• Configuring a Routing Domain Confederation (Optional) 

• Configuring a Route Reflector (Optional) 

• Configuring BGP Peer Groups (Optional) 

• Disabling a Peer or Peer Group (Optional) 

lndicating Backdoor Routes (Optional) 

• Modifying Parameters While Updating the IP Routing Table (Optional) 

• Setting Administrative Distance (Optional) 

• Adjusting BGP Timers (Optional) 

• Changing the Default Local Preference Value (Optional) 

Redistributing Network 0.0.0.0 (Optional) 

• Configuring the Router to Considera Missing MED as Worst Path (Optional) 

Selecting Path Bascd on MEDs from Other Autonomous Systems (Optional) 

Configuring BGP 

• Configuring the Router to Use the MED to Choose a Path from Subautonomous System Paths 
(Optional) 

• Configuring the Router to Use thc MED to Choose a Path in a Confcderation (Optional) 

• Configuring Route Dampening (Optional) 

For infonnation on configuring features that apply to multiple IP routing protocols (such as 
redistributing routing infonnation), see the chapter "Configuring IP Routing Protocol-lndependent 
Features." 

• Cisco lOS IP Configuration Guide 
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The tasks described in this section are for con~_~g basis<:.s·d~ features. 
-,.-~ .,_,..,_ .. . 

Enabling BGP Routing 

Command 

To enable BGP routing and establish a BGP routing process, use the following commands beginning in 
global configuration mode: 

Purpose 

Step 1 Router (config) # router bgp as-number Enables a BGP routing process, which places the 
router in router configuration mode. 

Step2 Router(config-router)# network network -number [mask Flags a network as local to this autonomous system 
network - mask ) [route-map route - map-name) and enters it to the BGP table. 

'· Note For exterior protocols, a reference to an IP network from the network router configuration command 

'· 

controls only which networks are advertised. This behavior is in contrast to IGP, such as IGRP, which 
also use the network command to determine where to send updates . 

Note The network command is used to inject IGP routes into the BGP table . The network-mask portion o f 
the command allows supernetting and subnetting. The resources of the router, such as configured 
NVRAM or RAM, determine the upper limit o f the number o f network commands you can use. 
Alternatively, you could use the redistribute router configuration command to achieve the same 
result. 

Configuring BGP Neighbors 

Like other EGPs, BGP must completely understand the relationships it has with its neighbors. Therefore, 
this task is required. 

BGP supports two kinds ofneighbors: internai and externai. Interna/ neighbors are in the same 
autonomous system; externa/ neighbors are in different autonomous systems. Normally, externai 
neighbors are adjacent to each other and share a subnet, while internai neighbors may be anywhere in 
the same autonomous system. 

To configure BGP neighbors, use the following command in router configuration mode : 

Command Purpose 

Rou t er (confi g -router ) # neighbor { i p-address I peer - group-name} Specifies a BGP neighbor. 
remota-as a s -n umber 

See the "BG P Ne ighbor Co nti guration Exa mples" section at the end ofthis chapter for an example of 
configuring BGP neighbors . 
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Managing Routing Policy Changes 

Routing policies for a peer include ali the configurations such as route-map, distribute-list, prefix-list, 
and filter-list that may impact inbound or outbound routing table updates. Whenever there is a change in 
the routing policy, the BGP session must be soft cleared, or soft reset, for the new policy to take effect. 
Performing inbound reset enables the new inbound policy to take effect. Performing outbound reset 
causes the new local outbound policy take effect without resetting the BGP session. As a new set of 
updates is sent during outbound policy reset, a new inbound policy o f the neighbor can also take effect. 

There are two types of reset, hard reset and soft reset. Table 8 Iists their advantages and disadvantages. 

Tilble 8 Advantages and Disadvantages of Harct 11nd Soh Resets 

Type of Reset Advantages Disadvantages 

Hard reset No memory overhead. The prefixes in the BGP, IP, and 
Forwarding Information Base (FIB) 
tables provided by the neighbor are 
lost. Not recommended. 

Outbound soft reset No configuration, no storing ofrouting Does not reset inbound routing table 
table updates. updates. 

The procedure for an outbound reset is 
described in the section "Configuring 
BGP Soft Reset Using Stored Routing 
Po licy lnformation." 

Dynamic inbound Does not clear the BGP session and Both BGP routers must support the 
soft reset cache. route refresh capability (in Cisco lOS 

Does not require storing o f routing Release 12.1 and later releases). 

table updates, and has no memory 
overhead. 

Configured inbound Can be used when both BGP routers do Requires preconfiguration. 
soft reset (uses the not support the automatic route refresh Stores ali received (inbound) routing 
neighbor capability. policy updates without modification; 
soft-reconfiguration is memory-intensive. 
router configuration 
command) Recommended only when absolutely 

necessary, such as when both BGP 
routers do not support the automatic 
route refresh capability. 

Once you have defined two routers to be BGP neighbors, they will form a BGP connection and exchange 
routing information. I f you subsequently change a BGP til ter, weight, distance, vers ion, o r timer, or 
make a similar configuration change, you must reset BGP connections for the configuration change to 
take effect. 

• Cisco lOS IP Configuration Guide 
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A soft reset updates the routing table for inbound and outbound routing updates . Cisco lOS software 
Release 12.1 and !ater re1eases support soft reset without any prior configuration. This soft reset allows 
the dynamic exchange of route refresh requests and routing information between BGP routers, and the 
subsequent re-advertisement o f the respective outbound routing table. There are two types o f soft reset: 

• When soft reset is used to generate inbound updates from a neighbor, it is called dynamic inbound 
soft reset. 

• When soft reset is used to senda new set ofupdates to a neighbor, it is called outbound soft reset. 

To use soft reset without preconfiguration, both BGP peers must support the soft route refresh capability, 
which is advertised in the OPEN message sent when the peers estab1ish a TCP session. Routers running 
Cisco lOS software releases prior to Release 12.1 do not support the route refresh capability and must 
clear the BGP session using the neighbor soft-reconfiguration router configuration command, 
described in "Configuring BGP Soft Reset Using Stored Routing Policy lnformation." Clearing the BGP 
session in this way will have a negative impact upon network operations and should only be used as a 
last resort. 

Resetting a Router Using BGP Dynamic lnbound Soft Reset 

Command 

Ifboth the local BGP router and the neighbor router support the route refresh capability, you can perform 
a dynamic soft inbound reset. This type o f reset has the following advantages over a soft inbound reset 
using stored routing update information: 

• Does not require preconfiguration 

• Does not require additional niemory for storing routing update information 

To determine whether a router supports the route refresh capability, use the show ip bgp neighbors 
command in EXEC mode: 

Purpose 

Router# show ip bgp neighhors 
ip-address 

Displays whether a neighbor supports the route refresh capability. 

I f the specified router supports the route refresh capability, the following 
message is displayed: Received route refresh capability from peer. 

Command 

I f all the BGP routers support the route refresh capability, you can use the dynamic soft reset method for 
resetting the inbound routing table. To perform a dynamic soft reset ofthe inbound routing table, use the 
following command in EXEC mode: 

Purpose 

Router# clear ip bgp {* I 
neighbor -address I peer - group-name} 
soft in 

Performs a dynamic soft reset on the connection specified in the command. 

The neighbor-address argument specifies the connection to be reset. Use the 
• keyword to specify that ali connections be reset. 

See the "BGP Soft Resei Examples" section at the end ofthis chapter for examples ofboth types ofBGP 
soft resets . 
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Resetting a Router Using BGP Outbound Soft Reset 

Command 

Outbound soft resets do not require any preconfiguration. Using the soft keyword specifies that a soft 
reset be performed. To perform an outbound soft reset, use the following command in EXEC mode: 

Purpose 

Router# clear ip bgp {* I 
neighbor-address I peer-group-name) 
soft out 

Performs a soft reset on the connection specified in the command. 

The neighbor-address argument specifies the connection to be reset. Use the 
• keyword to specify that ali connections be reset. 

Configuring BGP Soft Reset Using Stored Routing Policy lnformation 

Command 

I f ali o f the BGP routers in the connection do not support the route refresh capabi lity, use the soft reset 
method that generates a new set ofinbound routing table updates from information previously stored. To 
initiate storage of inbound routing table updates, you must first preconfigure the router using the 
neighbor soft-reconfiguration router configuration command. The clear ip bgp EXEC command 
initiates the soft reset, which generates a new set o f inbound routing table updates using the stored 
information. 

Remember that the memory requirements for storing the inbound update information can become quite 
large.To configure BGP soft reset using stored routing policy information, use the following commands 
beginning in router configuration mode: 

Purpose 

Step1 Router(config-router)# neighbor {ip-address I 
peer-group-name) soft-reconfiguration inbound 

Resets the BGP session and initiates storage of 
inbound routing table updates from the specified 
neighbor or peer group. From that point forward, a 
copy o f the BGP routing table for the specified 
neighbor or peer group is maintained on the router. 

Step 2 Router# clear ip bgp { • I neighbor-address I 
peer-group-name) soft in 

The Cisco implementation o f BGP supports BGP 
Versions 2, 3, and 4. If the neighbor does not accept 
default Version 4, dynamic version negotiation is 
implemented to negotiate down to Version 2. 

I f you specify a BGP peer group by using the 
peer-group-name argument, ali members o f the peer 
group will inherit the characteristic configured with 
this command. 

Performs a soft reset on the connection specified in 
the command, using the stored routing table 
information for that connection. 

See the "BGP Path Filtering by Ne1ghbor Exa mples" section at the end ofthis chapter for an example of 
BGP path filtering by neighbor. 

• Cisco lOS IP Configuration Guide 
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Step 1 

Step2 

To verify whether a soft reset is successful and check information about the routing table and about BGP 
neighbors, perform the following steps: 

Enter the show ip bgp EXEC command to display entries in the BGP routing table . The following output 
shows that the peer supports the route refresh capability: 

Router# show ip bgp 

BGP table version is 5, local router ID is 10.0 . 33 . 34 
Status cedes: s suppressed, d damped, h history, * valid, > best, i - interna! 
Origin cedes : i - IGP , e - EGP, ? - incomplete 

Network Next Hop Metric LocPrf Weight Path 
* > 1.0 . 0 . 0 0 . 0.0 . 0 o 32768 ? 

* 2. o. o. o 10 . 0 . 33.35 10 o 35 ? 

* > o. o. o. o o 32768 ? 

* 10 . 0 . 0 . 0 10 . 0.33.35 10 o 35 ? 

*> 0 . 0 . 0.0 o 32768 ? 

*> 192 . 168.0.0/16 10 . 0.33 . 35 10 o 35 ? 

Enter the show ip bgp neighbors EXEC command to display information about the BGP and TCP 
connections to neighbors: 

Router# show ip bgp neighbors 171.69.232 . 178 

BGP neighbor is 172 . 16 . 232 . 178 , remete AS 35, externa! link 
BGP version 4, remete router ID 192.168.3 . 3 
BGP state = Established, up for 1w1d 
Last read 00:00:53, hold time is 180, keepalive interval is 60 seconds 
Neighbor capabilities: 

Route refresh: advertised and received 
Address family IPv4 Unicast: advertised and received 
Address family IPv4 Multicast: advertised and received 

Received 12519 messages, O notifications, O in queue 
Sent 12523 messages, O notifications, O in queue 
Route refresh request: received O, sent O 
Mi nimum time between advertisement runs is 30 seconds 

For address family: IPv4 Unicast 
BGP table version 5 , neighbor version 5 
Index 1, Offset O, Mask Ox 2 
Community attribute sent to this neighbor 
Inbound path policy configured 
Outbound path policy configured 
Route map for incoming advertisements is uni-in 
Route map fo r outgoing advertisements is uni- out 
3 accepted pref i xes consume 108 by tes 
Prefix adv ert ised 6, suppressed O, withdr a wn O 

For address f a mi l y : IPv4 Mult i cast 
BGP table version 5 , neighbor version 5 
Index 1 , Offset O, Mask Ox 2 
I nbound path p o licy c on f i g u r ed 
Outbound path policy conf i gured 
Route map for incoming advertisement s i s mul-in 
Route map for outgoing advert isements i s mul-out 
3 accepted pre f i xes c onsume 108 by tes 
Prefix advertised 6 , suppressed O, withdrawn O 

Connect ion s es tablish ed 2; dropped 1 
Last r e s e t 1w1d, due to Peer clos e d t h e sess ion 

-· 
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Connection state is ESTAB , I/0 status: 1, unread input bytes: 
Local host: 172.16 . 232 . 178, Local port: 179 
Foreign host: 172 . 16.232 . 179, Foreign port : 11002 .\ 

-~ • ' 

o (o by"tesr Enqueued packets for retransmit: o, input: o mis-ordered: 

Event Timers (current time is Ox2CF49CF8) : 
Time r Starts Wakeups Next 
Retrans 12518 o OxO 
TimeWait o o OxO 
AckHold 12514 12281 OxO 
SendWnd o o OxO 
KeepAlive o o OxO 
GiveUp o o oxo 
PmtuAger o o OxO 
DeadWait o o OxO 

iss: 273358651 snduna: 273596614 sndnxt: 273596614 sndwnd : 15434 
irs: 190480283 rcvnxt: 190718186 rcvwnd: 15491 delrcvwnd : 8 93 

SRTT : 300 ms, RTTO : 607 ms, RTV: 3 ms, KRTT : O ms 
minRTT: O ms, maxRTT: 300 ms, ACK hold: 200 ms 
Flags: passive open, nagle, gen tcbs 

Datagrams (max data segment is 1460 bytes) : 
Rcvd: 24889 (out of order : O), with data: 12515, total data bytes : 237921 
Sent: 24963 (retransmit: O), with data: 12518 , total d a ta bytes: 237981 

Configuring BGP lnteractions with IGPs 

Ifyour autonomous system will be passing traffic through it from another autonomous system to a third 
autonomous system, make sure that your autonomous system is consistent about the routes that it 
advertises. For example, i f your BGP were to adverti se a route before ali routers in your network had 
leamed about the route through your IGP, your autonomous system could receive traffic that some 
routers cannot yet route. To prevent this condition from occurring, BGP must wait until the IGP has 
propagated routing information across your autonomous system, thus causing BGP to be synchronized 
with the IGP. Synchronization is enabled by default. 

In some cases, you need not synchronize. lf you will not be passing traffic from a different autonomous 
system through your autonomous system, or i f ali routers in your autonomous system will be running 
BGP, you can disable synchronization. Disabling this feature can allow you to carry fewer routes in your 
IGP and allow BGP to converge more quickly. To disable synchronization, use the following comman, 
in router configuration mode: 

Command Purpose 

Router (config-route r ) # no synchronization Disables synchronization between BGP and an IGP. 

See the "BGP Path Filtering by Ne ighbor Exa mpl es" section at the end ofthis chapter for an example of 
BGP synchronization. 

In general, you will not want to redistribute most BGP routes into your IGP. A common design is to 
redistribute one or two routes and to make them exterior routes in IGRP, or have your BGP speaker 
generate a default route for your autonomous system. When redistributing from BGP in to IGP, only the 
routes leamed using eBGP get redistributed. 

• Cisco lOS IP Configuration Guide 
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In most circumsta~ces.'you a-1~9-'~ll not want to redistribute your IGP into BGP. List the networks in 
your autonomous systeni.with network router configuration commands and your networks will be 
advertised. Networks that are listed this way are referred to as local networks and have a BGP origin 
attribute o f "IGP." They must appear in the main IP routing table and can have any source; for example, 
they can be directly connected or leamed via an IGP. The BGP routing process periodically scans the 
main IP routing table to detect the presence or absence oflocal networks, updating the BGP routing table 
as appropriate. 

lfyou do perform redistribution into BGP, you must be very careful about the routes that can be in your 
IGP, especially ifthe routes were redistributed from BGP into the IGP elsewhere. Redistributing routes 
from BGP into the IGP elsewhere creates a situation where BGP is potentially injecting information into 
the IGP and then sending such information back into BGP, and vice versa. Incorrectly redistributing 
routes into BGP can result in the loss of criticai information, such as the autonomous system path, that 
is required for BGP to function properly. 

Networks that are redistributed into BGP from the EGP protocol will be given the BGP origin attribute 
"EGP." Other networks that are redistributed into BGP will have the BGP origin attribute of 
"incomplete." The origin attribute in the Cisco implementation is only used in the path selection process. 

Configuring BGP Weights 

A weight is a number that you can assign to a path so that you can control the path selection process. 
The administrative weight is local to the router. A weight can be a number from O to 65535. Any path 
that a Cisco router originates will have a default weight of32768; other paths have weight O. Ifyou have 
particular neighbors that you want to prefer for most o f your traffic, you can assign a higher weight to 
ali routes leamed from that neighbor . 

Weights can be assigned based on autonomous system path access lists. A given weight becomes the 
weight o f the route i f the autonomous system path is accepted by the access list. Any number o f weight 
filters are allowed. Weights can only be assigned via route maps. 

Disabl ing Autonomous System Path Comparison 

Command 

RFC 1771 , the IETF document defining BGP, does not include autonomous system path as part o f the 
"tie-breaker" decision algorithm. By default, Cisco lOS software considers the autonomous system path 
as a part ofthe decision algorithm. This enhancement makes it possible to modify the decision algorithm, 
bringing the behavior ofthe router in selecting a path more in line with the IETF specification. 

To prevent the router from considering the autonomous system path length when selecting a route, use 
the following command in router configuration mode: 

Purpose 

Router (config- r out er)# bgp bestpath as-path ignore Configures the router to ignore autonomous system path 
length in selecting a route . 

Cisco lOS IP 
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Configuring BGP Route Filtering by Neighbor 

Command 

~ .. 

You can filter BGP advertisements in two ways: 

• Use autonomous system path filters, as with the ip as-path access-Iist global configuration 
command and the neighbor filter-list router configuration command 

• Use access or prefix lists, as with the neighbor distribute-list router configuration command. 

Filtering using prefix lists is described in the "Configuring BGP Filtering Using Prefix Lists" section. 

Ifyou want to restrict the routing information that the Cisco lOS software leams or advertises, you can 
filter BGP routing updates to and from particular neighbors. You can either define an access list ora 
prefix list and apply it to the updates. 

Note Distribute-list filters are applied to network numbers and not autonomous system paths. 

To filter BGP routing updates, use the following COI}lmand in router configuration mode: 

Purpose 

Router(config-router)# neighbor {ip-address I 
peer-group-name} distribute-list {access-li~t-number 
I access-list-name} {in I out} 

Filters BGP routing updates to and from neighbors as 
specified in an access list. 

~ .. 

Note The neighbor prefix-list router configuration 
command can be used as an alternative to the 
neighbor distribute-Iist router configuration 
command, but you cannot use both commands to 
configure the same BGP peer in any specific 
direction. These two commands are mutually 
exclusive, and only one command (neighbor 
prefix-list or neighbor distribute-list) an be applied 
for each inbound or outbound direction. 

Note Although the neighbor prefix-list router configuration command can be used as an altemative to the 
neighbor distribute-list command, do not use attempt to apply both the neighbor prefix-list and 
neighbor distribute-list command filtering to the same neighbor in any given direction. These two 
commands are mutually exclusive, and only one command (neighbor prefix-list or neighbor 
distribute-Iist) can be applied for each inbound or outbound direction. 

Configuring BGP Filtering Using Prefix Lists 

Prefix lists can be used as an altemative to access lists in many BGP route filtering commands. The 
section " How the System Filters Traftic by Preti x Li st" describes the way prefix li st filtering works . The 
advantages o f using prefix lists are as follows: 

• Significant performance improvement in loading and route lookup of large lists. 

• Support for incrementai updates . Filtering using extended access lists does not support incrementai 
updates . 

• Cisco lOS IP Configuration Guide 
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More user~fri~ndly comm',ni-Iine interface (CLI). The command-line interface forusing access lists 
to filter BGP updates is.difficult to understand and use because it uses the packet filtering format. .. . 

• Greater flexibility 

Before using a prefix list in a command, you must set up a prefix list, and you may want to assign 
sequence numbers to the entries in the prefix list. 

How the System Filters T raffic by Prefix List 

Filtering by prefix list involves matching the prefixes of routes with those listed in the prefix list. When 
there is a match, the route is used. More specifically, whether a prefix is permitted or denied is based 
upon the following rules: 

• An empty prefix list permits ali prefixes. 

• An implicit deny is assumed i f a given prefix does not match any entries o f a prefix list. 

• When multiple entries o f a prefix list match a given prefix, the longest, most specific match is 
chosen. 

The router begins the search at the top o f the prefix list, with the sequence number I. Once a match 
or deny occurs, the router need not go through the rest ofthe prefix list. For efficiency, you may want 
to put the most common matches or denies near the top o f the list, using the seq argument in the 
ip prefix-list global configuration command. The sbow commands always include the sequence 
numbers in their output. 

Sequence numbers are generated automatically unless you disable this automatic generation. I f you 
disable the automatic generation of sequence numbers, you must specify the sequence number for each 
entry using the sequence-value argument ofthe ip prefix-list global configuration command. 

Regardless ofwhether the default sequence numbers are used in configuring a prefix list, a sequence 
number need not be specified when removing a configuration entry. 

show commands include the sequence numbers in their output. 

Creating a Prefix List 

To create a prefix list, use the following command in router configuration mode: 

Command Purpose 

Router ( conf ig- router) # ip prefix-list 1 ist -name [seq Creates a prefix list with the name specified for the list-name 
sequence-value] {deny I permit network/length) [ge argument. 
ge-value] [le le-value] 

~. 
Note To create a prefix list you must enter at least one permit or deny clause . 

To remove a prefix list and ali of its entries, use the following command in router configuration mode: 

Command 

Router(config-router)# no ip prefix-list list-name 
[seq sequence-value] {deny I permit network/ length) 
[ge ge-value ] [le l e-value] 

Purpose 

Removes a prefix list with the name specified for list-name. 

-~~~'ls Ll-6 9 7 

Doe: --- ----



Configuring BGP 
• Configuring Basic BGP Features 

Configuring a Prefix List Entry 

Command 

You can add entries to a prefix list individually. To configure àn' entry .. in'a· prefix list, use the following 
command in router configuration mode: 

Purpose 

Router (config-router) # ip prefix-list list -na me [seq 
sequence-value] {deny I permit network/length} [ge 
ge-value] [le le-value] 

Creates an entry in a prefix list and assigns a sequence number 
to the entry. 

, .. 

The optional ge and le keywords can be used to specify the range ofthe prefix length to be matched for 
prefixes that are more specific than the networkl/ength argument. An exact match is assumed when 
neither ge nor Ie is specified. The range is assumed to be from ge-value to 32 i f only the ge attribute is 
specified, and from len to le-value i f only the le attribute is specified. 

A specified ge-value or le-value must satisfy the following condition: 

len < ge-value <= le-value <= 32 

For example, to deny ali prefixes matching /24 in 128.0.0.0/8, use the following command: 

ip prefix-list abc deny 128.0 . 0 . 0/8 ge 24 le 24 

Note You can specify sequence values for prefix list entries in any increments you want (the automatically 
generated numbers are incremented in units of 5). Ifyou specify the sequence values in increments 
o f I, you cannot insert additional entries in to the prefix list. I f you choose very large increments, you 
could run out o f sequence values. 

Configuring How Sequence Numbers of Prefix List Entries Are Specified 

Command 

By default, the sequence numbers are automatically generated when you create a prefix list entry. 
Sequence numbers can be suppressed with the no ip prefix-Iist sequence-number global configuration 
command. Sequence values are generated in increments o f 5. The first sequence value generated in a 
prefix list would be 5, then I O, then 15, and so on. If you specify a value for an entry and then do not 
specify values for subsequent entries, the assigned (generated) sequence values are incremented in units 
o f tive. For example, i f you specify that the first entry in the prefix list has a sequence value o f 3, and 
then do not specify sequence values for the other entries, the automatically generated numbers will be 
8, 13, 18,andsoon. 

To disable the automatic generation o f sequence numbers, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# no ip prefix-list 
sequence-number 

Disables the automatic generation o f the sequence numbers 
for prefix list entries. 

To re-enable automatic generation o f the sequence numbers o f prefix list entries, use the ip prefix-list 
sequence number command in router configuration mode: 

• Cisco lOS IP Configuration Guide 
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Command 

Router(config-router)# ip prefix-list 
sequence-number 

Configuring Basic BGP Feawres 

Purpose 

Enables the automatic generation ofthe sequence numbers of 
prefix list entries. The default is enable. 

Ifyou disable automatic generation ofsequence numbers in a prefix list, you must specify the sequence 
number for each entry using the sequence-value argument ofthe ip prefix-Iist global configuration 
command. 

Regardless o f whether the default sequence numbers are used in configuring a prefix list, a sequence 
number need not be specified when deconfiguring an entry. show commands include the sequence 
numbers in their output. 

Deleting a Prefix List or Prefix List Entries 

To delete a prefix list, use the following command in router configuration mode: 

Command Purpose 

Router(config-router)# no ip prefix-list list-name Deletes a prefix list. 

You can delete entries from a prefix list individually. To delete an entry in a prefix list, use the following 
command in router configuration mode: 

Command 

Router(config-router)# no ip prefix-list seq 
sequence-value 

~ ... 

Purpose 

Deletes an entry in a prefix list. 

Note The sequence number o f an entry need not be specified when you delete the entry. 

Displaying Prefix Entries 

To display information about prefix tables, prefix table entries, the policy associated with a node, or 
specific information about an entry, use the following commands in EXEC mode as needed: 

Command 

Router# show ip prefix-list [detail summary) 

Router# show ip prefix-list [detail summary) 
prefix -list-name 

Router# show ip prefix-list p r efix- li s t -name 
[network/ length] 

Router# show ip prefix-list p r e fix-li st-name [seq 
sequence-number] 

Purpose 

Displays information about ali prefix lists . 

Displays a table showing the entries in a prefix list. 

Displays the policy associated with the node. 

Displays the prefix Iist entry with a given sequence number. 
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Router# ahow ip prefix-liat prefix-list-name 
[network/length] longer 

Displays ali entries.qf a prefixJist that are more specific than 
the given network a~d leilgth. 

Router# ahow ip prefix-liat prefix-list-name 
[network/length] firat-match 

Displays the entry o f a prefix list that matches the given 
prefix (network and length o f prefix). 

Clearing the Hit Count T able of Prefix List Entries 

To clear the hit count table ofprefix list entries, use the following command in EXEC mode: 

Command Purpose 

Router# clear ip prefix-liat prefix-list-name 
[network/ length] 

Clears the hit count table o f the prefix list entries. 

Configuring BGP Path Filtering by Neighbor 

Command 

In addition to filtering routing updates based on network numbers, you can specify an access list filte! 
on both incoming and outbound updates based on the BGP autonomous system paths. Each filter is an 
access list based on regular expressions. To specify the access list filter, define an autonomous system 
path access list and apply it to updates to and from particular neighbors. See the "Regular Expressions" 
appendix in the Cisco !OS Terminal Services Configuration Guide for more information on forming 
regular expressions. 

To configure BGP path filtering, use the following commands beginning in global configuration mode: 

Purpose 

Step 1 Router# ip aa-path acceaa-liat access-list -number Defines a BGP-related access list. 
{permit I deny} as-regexp 

Step2 Router# router bgp as-number Enters router configuration mode. 

Step 3 Router (config- router) # neighbor { ip-address I Establishes a BGP filter. 
peer-group-name) filter-liat access-list-number {in 
I out} 

See the "BGP Path Filtering by Neighbor Examples" section at the end ofthis chapter for an example of 
BGP path filtering by neighbor. 

Disabling Next Hop Processing on BGP Updates 

You can configure the Cisco lOS software to disable next hop processing for BGP updates to a neighbor. 
Disabling next hop processing might be useful in nonmeshed networks such as Frame Relay or X.25, 
where BGP neighbors might not have direct access to ali other neighbors on the same IP subnet. There 
are two ways to disable next hop processing: 

Provide a specific address to be used instead of the next hop address (manually configuring each 
address). 

Use a route map to specify that the address o f the remo te peer for matching inbound routes, o r the 
local router for matching outbound routes (automatic method). 

• Cisco lOS IP Configuration Guide 
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Disabling Next Hop Processing Using a Specit{c ·Addr~ss 
- · -···· ... .. 

Command 

To disable next hop processing and provide a specific address to be used instead ofthe next hop address, 
use the following command in router configuration mode: 

Purpose 

Router(config-router)# neighbor {ip-address I 
peer-group-name) next-hop-self 

Disables next hop processing on BGP updates to a neighbor. 

Configuring this command causes the current router to advertise its peering address as the next hop for 
the specified neighbor. Therefore, other BGP neighbors will forward to it packets for that address. This 
configuration is useful in a nonmeshed environment because you know that a path exists from the present 
router to that address. In a fully meshed environment, this configuration is not useful because it will 
result in unnecessary extra hops and because there might be a direct access through the fully meshed 
cloud with fewer hops. 

Disabling Next Hop Processing Using a Route Map 

Command 

To override the inbound next hop setting for BGP routes and specify that the next hop o f the matching 
routes isto be the IP address ofthe remote peer, or to set the peering address ofthe local router to be the 
next hop o f the matching routes, use the neighbor next-hop-self router configuration command. 

To configure the neighbor peering address to be used for the next hop address, use the following 
command in route map configuration mode: 

Purpose 

Router(config-route-map)# set ip next-hop ip-address 
[ ... ip-address] [peer-address] 

In an inbound route map of a BGP peer, sets the next hop of 
the matching routes to be the neighbor peering address, 
overriding any third-party next hops and allowing the same 
route map to be applied to multiple BGP peers to override 
third-party next hops. 

Configuring the BGP Version 

With an outbound route map o f a BGP peer, sets the next hop 
o f the received address to the peering address o f the local 
router, disabling the next hop calculation. 

The next hop must be an adjacent router. 

By default, BGP sessions begin using BGP Version 4 and negotiating downward to earlier versions if 
necessary. To prevent negotiation and force the BGP version used to communicate with a neighbor, use 
the following command in router configuration mode: 

Command 

Router(config-router)# neighbor {ip-address I 
peer- group-name) version number 

Purpose 

Specifies the BGP version to use when communicating with 
a neighbor. 

IF!>L; 517 
j,,' 369/i9 
Jôoc: __ _ 
··------.... ·-~ 



Configuring BGP 
• Confiping Aclvanced BGP Features 

Configuring the MED Metric 

Command 

BGP uses the MED metric as a hint to externai neighbors about preferred paths. (The name ofthis metric 
for BGP Versions 2 and 3 is INTER_AS_METRIC.) To set the MED ofthe redistributed routes, Use the 
following command in router configuration mode. All the routes without a MED will also be set to this 
value. 

Purpose 

Router(config-router)# default-metric number Sets an MED. 

Altematively, you can set the MED using the route-map router configuration command. See the "BGP 
Route Map Examples" section at the end ofthis chapter for examples ofusing BGP route maps. 

Configuring Advanced BGP Features 
The tasks in this section are for configuring advanced BGP features. 

Using Route Maps to Modify Updates 

Command 

You can use a route map on a per-neighbor basis to filter updates and modify various attributes . A route 
map can be applied to either inbound or outbound updates. Only the routes that pass the route map are 
sent or accepted in updates . 

On both the inbound and the outbound updates, we support matching based on autonomous system path, 
community, and network numbers. Autonomous system path matching requires the as-path access-list 
global configuration command, community based matching requires the ip community-list global 
configuration command and network-based matching requires the ip access-list global configuration 
command. To apply a route map to incoming and outgoing routes, use the following command in router 
configuration mode : 

Purpose 

Router(config-router)# neighbor {ip - address I 
peer-group-name} route-map map-name {in I out} 

Applies a route map to incoming or outgoing routes. 

See the "BGP Route Map Examples" section at the end ofthis chapter for BGP route map examples. 

Resetting eBGP Connections lmmediately upon Link Failure 

Command 

Normally, when a link between externai neighbors goes down, the BGP session will not be reset 
immediately.To reset the eBGP session as soon as an interface goes down, use the following command 
in router configuration mode: 

Purpose 

Router(confi g- r outer )# bgp fast-external-fallover Resets eBGP sessions automatically. 

l @ft.fj 
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Configuring Aggregate Addresses 

Command 

CIDR enables you to create aggregate routes (or super~ets) to minimize the size ofrouting tables. You 
can configure aggregate routes in BGP either by redistributing an aggregate route into BGP or by using 
the BGP Conditional Aggregation feature. An aggregate address will be added to the BGP table ifat least 
one more specific entry is in the BGP table . 

To create an aggregate address in the routing table, use the following commands in router configuration 
mode: 

Purpose 

Router(config-router)# aggregate-address address Creates an aggregate entry in the BGP routing table. 
mask 

Router(config-router)# aggregate-address address Generates autonomous system set path information. 
mask as-set 

Router(config-router)# aggregate-address Advertises summary addresses only. 
address - mask summary-only 

Router(config-router)# aggregate-address address Suppresses selected, more specific routes. 
mask auppress-map map-name 

Router(config-router)# aggregate-address address Generates an aggregate based on conditions specified by the 
mask advortise-map map-name route map. 

Router(config-router)# aggregate-address address Generates an·aggregate with attributes specified in the route 
mask attribute-map map-name map. 

See the "BGP Aggregate Route Examples" section at the end ofthis chapter for examples ofusing BGP 
aggregate routes. 

Disabling Automatic Summarization of Network Numbers 

Command 

In BGP Version 3, when a subnet is redistributed from an IGP into BGP, only the network route is 
injected into the BGP table . By default, this automatic summarization is enabled. To disable automatic 
network number summarization, use the following command in router configuration mode: 

Purpose 

Router(config-router)# no auto-summary Disables automatic network summarization. 

Configuring BGP Community Filtering 

BGP supports transit policies via controlled distribution of routing information . The distribution o f 
routing inforrnatión is based on one of the following three values: 

IP address (see the "Configuring BGP Routc Filtenng by Nei ghbor" section earlier in this chapter) . 

The value ofthe autonomous system path attribute (see the "Confi gurin g BGP Path Filtering by 
Ne ighbor" section earlier in this chapter). 

The value ofthe communities attribute (as described in this section) . 

I ) 36 97 
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Command 

The communities attribute is a way to group destinatiorts in to conmúmities and apply routing decisions 
based on the communities. This method simplifies the configuration o f a BGP speaker that controls 
distribution o f routing information. 

A community is a group of destinations that share some common attribute. Each destination can belong 
to multiple communities. Autonomous system administrators can define to which communities a 
destination belongs. By default, ali destinations belong to the general Internet community. The 
community is carried as the communities attribute. 

The communities attribute is an optional, transitive, global attribute in the numerical range from 
I to 4,294,967,200. Along with Internet community, there are a few predefined, well-known 
communities, as follows: 

internet-Advertise this route to the Internet community. Ali routers belong to it. 

no-export-Do not advertise this route to eBGP peers. 

no-advertise-Do not advertise this route to any peer (internai or externai). 

local-as-Do not advertise this route to peers outside the local autonomous system. This route will 
not be advertised to other autonomous systems or sub-autonomous systems when confederations are 
configured. 

Based on the community, you can control which routing information to accept, prefer, or distribute te. 
other neighbors. A BGP speaker can set, append, or modify the community o f a route when you learn, 
adverti se, or redistribute routes. When routes are aggregated, the resulting aggregate has a communities 
attribute that contains ali communities from ali the initial routes. 

You can use community lists to create groups o f communities to use in a mate h clause o f a route map. 
Just like an access list, a series o f community lists can be created. Statements are checked until a match 
is found. As soon as one statement is satisfied, the test is concluded. 

To create a community list, use the following command in global configuration mode: 

Purpose 

Router(config)# ip community-liat 
c~mmunity-list-number {permit I deny} 
community-number 

Creates a community list. 

Command 

To set the communities attribute and match clauses based on communities, see the match 
community-list and set community route map configuration commands in the "Redistribute Routing 
lnformation" section in the "Configuring IP Routing Protocol-Independent Features" chapter. 

By default, no communities attribute is sent to a neighbor. To specify that the communities attribute t ' 
be sent to the neighbor at an IP address, use the following command in router configuration mode: 

Purpose 

Router(config-router)# neighbor {ip-address I 
peer-group-name} aend-community [both I standard 
extended] 

Specifies that the communities attribute be sent to the 
neighbor at this IP address . Both standard and extended 
communities can be specified with the both keyword. Only 
standard or only cxtended can be specified with thc standard 
and extended keywords. 

• Cisco lOS IP Configuration Guide 
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To remove communities frei~. the community attribute o f an inbound o r outbound update using a route 
map to filter and determine the~l:ommuri"ities to be deleted, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# set comm-list 
community-list-number delete 

Removes communities in a community attribute that match a 
standard or extended community list. 

Specifying the Formal for the Community 

Command 

A BGP community is displayed in a two-part format 2 bytes long in the show ip bgp community EXEC 
command output, and wherever communities are displayed in the router configuration, such as router 
maps and community lists. In the most recent version of the RFC for BGP, a community is o f the form 
AA:NN, where the first partis the autonomous system number and the second partis a 2-byte number. 
The Cisco default community format is in the format NNAA. 

To display BGP communities in the new format, use the following command in global configuration 
mode: 

Purpose 

Router(config)# ip bgp-community new-format Displays and parses BGP communities in the format 
AA:NN . 

Configuring BGP Conditional Advertisement 

~ ... 

BGP advertises routes from its routing table to externai peers (peers in different autonomous systems) 
by default. The BGP Conditional Advertisement feature provides additional control o f route 
advertisement depending on the existence of other prefixes in the BGP table. Normally, routes are 
propagated regardless o f the existence o f a different path. The BGP Conditional Advertisement feature 
uses the non-exist-map and the advertise-map to track routes by the route prefix. I f a route prefix is not 
present in the non-exist-map, the route specified by the advertise-map is announced. The announced route 
is installed to the BGP routing table as a locally originated route and will behave as a locally originated route. 
The announced route will be originated by BGP only ifthe corresponding IGP route exists. After the prefix 
is locally originated by BGP, BGP will adverti se the prefix to internai and externai peers. I f the route prefix 
is present, the route in the advertise-map is not announced. 

Conditional advertisement can be useful in a multihomed network, in which some prefixes are to be 
advertised to one ofthe providers, only ifinformation from the other provider is missing. This condition 
would indicate a failure in the peering session, or partia! reachability. 

I f the same information is advertised to ali providers in a multihomed environment, the information is 
duplicated in the global BGP table . When the BGP Conditional Advertisement feature is used, only 
partia! routes are advertised to each provider, and the size of the global BGP table is not increased with 
redundant information. The administrator can also guarantee the path that inbound traffic will follow 
because only specific paths are advertised to providers. 

Note The conditional BGP announcements are sent in addition to the normal announcements that a BGP 
router sends to its peers . 
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Note Autonomous system path list infonnation .J;:_~nnetbe used for conditional advertisement because the 

IP routing table does not contain autonomous system path infonnation. 

BGP Conditional Advertisement C~nfiguration T ask List 

See the following section for configuration tasks for the BGP Conditional Advertisement feature. Each 
task in the list indicates i f the task is optional or required. 

Configure the route-maps that will be used in conjunction with the advertise-map and the 
non-exist-map. This step may include the configuration of access-Iists and prefix-Iists. (Required) 

Configure the router to run BGP. (Required) 

Configure the advertise-map and the non-exist-map with the neighbor advertise-map 
non-exist-map router configuration command. (Required) 

Verify that the BGP Condition Advertisement feature has been configured with the show ip bgp 
neighbor command. (Optional) 

Conditional Advertisement of a Set of Routes 

Step1 

Step2 

Step3 

To conditionally advertise a set ofroutes, use the following commands beginning in router configuration 
mode: 

Command 

Router(config)# router bgp as-number 

Router(config-router)# neighbor ip-address remote-as 
as-number 

Router(config-router)# neighbor ip-address adver­
tise-map mapl non-axist-map map2 

Purpose 

Configures the router to run a BGP process. 

Specifies the peer that should receive conditional 
advertisement for a given set routes. 

Configures the advertise-map and non-exist map 
for the BGP Conditional Advertisement feature . 

See the "BGP Conditional Advertisement Configuration Examples" section at the end ofthis chapter for 
an example configuration ofBGP conditional advertisement. 

Verifying BGP Conditional Advertisement 

114fMJ 

To verify that the BGP Condition Advertisement feature has been configured, use the show ip bgp 
neighbor command. The show ip bgp neighbor EXEC command will show the status ofthe BGP 
Conditional Advertisement feature as initialized or uninitialized. The following example shows output 
from the show ip bgp neighbor EXEC command: 

router# show ip bgp neigbor 172.16 . 1.1 
BGP neighbor is 172 . 16.1.1, remote AS 65200, internal link 
Description:link to boston as 65200 

BGP version 4, remote router ID 10.1 . 1.1 
BGP state = Established, up for 01:04:30 
Last read 00:00 : 30, hold time is 180, keepalive interval is 60 seconds 
Neighbor capabilities: 

Route refresh:advertised and received 
Address family IPv4 Unicast : advertised and received 

Received 83 messages, O notifications, O in queue 
Sent 78 messages, O notifications, O in queue 

• Cisco lOS IP Configuration Guide 
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Route refresh request : received O, sent O 
Minimum time between advertisement runs is 5 seconds 

For address family:IPv4 Unicast 
BGP table version 18, neighbor version 18 
Index 2, Offset O, Mask Ox4 
Inbound soft reconfiguration allowed 
NEXT_HOP is always this router 
Community attribute sent to this neighbor 

Configuring Advanced BGP Features • 

~ .... --

Condition-map old-route, Advertise-map new-route, status : Uninitialized 
2 accepted prefixes consume 72 bytes 
Prefix advertised 7, suppressed O, withdrawn 4 

Connections established 1; dropped O 
Last reset 01 : 05 : 29, due to Soft reconfig change 

BGP Conditional Advertisement T roubleshooting Tips 

This section provides troubleshooting information for the BGP conditional advertisement feature . 

The BGP Conditional Advertisement feature is based on the nonexistence o f a prefix and the 
advertisement o f another. Normaliy, only two problems can occur: 

The tracked prefix exists, but the conditional advertisement occurs. 

• The tracked prefix does not exist, and the conditional advertisement does not occur. 

The same method oftroubleshooting is used for both problems: 

Verify the existence (or not) ofthe tracked prefix in the BGP table with the show ip bgp EXEC 
command . 

Verify the advertisement (or not) ofthe other prefix using the show ip bgp neighbor 
advertised-routes EXEC command. 

The user needs to ensure that ali ofthe characteristics specified in the route maps match the routes in the 
BGP table . 

Configuring a Routing Domain Confederation 

Command 

One way to reduce the iBGP mesh is to divide an autonomous system into multiple subautonomous 
systems and group them into a single confederation. To the outside world, the confederation looks like 
a single autonomous system. Each autonomous system is fuliy meshed within itself, and has a few 
connections to other autonomous systems in the same confederation. Even though the peers in different 
autonomous systems have eBGP sessions, they exchange routing information as ifthey were iBGP peers. 
Specificaliy, the next hop, MED, and local preference information is preserved. This feature allows the 
you to reta in a single IGP for ali o f the autonomous systems . 

To configure a BGP confederation, you must specify a confederation identifier. To the outside world, the 
group o f autonomous systems wili look like a single autonomous system with the confederation 
identifier as the autonomous system number. To configure a BGP confederation identifier, use the 
following command in router configuration mode : 

Purpose 

Router( conf ig -router) # bgp confederation identifier 
as-number 

Configures a BGP confederation . 
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In order to treat the neighbors from other autonÓQ:toús systems within the confederation as special eBGP 
peers, use the following command in router conffguration nfode: 

Purpose 

Router(config-router)# bgp confederation peers 
as-number [as-number) 

Specifies the autonomous systems that belong to the 
confederation. 

See the "BGP Community with Rmne Maps Examples" section at the end ofthis chapter for an example 
configuration o f severa! peers in a confederation. 

For an alternative way to reduce the iBGP mesh, see the next section, "Configuring a Route Reflector." 

Configuring a Route Reflector 

BGP requires that ali iBGP speakers be fully meshed. However, this requirement does not scale weli 
when there are many iBGP speakers. Instead o f configuring a confederation, another way to reduce the 
iBGP mesh is to configure a route reflector. 

Figure 53 iliustrates a simple iBGP configuration with three iBGP speakers (Routers A, B, and C). 
Without route reflectors, when Router A receives a route from an externai neighbor, it must advertise it 
to both routers B and C. Routers B and C do not readvertise the iBGP leamed route to other iBGP 
speakers because the routers do not pass on routes leamed from internai neighbors to other internai 
neighbors, thus preventing a routing information loop. 

Figure 53 Three Fully Meshed iBGP Speakers 
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With route reflectors, ali iBGP speakers need not be fuliy meshed because there is a method to pass 
leamed routes to neighbors. In this model, an iBGP peer is configured to be a route reflector responsible 
for passing iBGP learned routes to a set of iBGP neighbors. In Figure 54, Router B is configured as a 
route reflector. When the route reflector receives routes advertised from Router A, it advertises them to 
Router C, and vice versa . This scheme eliminates the need for the iBGP session between Routers A 
and C. 

• Cisco lOS IP Configuration Guide 
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Figure 54 Sim;JelJGp-lfi~el with a Route ReOector 
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The internai peers ofthe route reflector are divided into two groups: client peers and ali the other routets 
in the autonomous system (nonclient peers). A route reflector reflects routes between these two groups. 
The route reflector and its client peers form a c/uster. The nonclient peers must be fully meshed with 
each other, but the client peers need not be fully meshed. The clients in the cluster do not communicate 
with iBGP speakers outside their cluster . 

Figure 55 More Complex BGP Route ReOector Model 
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Command 

Figure 55 illustrates a more complex'-FQ_~tê teflect_or'scheme. Router Ais the route reflector in a cluster 
with routers B, C, and D. Routers E, F, ànd··erãre fully meshed, nonclient routers. 

When the route reflector receives an advertised route, depending on the neighbor, it takes the following 
actions: 

A route from an externai BGP speaker is advertised to ali clients and nonclient peers. 

A route from a nonclient peer is advertised to ali clients. 

A route from a client is advertised to ali clients and nonclient peers. Hence, the clients need not be 
fully meshed. 

To configure a route reflector and its clients, use the following command in router configuration mode: 

Purpose 

Router(config-routerl# neighbor ip-address 
peer-group-name route-reflector-client 

Configures the local router as a BGP route reflector and the 
specified neighbor as a client. 

Command 

Along with route reflector-aware BGP speakers, it is possible to have BGP speakers that do not 
understand the concept o f route reflectors . They can be members o f either client o r nonclient groups 
allowing a easy and gradual migration from the old BGP model to the route reflector model. Initially, 
you could create a single cluster with a route reflector anda few clients. Ali the other iBGP speakers 
could be nonclient peers to the route reflector and then more clusters could be created gradually. 

An autonomous system can have multi pie route reflectors. A route reflector treats other route reflectors 
just like other iBGP speakers. A route reflector can be configured to have other route reflectors in a client 
group or nonclient group. In a simple configuration, the backbone could be divided into many clusters. 
Each route reflector would be configured with other route reflectors as nonclient peers (thus, ali the route 
reflectors will be fully meshed). The clients are configured to maintain iBGP sessions with only the route 
reflector in their cluster. 

Usually a cluster of clients will have a single route reflector. In that case, the cluster is identified by the 
router ID ofthe route reflector. To increase redundancy and avoid a single point offailure, a cluster might 
h ave more than one route reflector. In this case, ali route reflectors in the cluster must be configured with 
the 4-byte cluster ID so that a route reflector can recognize updates from route reflectors in the same 
cluster. Ali the route reflectors serving a cluster should be fully meshed and ali ofthem should have 
identical sets of client and nonclient peers . 

lfthe cluster has more than one route reflector, configure the cluster ID by using the following command 
in router configuration mode: 

Purpose 

Router(config-router)# bgp cluster-id cluster-id Configures the cluster ID. 

Use the show ip bgp EXEC command to display the originator ID and the cluster-list attributes. 

By default, the clients o f a route reflector are not required to be fully meshed and the routes from a client 
are reflected to other clients. However, ifthe clients are fully meshed, the route reflector need not reflect 
routes to clients. 

• Cisco lOS IP Configuration Guide 
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Command Purpose 

Router(config-router)# no bgp client-to-client 
reflection 

Disables client-to-client route reflection. 

As the iBGP leamed routes are reflected, routing information may loop. The route reflector model has 
the following mechanisms to avoid routing loops: 

Originator ID is an optional, nontransitive BGP attribute. It is a 4-byte attributed created by a route 
reflector. The attribute c arries the router ID o f the originator o f the route in the local autonomous 
system. Therefore, i f a misconfiguration causes routing information to come back to the originator, 
the information is ignored. 

Cluster-list is an optional, nontransitive BGP attribute. It is a sequence of cluster IDs that the route 
has passed. When a route reflector reflects a route from its clients to nonclient peers, and vice versa, 
it appends the local cluster ID to the cluster-list. I f the cluster-list is empty, a new cluster-list is 
created. Using this attribute, a route reflector can identify i f routing information is looped back to 
the same cluster due to misconfiguration. If the local cluster ID is found in the cluster-list, the 
advertisement is ignored. 

Use set clauses in outbound route maps to modify attributes, possibly creating routing loops. To 
avoid this behavior, set clauses of outbound route maps are ignored for routes reflected to iBGP 
peers . 

Configuring BGP Peer Groups 

Often, in a BGP speaker, manyneighbors are configured with the same update policies (that is, the same 
outbound route maps, distribute lists, filter lists, update source, and so on). Neighbors with the same 
update policies can be grouped into peer groups to simplify configuration and, more importantly, to make 
updating more efficient. When you have many peers, this approach is highly recommended. 

The three steps to configure a BGP peer group, described in the following sections, are as follows: 

1. Creating the Peer Group 

2. Assigning Options to the Peer Group 

3. Making Ne1ghbors Members o f th e Peer Group 

You can disable a BGP peer or peer group without removing ali the configuration information using the 
neighbor shutdown router configuration command. 

Creating the Peer Group 

To create a BGP peer group, use the following command in router configuration mode: 

Command 

Router(config-router)# neighbor peer -group-name 
peer-group 

Purpose 

Creates a BGP peer group. 
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Assigning Options to the Peer Group 

After you create a peer group, you configure the peer grõü-p· ·~ith neighbor commands. By default, 
members ofthe peer group inherit ali the configuration options ofthe peer group. Members can also be 
configured to override the options that do not affect outbound updates. 

Peer group members wili always inherit the foliowing attributes: minimum-advertisement-interval, 
next-hop-self, out-route-map, out-filter-list, out-dist-list, remote-as (if configured), version, and 
update-source. Ali the peer group members will inherit changes made to the peer group. 

To assign configuration options to an individual neighbor, specify any ofthe foliowing commands using 
the IP address. To assign the options to a peer group, specify any ofthe commands using the peer group 
name. Use the foliowing commands in router configuration mode as needed. 

Command Purpose 

Router(config-router)# neighbor {ip-address I Specifies a BGP neighbor. 
peer-group-name) remote-as as-number 

Router(config-router)# neighbor {ip-address I Associates a description with a neighbor. 
peer-group-name) description text 

Router(config-router)# neighbor {ip-address I Aliows a BGP speaker (the local router) to send the default 
peer-group-name) default-originate [route-map route 0.0.0.0 to a neighbor for use as a default route. 
map-name] 

Router(config-router)# neighbor {ip-address I Specifies that the communities attribute be sent to the 
peer-group-name) send-community neighbor at this IP address. 

Router(config-router)# neighbor {ip-address I Aliows iBGP sessions to use any operational interface for 
peer-group-name) update-source interface-type TCP connections. 

Router(config-router)# neighbor {ip-address I Aliows BGP sessions, even when the neighbor is not on a 
peer-group-name) ebgp-multihop directly connected segment. The multihop session is not 

established i f the only route to the address o f the multihop 
peer is the default route (0.0.0.0). 

Router(config-router)# neighbor {ip-address I Sets the minimum interval between sending BGP routing 
pee r-group-na me} advertisement-interval seconds updates. 

Router(config-router)# neighbor {ip-address I Limits the number o f prefixes aliowed from a neighbor. 
peer-group-name) maximum-prefix maximum [ threshold] 
[warning-only) 

Router(config-router)# neighbor {ip-address I lnvokes MD5 authentication on a TCP connection to a BGP 
peer-group-name) password string peer. 

Router(config-router)# neighbor {ip-address I Filters BGP routing updates to and from neighbors, as 
peer-group-name) distribute-list {access-list-number specified in an access list. 
I access-list-name} {in I out} 

Router(config-router)# neighbor {ip-address I Establishes a BGP filter. 
peer-group-name) filter-list access-list-number {in I 
out} 

Router(config-router)# neighbor {ip-address I Disables next hop processing on the BGP updates to a 
peer-group-name) next-hop-self neighbor. 

Router(config-router ) # neighbor {ip-address I Specifies the BGP version to use when communicating with 
peer-group-name) version value a neighbor. 

• Cisco lOS IP Configuration Guide 
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Command Purpose 

Router (config-router) # neighbor { ip-·à-ddi::-ess I 
peer-group-name) route-map map-name {in I out} 

Applies a route map to incoming or outgoing routes. 

Router(config-router)# neighbor {ip-address I 
peer-group-name) soft-reconfiguration inbound 

Configures the software to start storing received updates . 

This command requires at least one keyword. Currently the 
only keyword available is inbound, so the use of inbound is 
not optional. 

' Note 

If a peer group is not configured with a remote-as attribute, the members can be configured with the 
neighbor remote-as router configuration command. This command allows you to create peer groups 
containing eBGP neighbors. 

You can customize inbound policies for peer group members (using, for example, a distribute list, route 
map, or filter list) beca use one identical copy o f an update is sent to every member o f a group. Therefore, 
neighbor options related to outgoing updates cannot be customized for peer group members. 

Externai BGP peers normally must reside on a directly connected network. Sometimes it is useful to 
relax this restriction in order to test BGP; do so by specifying the neighbor ebgp-multihop router 
configuration command. 

To avoid the accidental creation o f loops through oscillating routes, the multihop session will not be 
established i f the only route to the address o f the muhihop peer is the default route (0.0.0.0). 

Members o f a peer group can pass routes from one member o f the peer group to another. For example, 
if router B is peering with routers A and C, router B can pass routes from router A to router C. 

For iBGP, you might want to allow your BGP connections to stay up regardless ofwhich interface is used 
to reach a neighbor. To enable this configuration, you first configure a loopback interface and assign it 
an IP address. Next, configure the BGP update source to be the loopback interface. Finally, configure 
your neighbor to use the address on the loopback interface. Now the iBGP session will be up as longas 
there is a route, regardless o f any interface. 

You can set the minimum interval o f time between BGP routing updates. 

You can invoke MD5 authentication between two BGP peers, meaning that each segment sent on the TCP 
connection between them is verified. This feature must be configured with the same password on both 
BGP peers; otherwise, the connection between them will not be made. The authentication feature uses 
the MD5 algorithm. Invoking authentication causes the Cisco lOS software to generate and check the 
MD5 digest of every segment sent on the TCP connection. I f authentication is invoked and a segment 
fails authentication, then a message appears on the console. 

See the "BGP Peer Group Examples" at the end of this chapter for an example of enabling MD5 
authentication. 

Making Neighbors Members of the Peer Group 

To configure a BGP neighbor to be a member o f a BGP peer group, use the following command in router 
configuration mode, using the same peer group name: 

Command 

Router(config-router)# neighbor ip-address 
peer-group peer-group-name 

Purpose 

Makes a BGP neighbor a member o f the peer group. 
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Se e the "BGP Peer Group Example~" section at the end ofthis chapter for examples ofiBGP and eBGP 
peer groups. 

Disabling a Peer or Peer Group 

Command 

To disable an existing BGP neighbor or neighbor peer group, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# neighbor {ip-address I 
peer-group-name} ehutdown 

Shuts down or disables a BGP neighbor or peer group. 

Command 

To enable a previously existing neighbor or neighbor peer group that had been disabled using the 
neighbor shutdown router configuration command, use the following command in router configuration 
mode: 

Purpose 

Router(config-router)# no neighbor {ip-address I 
peer-group-name} ehutdown 

Enables a BGP neighbor or peer group. 

lndicating Backdoor Routes 

CQ.mmand 

You can indicate which networks are reachable by using a backdoor route that the border router should 
use. A backdoor network is treated as a local network, except that it is not advertised. To configure 
backdoor routes, use the network backdoor command, beginning in router configuration mode: 

Purpose 

Router(config-router)# network ip-address backdoor Indicates reachable networks through backdoor routes. 

Modifying Parameters While Updating the IP Routing Table 

Command 

By default, when a BGP route is put in to the IP routing table, the MED is converted to an IP route metrir 
the BGP next hop is used as the next hop for the IP route, and the tag is not set. However, you can use • 
route map to perform mapping. To modify metric and tag information when the IP routing table is 
updated with BGP leamed routes, use the following command in router configuration mode: 

Purpose 

Router(config-router)# table-map map-name Applies a route map to routes when updating the IP routing 
table. 

• Cisco lOS IP Configuration Guide 
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Setting Administrative Distance ' ·· .. -· 

Command 

Administrative distance is a measure o f the preference o f different routing protocols. BGP uses three 
different administrative distances: externai, internai, and local. Routes learned through externai BGP are 
given the externai distance, routes learned with iBGP are given the internai distance, and routes that are 
part o f this autonomous system are given the local distance. To assign a BGP administra tive distance, 
use the following command in router configuration mode: 

Purpose 

Router(config-router)# distance bgp 
external-distance internal-distance local-distance 

Assigns a BGP administrative distance. 

Changing the administrative distance ofBGP routes is considered dangerous and generally is not 
recommended. The externai distance should be lower than any other dynamic routing protocol, and the 
internai and local distances should be higher than any other dynamic routing protocol. 

Adjusting BGP Timers 

BGP uses certain timers to control periodic activities such as the sending ofkeepalive messages and the 
interval after not receiving a keepalive message after which the Cisco lOS software declares a peer dead. 
By default, the keepalive timer is 60 seconds, and the hold-time timer is 180 seconds. You can adjust 
these timers. When a connection is started, BGP will negotiate the hold time with the neighbor. The 
smaller ofthe two hold times will be chosen. The keepalive timer is then set based on the negotiated hold 
time and the configured keepalive time. 

To adjust BGP timers for ali neighbors, use the following command in router configuration mode: 

Command Purpose 

Router(config-router)# timers bgp keepalive holdtime Adjusts BGP timers for ali neighbors. 

Command 

To adjust BTP keepalive and hold-time timers for a specific neighbor, use the following command in 
router configuration mode: 

Purpose 

Router(config-router ) # neighbor [ip-address 
peer-group-name] timers keepalive holdtime 

Sets the keepalive and hold-time timers (in seconds) for the 
specified peer or peer group. 

~ .. 
Note The timers configured for a specific neighbor or peer group override the timers configured for ali 

BGP neighbors using the timers bgp router configuration command. 

To clear the timers for a BGP neighbor or peer group, use the no form ofthe neighbor timers command . 
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Changing the Default Local Preference V alue 

Command 

You can define a particular path as more preferable or less preferable than other paths by changing the 
default local preference value o f 100. To assign a different default local preference value, use the 
following command in router configuration mode: 

Purpose 

Router(config-router)# bgp default local-preference 
value 

Changes the default local preference value. 

You can use route maps to change the default local preference of specific paths. See the "BGP Route 
Map Examples" section at the end ofthis chapter for examples when used with BGP route maps. 

Redistributing Network 0.0.0.0 

By default, you are not allowed to redistribute network 0.0.0.0. To perrnit the redistribution ofnetwor' 
0.0.0.0, use the following command in router configuration mode: 

Command Purpose 

Router (config-router) # default-information origina te Allows the redistribution ofnetwork 0.0.0.0 into BGP. 

Configuring the Router to Consider a Missing MED as Worst Path 

Command 

To configure the router to consider a path with a missing MED attribute as the worst path, use the 
following command in router configuration mode: 

Purpose 

Router(config-router)# bgp bestpath med 
missing-as-worst 

Configures the router to considera missing MED as having a 
value of infinity, making the path without a MED value the 
least desirable path. 

Selecting Path Based on MEDs from Other Autonomous Systems 

Command 

The MED is one o f the parameters that is considered when selecting the best path among many 
altemative paths. The path with a lower MED is preferred over a path with a higher MED. 

By default, during the best path selection process, MED comparison is done only among paths from the 
same autonomous system. You can allow comparison o f MEDs among paths regardless o f the 
autonomous system from which the paths are received. To do so, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# bgp always-compare-med Allows the comparison ofMEDs for paths from neighbors in 
different autonomous systems. 

• Cisco lOS IP Configuration Guide 
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Configuring the Router to Use the MED to Choose a Path from Subautonomous 
System Paths 

Command 

To configure the router to consider the MED value in choosing a path, use the following command in 
router configuration mode: 

Purpose 

Router(config-router)# bgp bestpath med confed Configures the router to consider the MED in choosing a path 
from among those advertised by different subautonomous 
systems within a confederation. 

The comparison between MEDs is oniy made i f there are no externai autonomous systems in the path 
(an externai autonomous system is an autonomous system that is not within the confederation). lfthere 
is an externai autonomous system in the path, then the externai MED is passed transparentiy through the 
confederation, and the comparison is not made. 

The following exampie compares route A with these paths: 

path= 65000 65004, med=2 
path= 65001 65004, med=3 
path= 65002 65004, med=4 
path= 65003 1, med=1 

In this case, path 1 wouid be chosen i f the bgp bestpath med confed router configuration command is 
enabled. The fourth path has a lower MED, but it is not involved in the MED comparison because there 
is an externai autonomous system is in this path. 

Configuring the Router to Use the MED to Choose a Path in a Confederation 

Command 

To configure the router to use the MED to select the best path from among paths advertised by a singie 
subautonomous system within a confederation, use the following command in router configuration 
mode: 

Purpose 

Router(config-router)# bgp deter.mdnistic med Configures the router to compare the MED variabie when 
choosing among routes advertised by different peers in the 
same autonomous system. 

~ .. 
Note I f the bgp always-compare-med router configuration command is enabied, ali paths are fully 

comparabie, inciuding those from other autonomous systems in the confederation, even i f the bgp 
deterministic med command is aiso enabied . 
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Configuring Route Dampening 

'· 

Route dampening is a BGP feature designed to minimize the pr-;)pagation o f flapping routes across an 
internetwork. A route is considered to be flapping when it is repeatedly available, then unavailable, then 
available, then unavailable, and so on. 

For example, consider a network with three BGP autonomous systems: autonomous system I , 
autonomous system 2, and autonomous system 3. Suppose the route to network A in autonomous system 
l flaps (it becomes unavailable). Under circumstances without route dampening, the eBGP neighbor of 
autonomous system l to autonomous system 2 sends a withdraw message to autonomous system 2. The 
border router in autonomous system 2, in turn, propagates the withdraw message to autonomous system 
3. When the route to network A reappears, autonomous system I sends an advertisement message to 
autonomous system 2, which sends it to autonomous system 3. Ifthe route to network A repeatedly 
becomes unavaiiable, then available, many withdrawal and advertisement messages are sent. This is a 
problem in an internetwork connected to the Internet because a route flap in the Internet backbone 
usually involves many routes. 

Note No penalty is applied to a BGP peer reset when route dampening is enabled. Although the reset 
withdraws the route, no penalty is applied in this instance, even i f route flap dampening is enabled. 

Minimizing Flapping 

The route dampening feature minimizes the flapping problem as follows. Suppose again that the route 
to network A flaps . The router in autonomous system 2 (where route dampening is enabled) assigns 
network A a penalty o f I 000 and moves it to history state. The router in autonomous system 2 continues 
to adverti se the status o f the route to neighbors. The penalties are cumulative. When the route flaps so 
often that the penalty exceeds a configurable suppress limit, the router stops advertising the route to 
network A, regardless o f how many times it flaps. Thus, the route is dampened. 

The penalty placed on network A is decayed until the reuse limit is reached, upon which the route is once 
again advertised. At half o f the reuse limit, the dampening information for the route to network A is 
removed. 

Understanding Route Dampening Terms 

The following terms are used when describing route dampening: 

• Flap-A route is available, then unavailable, or vice versa. 

• History state-After a route flaps once, it is assigned a penalty and put into history state, meanine­
the router does not have the best path, based on historical information. 

• Penalty-Each time a route flaps, the router configured for route dampening in another autonomous 
system assigns the route a penalty of I 000. Penalties are cumulative. The penalty for the route is 
stored in the BGP routing table until the penalty exceeds the suppress limit. At that point, the route 
state changes from history to damp. 

• Damp state-In this state, the route has flapped so often that the router will not adverti se this route 
to BGP neighbors . 

Suppress limit-A route is suppressed when its penalty exceeds this limit. The default value is 2000. 

• Half-life-Once the route has been assigned a penalty, the penalty is decreased by half after the 
half-life period (which is 15 minutes by default) . The process ofreducing the penalty happens every 
5 seconds . 

• Cisco lOS IP Configuration Guide 
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• Reuse limit~As the peila1tyfor a flapping route decreases and falls below this reuse limit, the route 
is unsuppressect'. ThaHs~·'fhe route is added back to the BGP table and once again used for 
forwarding. The default reuse limit is 750. The process ofunsuppressing routes occurs at I 0-second 
increments. Every I O seconds, the router finds out which routes are now unsuppressed and 
advertises them to the world. 

Maximum suppress limit- This value is the maximum amount o f time a route can be suppressed. 
The default value is four times the half-life. 

The routes externai to an autonomous system learned via iBGP are not dampened. This policy prevent 
the iBGP peers from having a higher penalty for routes externai to the autonomous system. 

Enabling Route Dampening 

Command 

To enable BGP route dampening, use the following command in address family or router configuration 
mode: 

Purpose 

Router(config)# bgp dampening Enables BGP route dampening. 

Command 

To change the default values ofvarious dampening factors, use the following command in address family 
or router configuration mode: 

Purpose 

Router(config)# bgp dampening half-life reuse 
suppress max-suppress [route-map map-name] 

Changes the default values o f route dampening factors . 

Monitoring and Maintaining BGP Route Dampening 

Command 

Router# show ip bgp 

Router# show ip bgp 

Router# show ip bgp 
acc ess- li s t 

Router# show ip bgp 

Router# show ip bgp 
longer-prefix 

You can monitor the flaps o f ali the paths that are flapping. The statistics will be deleted once the route 
is not suppressed and is stable for at least one half-life. To display flap statistics, use the following 
commands in EXEC mode as needed: 

flap-statistics 

flap-statistics regexp regexp 

flap-statistics filter-list 

flap-statistics ip-address mask 

flap-statistics ip-address mask 

Purpose 

Displays BGP flap statistics for ali paths. 

Displays BGP flap statistics for ali paths that match the 
regular expression. 

Displays BGP flap statistics for ali paths that pass the filter. 

Displays BGP flap statistics for a single entry. 

Displays BGP flap statistics for more specific entries. 
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Command 

Router# clear 

Router# clear 

Router# clear 
list 

Router# clear 

Router# clear 

To clear BGP flap statistics (thus making it less likelythaÚhe route will be dampened), use the following 
commands in EXEC mode as needed: . " · 

ip bgp flap-atatistics 

ip bgp flap-atatistics regexp regexp 

ip bgp flap-etatistics filter-list 

ip bgp flap-atatietics ip-address mask 

ip bgp ip-address flap-statistics 

Purpose 

Clears BGP flap statistics for ali routes. 

Clears BGP flap statistics for ali paths that match the regular 
expression. 

Clears BGP flap statistics for ali paths that pass the filter. 

Clears BGP flap statistics for a single entry. 

Clears BGP flap statistics for ali paths from a neighbor. 

,.,. 

Command 

Note The flap statistics for a route are also cleared when a BGP peer is reset. Although the reset withdraws 
the route, there is no penalty applied in this instance, even i f route flap dampening is enabled. 

Once a route is dampened, you can display BGP route dampening information, including the time 
remaining before the dampened routes will be unsuppressed. To display the information, use the 
following command in EXEC mode: 

Purpose 

Router# show ip bgp dampened-paths Displays the dampened routes, including the time remaining 
before they will be unsuppressed. 

Command 

You can clear BGP route dampening information and unsuppress any suppressed routes by using the 
following command in EXEC mode: 

Purpose 

Router# clear ip bgp dampening [ip-address 
network-mask] 

Clears route dampening information and unsuppresses the 
suppressed routes. 

Monitoring and Maintaining BGP 
You can remove ali contents o f a particular cache, table, or data base. You also can display specific 
statistics. The following sections describe each o f these tasks . 

Clearing Caches, T ables, and Data bases 

You can remove ali contents o f a particular cache, table, or data base. Clearing a cache, table, o r data base 
can become necessary when the contents ofthe particular structure have become, orare suspected to be, 
invalid. 

To clear caches, tables , and databases for BGP, use the following commands in EXEC mode, as needed: 
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Command Purpose 

Router# clear ip bgp neighbor-address Resets a particular BGP connection. 

Router# clear ip bgp * Resets ali BGP connections. 

Router# clear ip bgp peer-group tag Removes ali members o f a BGP peer group. 

Displaying System and Network Statistics 

You can display specific statistics such as the contents o f BGP routing tables, caches, and data bases. 
Inforrnation provided can be used to determine resource utilization and solve network problems. You can 
also display inforrnation about node reachability and discover the routing path that the packets o f your 
device are taking through the network. 

To display various routing statistics, use the following commands in EXEC mode, as needed: 

Command Purpose 

Router# show ip bgp prefix Displays peer groups and peers not in peer groups to which 
the prefix has been advertised. Also displays prefix attributes 
such as the next hop and the local prefix. 

Router# show ip bgp cidr-only Displays ali BGP routes that contain subnet and supernet 
network masks. 

Router# show ip bgp community community-number Displays routes that belong to the specified communities. 
[exact] 

Router# show ip bgp community-list Displays routes that are perrnitted by the community list. 
community-list-number [exact] 

Router# show ip bgp filter-list access-list-number Displays routes that are matched by the specified autonomous 
system path access list. 

Router# show ip bgp inconsistent-as Displays the routes with inconsistent originating autonomous 
systems. 

Router# show ip bgp regexp regexp Displays the routes that have an autonomous system path that 
matches the specified regular expression entered on the 
command line. 

Router# show ip bgp Displays the contents ofthe BGP routing table. 

Router# show ip bgp neighbors [neighbor-address] Displays detailed inforrnation on the BGP and TCP 
connections to individual neighbors. 

Router# show ip bgp neighbors [address] Displays routes learned from a particular BGP neighbor. 
[received-routas I routas I advartisad-routas I 
paths regexp I dampanad-routas] 

Router# show ip bgp paths Displays ali BGP paths in the database. 

Router# show ip bgp peer-group [tag] [summary] Displays information about BGP peer groups. 

Router# show ip bgp summary Displays the status o f ali BGP connections. 
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Logging Changes in Neighbor Status \ ';, ., 

Command 

,, 
To enable the logging ofmessages generated when a BGP n~lghbort'esets, comes up, or goes down, use 
the following command in router configuration mode: 

Purpose 

Router(config-router)# bgp log-neighbor-changes Logs messages generated when a BGP neighbor goes up or 
down, or resets 

BGP Configuration Examples 
The following sections provide BGP configuration examples: 

BGP Route Map Examples 

BGP Neighbor Configuration Examples 

BGP Prefix List Filtering Examples 

BGP Soft Reset Examples 

BGP Synchronization Examples 

BGP Path Filtering by Neighbor Examples 

BGP Aggregate Route Examples 

BGP Community with Route Maps Examples 

BG P Conditional Advertisement Configurat ion Examples 

BGP Confederation Examples 

BGP Peer Group Examples 

TCP MD5 AuthentJcation for BGP Examples 

BGP Route Map Examples 

The following example shows how you can use route maps to modify incoming data from a neighbor. 
Any route received from 140.222.1.1 that matches the filter parameters set in autonomous system access 
Iist 200 will have its weight set to 200 and its local preference set to 250, and it will be accepted. 

router bgp 100 

neighbor 14J . 222.1.1 route-map FIX-WEIGHT 
neighbor 140.222 . 1.1 remete-as 1 

ip as-path access - lis t 200 permit 
ip as-path access-list 200 permit 

route-map FIX-WEIGHT permit 10 
match as-path 200 
set 1ocal-preference 250 
set weight200 
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. ~ / In the following example, the route map named freddy marks ali paths originating from autonomous 

system 690 with an MED metric attribute of 127. The second permit clause is required so that routes not 
matching autonomous system path list I will still be sent to neighbor 1.1 .1.1. 

router bgp 100 
neighbor 1 . 1 . 1 . 1 route-map freddy out 

ip as-path access-list 1 permit A690_ 
ip as-path access-list 2 permit * 

route-map freddy permit 10 
match as-path 1 
set metric 127 

route-map freddy permit 20 
match as-path 2 

The following example shows how you can use route maps to modify redistributed information from the 
IP forwarding table: 

router bgp 100 
redistribute igrp 109 route-map igrp2bgp 

route-map igrp2bgp 
match ip address 1 
set local - preference 25 
set metric 127 
set weight 30000 
set next-hop 192.92.68.24 
set origin igp 

access-list 1 permit 131.108 . 0.0 0.0 . 255.255 
access-list 1 permit 160.89 . 0.0 0.0.255 . 255 
access-list 1 permit 198.112.0 . 0 0 . 0 . 127 . 255 

It is proper behavior to not accept any autonomous system path not matching the match clause ofthe 
route map. This behavior means that you will not set the metric and the Cisco lOS software will not 
accept the route. However, you can configure the software to accept autonomous system paths not 
matched in the mate h clause o f the route-map router configuration command by using multi pie maps 
ofthe same name, some without accompanying set commands . 

route - map fnord permit 10 
match as-path 1 
set local-preference 5 

route-map fnord permit 20 
match as-path 2 

The following example shows how you can use route maps in a reverse operation to set the route tag (as 
defined by the BGP/OSPF interaction document, RFC 1403) when exporting routes from BGP into the 
main IP routing table: 

router bgp 100 
table-map set_qspf_tag 

route-map set_ospf_tag 
match as - path 1 
set automatic-tag 

ip as-path access-list 1 permit 
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The following example shows how the route map named set-a~-~~is applied to ,outbound updates to 
the neighbor 200.69.232 .70. The route map will prepend the ail{oriomous system path "100 100" to 
routes that pass access Iist 1. The second part o f the route map is''oo .p~f!11it thê advertisement o f other 
routes. 

router bgp 100 
network 171.60.0 . 0 
network 172.60 . 0 . 0 
neighbor 200 . 69 . 232 . 70 remate-as 200 
neighbor 200 . 69.232 . 70 route-map set-as-path out 

route-map set-as-path 10 permit 
match address 1 
set as-path prepend 100 100 

route-map set-as - path 20 permit 
match address 2 

access-list 1 permit 171.60 . 0.0 0 . 0 . 255 . 255 
access-list 1 permit 172 . 60.0 . 0 0 . 0.255.255 

access-list 2 permit 0 . 0 . 0 . 0 255.255.255.255 

Inbound route maps could perform prefix-based matching and set various parameters ofthe update. 
Inbound prefix matching is available in addition to autonomous system path and community list 
matching. The following example shows how the set local-preference route-map configuration 
command sets the local preference ofthe inbound prefix 140.10.0.0116 to 120: 

router bgp 100 
network 131 . 108.0 . 0 
neighbor 131 . 108.1 . 1 remate-as 200 
neighbor 131 . 108.1 . 1 route-map set-local-pref in 

route-map set-local-pref permit 10 
match ip address 2 
set local preference 120 

route-map set-local-pref permit 20 

access-list 2 permit 140.10.0 . 0 0.0 . 255 .2 55 
access-list 2 deny any 

The following examples show how to ensure that traffic from one router on a shared LAN will always 
be passed through a second router, rather than being sent directly to a third router on the same LAN. 

Routers A, B, and C connect to the same LAN. Router A peers with router B, and router B peers with 
router C. Router B sends traffic over the routes of router A to router C, but wants to make sure that ali 
traffic from router C to router A goes through router B, rather than directly from router C to router A 
over the shared LAN. This configuration can be useful for traffi c accounting purposes or to satisfy the 
peering agreement between router C and router B. You can achieve this configuration by using the set 
ip next-hop route-map configuration command as shown in the following two examples . 

Example one applies an inbound route map on the BGP session ofrouter C with router B. 

Router A Configuration 

router bgp 100 
neighbor 1.1 . 1. 2 rema te-as 2 00 

Router B Configuration 

router bgp 200 
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neighber 1.1 . 1 . 1 remete-as 100 
neighber 1 . 1.1.3 remete-as 300 

Router C Configuration 

reuter bgp 300 
neighber 1.1.1.2 remete-as 200 
neighber 1.1.1.2 reute-map set-peer-address in 

reute-map set-peer-address permit 10 
set ip next-hep peer-address 

BGP Configuralion Examples • 

The following example applies an outbound route map on the BGP session o f router B with router C: 

Router A Configuration 

reuter bgp 100 
neighber 1.1 . 1.2 remete-as 200 

Router B Configuration 

reuter bgp 200 
neighber 1.1.1.1 remete-as 100 
neighber 1.1.1.3 remete-as 300 
neighber 1.1.1.3 reute-map set-peer-address eut 

reute-map set-peer-address permit 10 
set ip next-hep peer-address 

Router C Configuration 

reuter bgp 300 
neighber 1.1.1.2 remete-as 200 

BGP Neighbor Configuration Examples 

The following example shows how BGP neighbors on an autonomous system are configured to share 
information. In the example, a BGP router is assigned to autonomous system 109, and two networks are 
listed as originating in the autonomous system. Then the addresses o f three remo te routers ( and their 
autonomous systems) are listed. The router being configured will share information about networks 
131.108.0.0 and 192.31.7 .O with the neighbor routers. The first router listed is in a different autonomous 
system; the second neighbor remote-as router configuration command specifies an internai neighbor 
(with the same autonomous system number) at address 131 .1 08.234.2; and the third neighbor remote-as 
router configuration command specifies a neighbor on a different autonomous system. 

reuter bgp 109 
netwerk 131.108 . 0.0 
netwerk 192 . 31 .7.0 
neighber 131.108.200 . 1 remete-as 16 7 
neighber 131 . 108.234 . 2 remete-as 109 
neighber 150.136 . 64 . 19 remete-as 99 

In Figure 56, Router Ais being configured. The iBGP neighbor is not directly linked to Router A. 
Externai neighbors (in autonomous system 167 and autonomous system 99) must be linked directly to 
Router A. 
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Figure 56 Assigning lntemal and Extemal BGP Neighbors 
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The following examples show route filtering using a single prefix list anda group ofprefixes, and how 
to add or delete an individual entry from a prefix list. 

Route Filtering Configuration Example Using a Single Prefix list 

The following example shows how a prefix list denies the default route 0.0.0.0/0: 

ip prefix-list abc deny 0.0.0.0/0 

The following example shows how a prefix list permits a route that matches the prefix 35.0.0.0/8: 

ip prefix-list abc permit 35.0.0.0/8 

The following example shows how to configure the BGP process so that it only accept prefixes with a 
prefix length of /8 to /24: 

router bgp 
version 2 
network 101.20.20.0 
distribute-list prefix max24 in 

ip prefix-list max24 seq 5 permit 0.0.0 . 0/0 ge 8 le 24 

The following example configuration shows how to conditionally originate a default route (0 .0.0.0/0) in 
RIP when a prefix I 0.1.1.0/24 exists in the routing table: 
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ip prefix - list cond permit 10.1 . 1.0/24 

route-map defau1t-condition permit 10 
match ip address prefix-list cond 

router rip 

' •· ... '-......... 

defau1t-information originate route-map defau1t-condition 

BGP Configwation Examples • 

The following example shows how to configure BGP to accept routing updates from 192.1 .1.1 only, 
besides filtering on the prefix length: 

router bgp 
distribute-1ist prefix max24 gateway a1low1ist in 

ip prefix-list allowlist seq 5 permit 192.1.1.1/ 32 

The following example shows how to direct the BGP process to filter incoming updates to the prefix 
using name1, and match the gateway (next hop) ofthe prefix being updated to the prefix list name2, on 
the Ethemet interface 0: 

router bgp 103 
distribute-list prefix name1 gateway name2 in ethernet O. 

Route Filtering Configuration Example Specifying a Group of Prefixes 

The following example shows how to configure BGP to permit routes with a prefix length up to 24 in 
network 192/8: 

ip prefix-list abc permit 192 . 0 . 0 . 0/8 le 24 

The following example shows how to configure BGP to deny routes with a prefix length greater than in 
25 in 192/8: 

ip prefix-list abc deny 192.0.0 . 0/8 ge 25 

The following example shows how to configure BGP to permit routes with a prefix length greater than 
8 and less than 24 in ali address space: 

ip prefix-list abc permit 0.0 . 0 . 0 / 0 ge 8 le 24 

The following example shows how to configure BGP to deny routes with a prefix length greater than 25 
in ali address space: 

ip prefix -1ist abc deny 0.0.0.0/0 ge 25 

The following example shows how to configure BGP to deny ali routes in I 0/8, because any route in the 
Class A network 10.0.0.0/8 is denied if its mask is less than or equal to 32 bits: 

ip prefix-list abc deny 10.0.0.0/B le 32 

The following example shows how to configure BGP to deny routes with a mask greater than 25 in 
204.70.1124: 

ip prefix-1ist abc deny 204 . 70.1.0 /2 4 ge 25 

The following example shows how to configure BGP to permit ali routes: 

ip prefix-list abc permit 0.0.0.0/0 le 32 
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Added or Deleted Prefix List Entries Examples 

You can add or delete individual entries in a prefix li~t.'ifapréfix Iist has the following initial 
configuration: 

ip prefix-list abc deny 0.0 . 0.0/0 le 7 
ip prefix-list abc deny 0 . 0.0.0/0 ge 25 
ip prefix-list abc permit 35.0.0 . 0/8 
ip prefix-list abc permit 204.70 . 0.0/15 

The following example shows how to delete an entry from the prefix list so that 204.70.0.0 is not 
permitted, and add a new entry that permits 198.0.0.0/8: 

no ip prefix-list abc permit 204.70.0 . 0/15 
ip prefix-list abc permit 198.0.0 . 0/8 

The new configuration is as follows : 

ip prefix-list abc deny 0.0.0 . 0/0 le 7 
ip prefix-list abc deny 0.0.0.0/0 ge 25 
ip prefix-list abc permit 35 . 0.0.0/8 
ip prefix-list abc permit 198.0 . 0.0/8 

BGP Soft Reset Examples 

The following examples show two ways to reset the connection for BGP peer 13 1. 108.1.1. 

Dynamic lnbound Soft Reset Example 

The following examples shows the clear ip bgp 131.108.1.1 soft in EXEC command used to initiate a 
dynamic soft reconfiguration in the BGP peer 131.108 .1.1. This command requires that the peer support 
the route refresh capability. 

c1ear ip bgp 131.108.1 . 1 soft in 

lnbound Soft Reset Using Stored lnformation Example 

The following example shows how to enable inbound soft reconfiguration for the neighbor 131.1 08 .1.1. 
Ali the updates received from this neighbor will be stored unmodified, regardless ofthe inbound policy. 
When inbound soft reconfiguration is performed !ater, the stored information will be used to generate a 
new set o f inbound updates. 

router bgp 100 
neighbor 131 . 108.1 . 1 remete-as 200 
neighbor 131.108 . 1 . 1 soft-reconfiguration inbound 

The following example clears the session with the neighbor 131.108 .1.1. 

c1ear ip bgp 131 . 108.1 . 1 soft in 
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BGP Synchronization Examples 

The example shown in Figure 57 shows how to use the no synchronization router configuration 
command. In the figure, synchronization is on, and Router B does not advertise network 198.92.68.0 to 
Router A until an IGRP route for network I 98.92.68.0 exists. Ifyou specify the no synchronization 
router configuration command, Router B advertises network I 98.92.68.0 as soon as possible. However, 
because routing information still must be sent to interior peers, you must configure a full iBGP mesh. 

Figure S7 BGP Synchronization Configuration 

IBGP connections 

Physical connectivity 
EGBP connections 

Router 

BGP Path Filtering by Neighbor Examples 
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The following example shows BGP path filtering by neighbor. Only the routes that pass autonomous 
system path access list 2 will be sent to 193.1.12.10. Similar1y, only routes passing access list 3 will be 
accepted from 193.1.12.10. 

router bgp 200 
neighbor 193.1.12 . 10 remate-as 100 
ne i ghbor 193 . 1 . 12.10 filter-list 1 out 
neighbor 193 . 1 . 12 . 10 

ip as-path access-list 
ip as-path access-list 
ip as-path access-list 
ip as-path access-list 
ip as-path access-list 

filter-list 2 in 
1 permit 109_ 
2 permit _200$ 
2 permit A100$ 
3 deny _690$ 
3 permit .* 
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BGP Aggregate Route Examples 
The following examples show how you can use aggregate routes in BGP either by redistributing an 
aggregate route into BGP or by using the BGP Conditional Aggregate routing feature . 

In the following example, the redistribute static router configuration command is used to redistribute 
aggregate route 193 .0.0.0: 

ip route 193 . 0.0 . 0 255 . 0 . 0.0 null O 
I 

router bgp 100 
redistribute static 

The following configuration shows how to create an aggregate entry in the BGP routing table when at 
least one specific route falls into the specified range. The aggregate route will be advertised as coming 
from your autonomous system and has the atomic aggregate attribute set to show that information might 
be missing. (By default, atomic aggregate is set unless you use the as-set keyword in the 
aggregate-address router configuration command.) 

router bgp 100 
aggregate-address 193 . 0.0 . 0 255 . 0 . 0 . 0 

The following example shows how to create an aggregate entry using the same rules as in the previous 
example, but the path advertised for this route will be an AS_SET consisting of ali elements contained 
in ali paths that are being summarized: 

router bgp 100 
aggregate-address 193 . 0 . 0.0 255 . 0.0.0 as-set 

The following example shows how to create the aggregate route for 193.0.0.0 and also suppress 
advertisements o f more specific routes to ali neighbors: 

router bgp 100 
aggregate-address 193.0.0.0 255.0.0.0 summary-only 

BGP Community with Route Maps Examples 

This section contains three examples ofthe use ofBGP communities with route maps, and two examples 
that also contain confederation configurations. For an example ofhow to configure a BGP confederation, 
see the section "BG P Confederation Examples" in this chapter. 

The first example shows how the route map named set-community is applied to the outbound updates to 
the neighbor 171.69.232.50. The routes that pass access list 1 have the special community attribute value 
no-export. The remaining routes are advertised normally. This special community value automaticall) 
prevents the advertisement o f those routes by the BGP speakers in autonomous system 200. 

router bgp 100 
neighbor 171.69.232.50 remete - as 200 
neighbor 171.69.232.50 send-community 
neighbor 171.69 . 232 . 50 route-map set-community out 

route-map set-community 10 permit 
match address 1 
set community no-export 

route-map set-community 20 permit 
match address 2 
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The second example shows how the route map named set-community is applied to the outbound updates 
to neighbor 171.69.232.90. Ali the routes that originate from autonomous system 70 have the community 
values 200 200 added to their already existing values. Ali other routes are advertised as normal. 

reute-map bgp 200 
neighber 171.69 . 232.90 remete-as 100 
neighber 171 . 69 . 232 . 90 send-cemmunity 
neighber 171 . 69.2 32.90 reute-map set-cemmunity eut 

reute-map set-cemmunity 10 permit 
match as-path 1 
set cemmunity 200 200 additive 

reute-map set-cemmunity 20 permit 

ip as-path access-list 1 permit 70$ 
ip as-path access-list 2 permit * 

The third example shows how community-based matching is used to selectively set MED and local 
preference for routes from neighbor 171.69.232.55. Ali the routes that mate h community list I get the 
MED set to 8000, including any routes that have the communities 100 200 300 or 900 901. These routes 
could have other community values also . 

Ali the routes that pass community list 2 get the local preference set to 500. This includes the routes that 
have community values 88 or 90. I f they belong to any other community, they will not be matched by 
community list 2. 

Ali the routes that match community list 3 get the local preference set to 50. Community list 3 will match 
ali the routes because ali the routes are members of the Internet community. Thus, ali the remaining 
routes from neighbor 171.69.232.55 get a local preference 50 . 

reuter bgp 200 
neighber 171.69.232.55 remete-as 100 
neighber 171.69 . 232 . 55 reute-map filter-en-cemmunity in 

reute-map filter-en-cemmunity 10 permit 
match cemmunity 1 
set metric 8000 

reute-map filter-en-cemmunity 20 permit 
match cemmunity 2 exact-match 
set lecal-preference 500 

reute-map filter-en-cemmunity 30 permit 
match cemmunity 3 
set lecal-preference 50 

ip cemmunity-list 1 permit 100 200 300 
ip cemmunity-list 1 permit 900 901 

ip cemmunity -1ist 2 permit 88 
ip cemmunity-lis t 2 permit 9 0 

ip cemmunity-list 3 permit internet 

The next two examples show how BGP community attributes are used with BGP confederation 
configurations to filter routes. 
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The next example shows how the route map n~'tn,ed set-cbmmunity is applied to the outbound updates to 
neighbor I 7 I .69.232.50 and the local-as commu~lfy'attribute is used to filter the routes . The routes that 
pass access list I have the special community attribute value local-as. The remaining routes are 
advertised nonnally. This special community value automatically prevents the advertisement o f those 
routes by the BGP speakers outside autonomous system 200. 

router bgp 65000 
network 1.0 . 0.0 route-map set-community 
bgp confederation identifier 200 
bgp confederation peers 65001 
neighbor 171 . 69 . 232.50 remete-as 100 
neighbor 171 . 69 . 233.2 remete-as 65001 

route-map set-community permit 10 
match ip address 1 
set community local-as 

The following example shows how to use the local-as community attribute to filter the routes. 
Confederation I 00 contains three autonomous systems: I 00, 200, and 300. For network 1.0.0.0, the route 
map named set-local-as specifies that the advertised routes have the community attribute local-as. These 
routes are not advertised to any eBGP peer outside the local autonomous system. For network 2.0.0.0 
the route map named set-no-export specifies that the routes advertised have the community attribute 
no-export. 

A route between router 6500 and router 65001 does not cross the boundary between autonomous systems 
within the confederation. A route between subautonomous systems for which router 65000 is the 
controlling router does not cross the boundary between the confederation and an externai autonomous 
system, and also does not cross the boundary between subautonomous systems within the local 
autonomous system. A route to from router 65000 to router 65001 would not be acceptable for network 
1.0.0.0 because it crosses the boundary between subautonomous systems within the confederation. 

router bgp 65001 
bgp confederation identifier 200 
bgp confederation peer 65000 
network 2.0.0.0 route-map set-community 
neighbor 171.69.233.1 remete-as 65000 

route-map set-community permit 10 
set community no-export 

BGP Conditional Advertisement Configuration Examples 

This section provides a configuration example o f the BGP Conditional Advertisement feature. In the 
following example, the ip-address argument refers to the IP address ofthe neighbor, and the mapl-nam ... 
and map2-name arguments, refer to the names ofthe route maps: 

neighbor{ ip-address} advertise-map { map 1-name} non-exist-map { map2-name } 

no neighbor{ ip-address} advertise-map { mapl-name} non-exist-map { map2-name} 

The route map associated with the non-exist-map specifies the prefix that the BGP speaker tracks. The 
route map associated with the advertise map specifies the prefix that is advertised when the prefix in the 
non-exist-map no 1onger exists. The prefix tracked by the BGP speaker must be present in the IP routing 
table for the conditional advertisement not to take place. In the following example, the router advertises 
172. 16.0.0/16 to its neighbor only i f 192.168.7.0/24 is not present in the IP routing table . 

To conditionally advertise a set of routes, use the following commands in router configuration mode: 

router bgp 109 
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neighbar 10.89 . 2.33 
neighbar 10.89.2 . 33 
raute-map map1-name 
match ip address 1 
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re~~~:is 2051 
adverti~e~ap · mapl-name non-exist-map map2-name 
permit 10 

raute-map map2-name permit 10 
match ip address 2 
access-list 1 permit 172.16.0.0 
access-list 2 permit 192.168.7 . 0 

BGP Confederation Examples 

The following is a sample configuration that shows severa! peers in a confederation. The confederation 
consists o f three internai autonomous systems with autonomous system numbers 600 I, 6002, and 6003. 
To the BGP speakers outside the confederation, the confederation looks like a normal autonomous 
system with autonomous system number 666 (specified via the bgp confederation identifier router 
configuration command). 

In a BGP speaker in autonomous system 6001, the bgp confederation peers router configuration 
command marks the peers from autonomous systems 6002 and 6003 as special eBGP peers. Hence peers 
171.69.232.55 and 171.69.232.56 will get the local preference, next hop, and MED unmodified in the 
updates. The router at 160.69.69.1 is a normal eBGP speaker and the updates received by it from this 
peer will be just like a normal eBGP update from a peer in autonomous system 666. 

rauter bgp 6001 
bgp canfederatian identifier 666 
bgp canfederatian peers 6002 6003 
neighbar 171.69 . 232 . 55 remate-as 6002 
neighbar 171.69 . 232.56 remate-as 6003 
neighbar 160.69.69.1 remate-as 777 

In a BGP speaker in autonomous system 6002, the peers from autonomous systems 6001 and 6003 are 
configured as special eBGP peers. 170.70.70.1 is a normal iBGP peer and 199.99.99.2 is a normal eBGP 
peer from autonomous system 700. 

rauter bgp 6002 
bgp canfederatian identifier 666 
bgp canfederatian peers 6001 6003 
neighbar 170 . 70.70 . 1 remate-as 6002 
neighbar 171.69.232.57 remate-as 6001 
neighbar 171.69 . 232 . 56 remate-as 6003 
neighbar 199 . 99.99 . 2 remate-as 700 

In a BGP speaker in autonomous system 6003, the peers from autonomous systems 600 I and 6002 are 
configured as special eBGP peers. 200.200.200.200 is a normal eBGP peer from autonomous system 
701. 

rauter bgp 6003 
bgp canfederatian identifier 666 
bgp canfederatian peers 6001 6002 
neighbar 171 . 69.232.57 remate-as 6001 
neighbar 171.69.232.55 remate-as 6002 
neighbar 200.200.200.200 remate-as 701 

The following is a part ofthe configuration from the BGP speaker 200.200.200.205 from autonomous 
system 701 in the same example. Neighbor 171 .69.232.56 is configured as a normal eBGP speaker from 
autonomous system 666. The internai division o f the autonomous system in to multiple autonomous 
systems is not known to the peers externai to the confederation. 

rauter bgp 701 
neighbar 171.69 . 232 . 56 remate-as 666 
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neighber 200.200 . 200.205 remete-as 701 

For examples o f how the BGP set-community route-map configuration command can be used with a 
confederation configuration, see the last two examples in the section"BGP Community with Route Maps 
Examples" in this chapter. 

BGP Peer Group Examples 

This section contains an iBGP peer group example and an eBGP peer group example. 

iBGP Peer Group Example 

The following example shows how the peer group named internai configures the members o f the peer 
group to be iBGP neighbors. By definition, this is an iBGP peer group because the router bgp global 
configuration command and the neighbor remote-as router configuration command indicate the same 
autonomous system (in this case, autonomous system 100). Ali the peer group members use loopback O 
as the update source and use set-med as the outbound route map. The example also shows that, except 
for the neighbor at address 171.69.232.55, ali the neighbors have filter list 2 as the inbound filter list. 

reuter bgp 100 
neighber internal peer-greup 
neighber internal remete-as 100 
neighber internal update-seurce leepback O 
neighber internal reute-map set-med eut 
neighber internal filter-list 1 eut 
neighber internal filter-list 2 in 
neighber 171.69 . 232 . 53 peer-greup internal 
neighber 171.69 . 232.54 peer-greup internal 
neighber 171.69.232.55 peer-greup internal 
neighber 171.69.232.55 filter-list 3 in 

eBGP Peer Group Example 

The following example shows how the peer group named extemal-peers is defined without the neighbor 
remote-as router configuration command, making it an eBGP peer group. Each member ofthe peer 
group is configured with its respective autonomous system number separately. Thus, the peer group 
consists o f members from autonomous systems 200, 300, and 400. Ali the peer group members have 
set-metric route map as an outbound route map and filter list 99 as an outbound filter list. Except for 
neighbor 171.69.232.110, ali have 101 as the inbound filter list. 

reuter bgp 100 
neighber external-peers peer-greup 

neighbor external-peers reute-map set-metric out 
neighber external-peers filter-list 99 eut 
neighber external-peers filter-list 101 in 
neighber 171.69.232.90 remete-as 200 
neighber 171.69.232.90 peer-greup external-peers 
neighber 171.69.232.100 remete-as 300 
neighber 171.69.232.100 peer-greup external-peers 
neighber 171.69 . 232 . 110 remete-as 400 
neighber 171.69.232.110 peer-greup external-peers 
neighber 171.69.232.110 filter-list 400 in 
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TCP MD5 Authentication for BGP Examples 

The following example specifies that the router and its BGP peer at 145 .2.2.2 invoke MDS authentication 
on the TCP connection between them: 

router bgp 109 
neighbor 145.2.2.2 password v61ne0qkel33& 

c;"' /OS IP eo.no\>Í~;;;i;jiÇif~S -~ 



. --·-... ., - -.. . . ---·-
-~OS n° 03/2UU5 - t'·~ 

CP MI - CORREIO~ 

/ls : 1 53 5 
1- . 
l 
i 3 6 9 7 
~.Doe: ___ _ 
-·- -·- -·. · - ·~ .._. -----· .. --.. ~--



( 

• 

• 

Configuring DVMRP lnteroperability 

This chapter describes the Distance Vector Multicast Routing Protocol (DVMRP) lnteroperability 
feature. For a complete description ofthe DVMRP commands in this chapter, refer to the "IP Multicast 
Routing Commands" chapter ofthe Cisco /OS IP Command Reference, Volume 3 of 3: Multicast 
publication. To locate documentation of other commands that appear in this chapter, use the command 
reference master index, or search online. 

Cisco routers run Protocol Independent Multicast (PIM), and know enough about DVMRP to 
successfully forward multicast packets to and receive packets from a DVMRP neighbor. lt is also 
possible to propagare DVMRP routes into and through a PlM cloud. The Cisco lOS software propagares 
DVMRP routes and builds a separate database for these routes on each router, but PlM uses this routing 
information to make the packet-forwarding decision. Cisco lOS software does not implement the 
complete DVMRP . 

DVMRP builds a parent-child database using a constrained multicast model to build a forwarding tree 
rooted at the source o f the multicast packets. Multicast packets are initially flooded down this source 
tree . I f redundant paths are on the source tree, packets are not forwarded along those paths. Forwarding 
occurs until prune messages are received on those parent-child links, which further constrains the 
broadcast o f multicast packets. 

DVMRP is implemented in the equipment o f many vendors and is based on the public-domain mrouted 
program. The Cisco lOS software supports dynamic discovery ofDVMRP routers and can interoperate 
with them over traditional media such as Ethemet and FDDI, or over DVMRP-specific tunnels . 

To identify the hardware platform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for inforrnation about the feature or refer to the software 
release notes for a specific release. For more information, see the "ldentifying Supported Platforms" 
section in the "Using Cisco lOS Software" chapter. 

Basic DVMRP lnteroperability Configuration Task List 
To configure basic interoperability with DVMRP machines, perform the tasks described in the following 
sections. The tasks in the first section are required; the tasks in the remaining sections are optional. 

• Configuring DVMRP lnteroperability (Required) 

• Configuring a DVMRP Tunnel (Optional) 

Ad ve rti sing Nctwork 0.0.0.0 to DVMRP Nc ighbors (Optional) 

For more advanced DVMRP interoperability features, see the section "Ad\ anccd DVM RP 
lntcropcrability Configurati on Task Li st" !ater in this chapter. 
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Basic DVMRP lnteroperability Configuration Task List 

Configuring DVMRP lnteroperability "-.. 
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Command 

Cisco multicast routers using PIM can interoperate with non-Cisco multicast routers that use the 
DVMRP. 

PIM routers dynamically discover DVMRP multicast routers on attached networks . Once a DVMRP 
neighbor has been discovered, the router periodically sends DVMRP report messages advertising the 
unicast sources reachable in the PIM domain. By default, directly connected subnets and networks are 
advertised. The router forwards multicast packets that have been forwarded by DVMRP routers and, in 
turn, forwards multicast packets to DVMRP routers. 

You can configure which sources are advertised and which metrics are used by configuring the ip dvmrp 
metric interface configuration command. You can also direct ali sources learned via a particular unicast 
routing process to be advertised into DVMRP. 

The mrouted protocol is a public-domain implementation o f DVMRP. It is necessary to use mrouted 
Version 3.8 (which implements a nonpruning version ofDVMRP) when Cisco routers are directly 
connected to DVMRP routers or interoperate with DVMRP routers over an multicast backbone 
(MBONE) tunnel. DVMRP advertisements produced by the Cisco lOS software can cause oi der versions 
o f mrouted to corrupt their routing tables and those o f their neighbors. Any router connected to the 
MBONE should have an access list to limit the number ofunicast routes that are advertised via DVM. 

To configure the sources that are advertised and the metrics that are used when DVMRP report messages 
are sent, use the following command in interface configuration mode: 

Purpose 

Router(config-if)# ip dvmrp metric metric [list 
access-list] [protocol process-id] 

Configures the metric associated with a set of destinations for 
DVMRP reports. 

Command 

A more sophisticated way to achieve the same results as the preceding command is to use a route map 
instead o f an access list. Thus, you have a finer granularity o f contrai. To subject unicast routes to route 
map conditions before they are injected into DVMRP, use the following command in interface 
configuration mode: 

Purpose 

Router(config-if)# ip dvmrp metric metric 
[route-map map-name] 

Subjects unicast routes to route map conditions before they are 
injected into DVMRP. 

Responding to mrinfo Requests 

The Cisco lOS software answers mrinfo requests sent by mrouted systems and Cisco routers. The 
software returns information about neighbors on DVMRP tunnels and ali o f the interfaces o f the router. 
This information includes the metric (which is always set to I), the configured TTL threshold, the status 
of the interface, and various flags. The mrinfo EXEC command can also be used to query the router 
itself, as in the following example: 

mm1 -7kd # mrinfo 

171.69.214. 27 (mm1 - 7kd . cisco . com) [version cisco 11.1] [flags: ?MS] : 
171 . 69 . 214 . 27 171 . 69 . 214 . 26 (mm1-r7kb.c i sco.com) [1/0/pim/querier] 
171.69.2 14 . 27 -> 171 . 69 . 214 . 25 (mm1- 45a . cisco . coml [1/0/pim/querier] 
171.69 . 214 . 33 -> 17 1. 69 . 214 . 34 (mm1- 4 5c . cisco . c om) [1/0/pim] 
171 . 69 . 214 . 13 7 - > 0 . 0 . 0 . 0 [1/0/pim/querier/down/leaf ] 
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171.69.214 . 203 - > 0 . 0 . 0.0 [1 /0/pim/ querier / down / leaf ] 
171.69 .214.18 -> 171 . 69.214.20 (mm1-45e . cisco . com) [1 / 0/pim] 
171.69.214.18 -> 171.69 . 214.19 (mm1 - 45c . cisco . com) [1/0/pim] 
171.69.214 . 18 17 1.69. 214.17 (mm1-45a.cisco . com) [1 / 0 / pim] 

See the "DYMRP lnteroperability Example" section !ater in this chapter for an example ofhow to 
configure a PIM router to interoperate with a DVMRP router. 

Configuring a DVMRP T unnel 

Step 1 

Step2 

StepJ 

Step4 

Step5 

Step 6 

Step 7 

The Cisco lOS software supports DVMRP tunnels to the MBONE. You can configure a DVMRP tunnel 
on a router i f the other end is running DVMRP. The software then sends and receives multicast packets 
over the tunnel. This strategy allows a PIM domain to connect to the DVMRP router in the case where 
ali routers on the path do not support multicast routing. You cannot configure a DVMRP tunnel between 
two routers. 

When a Cisco router runs DVMRP over a tunnel, it advertises sources in DVMRP report messages much 
as it does on real networks. In addition, the software caches DVMRP report messages it receives and 
uses them in its Reverse Path Forwarding (RPF) calculation. This behavior allows the software to 
forward multicast packets received over the tunnel. 

When you configure a DVMRP tunnel, you should assign a tunnel an address in the following two cases: 

To enable the sending o f IP packets over the tunnel 

To indicate whether the Cisco lOS software should perform DVMRP summarization 

You can assign an IP address either by using the ip address interface configuration command, or by 
using the ip unnumbered interface configuration command to configure the tunnel to be unnumbered. 
Either o f these two methods allows IP multicast packets to flow over the tunnel. The software will not 
advertise subnets over the tunnel ifthe tunnel has a different network number from the subnet. In this 
case, the software advertises only the network number over the tunnel. 

To configure a DVMRP tunnel, use the following commands in interface configuration mode: 

Command Purpose 

Router(config-if)# interface tunnel number Specifies a tunnel interface in global configuration mode 
and puts the router into interface configuration mode. 

Router(config-if)# tunnel source ip-address Sets the source address ofthe tunnel interface. This address 
is the IP address o f the interface on the router. 

Router(config-if)# tunne1 destination Sets the destination adddress o f the tunnel interface. This 
ip-address address is the IP address of the mrouted multitask router. 

Router(config-if)# ~unnel mede dvmrp Configures a DVMRP tunnel. 

Router(config-if)# ip address address mask Assigns an IP address to the interface. 

o r o r 

Router(config -if )# ip unnumbered type number Configures the interface as unnumbered. 

Rou ter (config-if)# ip pim [dense-mode I Configures PIM on the interface. 
sparse-mode ] 

Router(conf ig-i f)# ip dvmrp accept-fi1ter Configures an acceptance filter for incoming DVMRP 
access-list (distance I ip neighbor-list reports. 
access -l ist] 
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See the "DVMRP Tunnel Example" section !ater in this chaJ~r'for.~an exan'lpl,e o f how to configure a 
DVMRP tunnel. ' ··· . . . .. 

Advertising Network 0.0.0.0 to DVMRP Neighbors 

Command 

Thc mrouted protocol is a public domain implementation ofDVMRP. Ifyour router is a neighbor to an 
mrouted Vcrsion 3.6 device, you can configure the Cisco lOS software to advertise network 0.0.0.0 to 
the DVMRP neighbor. Do not advertise the DVMRP default into the MBONE. You must specify whether 
only route 0.0.0.0 is advertised or if other routes can also be specified. 

To advertise network 0.0.0.0 to DVMRP neighbors on an interface, use the following command in 
interface configuration mode: 

Purpose 

Router(config-if)# ip dvmrp default-information 
{originate I only) 

Advertises network 0.0.0.0 to DVMRP neighbors. 

Advanced DVMRP lnteroperability Configuration Task List 
Cisco routers run PIM and know enough about DVMRP to successfully forward multicast packets to 
receivers and receive multicast packets from senders. lt is also possible to propagare DVMRP routes in to 
and through a PIM cloud. PIM uses this information; however, Cisco routers do not implement DVMRP 
to forward multicast packets. 

The basic DVMRP interoperability features are described in the section "Basic DVMRP Interoperability 
Configuration Task List" earlier in this chapter. To configure more advanced DVMRP interoperability 
features on a Cisco router, perform the optional tasks described in the following sections: 

• Enabling DVMRP Unicast Routing (Optional) 

• Limiting the Number of DVMRP Routes Advertised (Optional) 

• Changing the DVMRP Route Threshold (Optional) 

• Configuring a DVMRP Summary Address (Optional) 

• Disabling DVMRP Automatic summarization (Optional) 

• Adding a Metric Offset to the DVMRP Route (Optional) 

• Rejecting a DVMRP Nonpruning Neighbor (Optional) 

• Configuring a Delay Between DVRMP Reports (Optional) 

Enabling DVMRP Unicast Routing 

Because policy for multicast routing and unicast routing requires separare topologies, PIM must follow 
the multicast topology to build loopless distribution trees. Using DVMRP unicast routing, Cisco routers 
and mrouted machines exchange DVMRP unicast routes, to which PIM can then reverse path forward. 

Cisco routers do not perform DVMRP multicast routing among each other, but they can exchange 
DVMRP routes. The DVMRP routes provide a multicast topology that may differ from the unicast 
topology. These routes allow PIM to run over the multicast topology, thereby allowing PIM sparse mode 
over the MBONE topology. 

• Cisco lOS IP Configuration Guide 
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When DVMRP unicast routing is enabled, the router caches routes learned'l'n·D..VMRP report messages 
in a DVMRP routing table . PIM prefers DVMRP routes to unicast routes by default, but that preference 
can be configured. 

DVMRP unicast routing can run on ali interfaces, including generic routing encapsulation (GRE) 
tunnels . On DVMRP tunnels, it runs by virtue ofDVMRP multicast routing. This feature does not enable 
DVMRP multicast routing among Cisco routers . However, ifthere is a DVMRP-capable multicast router, 
the Cisco router will do PIM/DVMRP multicast routing interaction. 

To enable DVMRP unicast routing, use the following command in interface configuration mode: 

Purpose 

Router(config-if)# ip dvmrp unicast-routing Enables DVMRP unicast routing. 

limiting the Number of DVMRP Routes Advertised 

Command 

By default, only 7000 DVMRP routes will be advertised over an interface enabled to run DVMRP (that 
is, a DVMRP tunnel, an interface where a DVMRP neighbor has been discovered, or an interface 
configured to run the ip dvmrp unicast-routing interface configuration command). 

To change this limit, use the following command in global configuration mode: 

Purpose 

Router(config)# ip dvmrp route-limit count Changes the number o f DVMRP routes advertised o ver an interface 
enabled to run DVMRP. 

Changing the DVMRP Route Threshold 

Command 

By default, I 0,000 DVMRP routes may be received per interface within a 1-minute interval. When that 
rate is exceeded, a syslog message is issued, warning that a route surge might be occurring. The warning 
is typically used to quickly detect when routers have been misconfigured to inject a large number of 
routes into the MBONE. 

To change the threshold number ofroutes that trigger the warning, use the following command in global 
configuration mode: 

Purpose 

Router(config)# ip dvmrp routehog-notification 
route-coun t 

Configures the number of routes that trigger a syslog message. 

Use the show ip igmp interface EXEC command to display a running count o f routes. When the count 
is exceeded, "*** ALERT ***" is appended to the line. 

Configuring a DVMRP Summary Address 

You can customize the summarization ofDVMRP routes ifthe default classful automatic summarization 
does not suit your needs. To summarize such routes , specify a summary address by using the following 
command in interface configuration mode: 

~1538 
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Command 

Router(config-if)# ip dvmrp summary-address 
summary-address mask [metric value] 

Specifies a DVMRP summary address . 

Note At least one, more-specific route must be present in the unicast routing table before a configured 
summary address will be advertised. 

Disabling DVMRP Automatic summarization 

Command 

By default , the Cisco lOS software performs some levei ofDVMRP summarization automatically. 
Disable this function i f you want to adverti se ali routes, not just a summary. I f you configure the 
ip dvmrp summary-address interface configuration command and did not configure the no ip dvmrp 
auto-summary command, you get both custom and automatic summaries. 

To disable DVMRP automatic summarization, use the following command in interface configuratim 
mode : 

Purpose 

Router(config-if)# no ip dvmrp auto-summary Disables DVMRP automatic summarization. 

Adding a Metric Offset to the DVMRP Route 

Command 

By default, the router increments by 1 the metric o f a DVMRP route advertised in incoming DVMRP 
reports. You can change the metric ifyou want to favor or not favor a certain route. The DVMRP metric 
is a hop count. Therefore, a very slow serial tine of one hop is preferred over a route that is two hops 
over FDDI or another fast medium. 

For example, perhaps a route is learned by Router A and the same route is leamed by Router B with a 
higher metric . I f you want to use the path through Router B because it is a faster path, you can apply a 
metric offset to the route leamed by Router A to make it larger than the metric leamed by Router B, 
allowing you to choose the path through Router B. 

To change the default metric, use the following command in interface configuration mode : 

Purpose 

Router (config -i f)# ip dvmrp metric-offset [in I 
out ] increment 

Changes the metric added to DVMRP routes advertised in incoming 
reports. 

Similar to the metric keyword in mrouted configuration files , the following is true when using the 
ip dvmrp metric-offset interface configuration command: 

When you spec ify the in keywordor no keyword, the increment va lue is added to incoming DVMRP 
reports and is reported in mrinfo replies. The default value for the in keyword is I . 

When you specify the out keyword , the increment is added to outgoing DVMRP reports for routes 
fro m the DVMRP routing table. The default value for the out keyword is O. 
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By default, Cisco routers accept ali DVMRP neighbors as peers, reg~r4J,çji __ ~f.thefr DVMRP capability 
o r lack o f However, some non-Cisco machines run old versions o f DVMRP that cannot prune, soothey 
will continuously receive forwarded packets unnecessarily, wasting bandwidth. Figure 91 shows this 
scenario. 

Figure 91 leal Nonpmning DVMRP Neighbor 

Source or RP 

Wasted 
multicast 

traffic 

PIM dense mode 

Receiver 

Stub LAN with no members 

You can preventa router from peering (communicating) with a DVMRP neighbor ifthat neighbor does 
not support DVMRP pruning or grafting. To do so, configure Router C (which is a neighbor to the leaf, 
nonpruning DVMRP machine) with the ip dvmrp reject-non-pruners interface configuration command 
on the interface to the nonpruning machine. Figure 92 illustrates this scenario. In this case, when the 
router receives a DVMRP probe or report message without the Prune-Capable flag set, the router logs a 
syslog message and discards the message . 

"'""lOS 1P Coo~~íij~. 



Configuring DVMRP lnteroperability 

Advanced DVMRP lnteroperabilily Configuration Task List 

Figure92 Router Rt!iects Nonpnming DVMRP Neighbor 
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Note that the ip dvmrp reject-non-pruners command prevents peering with neighbors only. Ifthere are 
any nonpruning routers multiple hops away (downstream toward potential receivers) that are not 
rejected, then a nonpruning DVMRP network might still exist. 

To prevent peering with nonpruning DVMRP neighbors, use the following command in interface 
configuration mode: 

Command Purpose 

Router (config-if) # ip dvmrp reject-non-pruners Prevents peering with nonpruning DVMRP neighbors. 

Configuring a Delay Between DVRMP Reports 

You can configure an interpacket delay ofa DVMRP report. The delay is the number ofmilliseconds tl­
elapse between transmissions o f sets o f packets that constitute a report. The number o f packets in the . 
is determined by the burst value, which defaults to 2 packets . The milliseconds value defaults to 
I 00 milliseconds. 

To change the default values ofthe delay, use the following command in interface configuration mode: 

Command Purpose 

Rou te r (config - i f) 11 ip dvmrp output-report-delay Configures an interpacket delay between DVMRP reports. 
milliseconds [burst] 
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Configuring DVMRP lnteroperability 

Monitoring and Maintaining DVMRP 
To clear routes from the DVMRP routing table, use the following command in EXEC mode: 

Command Purpose 

Router# clear ip dvmrp route { • I route} Deletes routes from the DVMRP routing table. 

To display entries in the DVMRP routing table, use the following command in EXEC mode: 

Command Purpose 

Router# show ip dvmrp route [name I ip-address I 
type number] 

Displays the entries in the DVMRP routing table. 

DVMRP Configuration Examples 
This section provides the following DVMRP configuration examples: 

• DVMRP Interoperability Example 

• DVMRP Tunnel Example 

DVMRP lnteroperability Example 

The following example configures DVMRP interoperability for configurations when the PIM router and 
the DVMRP router are on the same network segment. In this example, access list 1 advertises the 
networks (198 .92.35 .0, 198.92.36.0, 198.92 .37.0, 131.108.0.0, and 150.136.0.0) to the DVMRP router, 
and access list 2 is used to prevent ali other networks from being advertised (the ip dvmrp metric O 
interface configuration command). 

interface ethernet O 
ip address 131 . 119 .244 .244 255 . 255.255 . 0 
ip pim dense-mode 
ip dvmrp metric 1 1ist 1 
ip dvmrp metric O list 2 

access-list 1 permit 198.92 . 35 . 0 0.0.0.255 
access - list 1 permit 198.92.36.0 0 . 0.0.255 
access - list 1 permit 198.92.37 . 0 0 . 0 . 0 .2 55 
access-list 1 permit 131.108.0 .0 0.0.255.255 
access-list 1 permit 150 . 136.0.0 0 .0 .255.255 
access-list 1 deny 0.0.0 . 0 255.255.255.255 
access - list 2 permit 0.0 .0 . 0 255.255.255.255 

DVMRP T unnel Example 

The following example configures a DVMRP tunnel: 

ip multicast-routing 

interface tunnel O 

'~40 ! 
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ip unnumbered ethernet O 
ip pim dense-mode 
tunnel source ethernet O 
tunnel destination 192 . 70 . 92.133 
tunnel mode dvmrp 

interface ethernet O 
description Universitat DMZ-ethernet 
ip address 192.76.243.2 255.255.255.0 
ip pim dense-mode 

• Cisco lOS IP Configuration Guide 
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Troubleshooting and Fault Management 

This chapter describes basic tasks that you can perform to troubleshoot your system and the network. 
For detailed troubleshooting procedures and scenarios, refer to the Internetwork Troubleshooting Guide. 
For complete details on ali debug commands, refer to the Cisco !OS Debug Command Reference . 

For a complete description o f the troubleshooting commands in this chapter, refer to the 
"Troubleshooting and Fault Management Commands" chapter in "Cisco lOS System Management 
Commands" part ofthe Release 12.2 Cisco !OS Configuration Fundamentais Command Reference. To 
locate documentation of other commands that appear in this chapter, use the Cisco ÍOS Command 
Ref erence Master lndex or search online. 

For additional troubleshooting tips, refer to the Troubleshooting Too/s Tech Tip document on Cisco.com. 

To identify hardware or software image support for a specific feature, use Feature Navigator on 
Cisco.com to search for information about the feature or refer to the software release notes for a specific 
release . For more information, see the "Identifying Platform Support for Cisco lOS Software Features" 
section in the "About Cisco lOS Software Documentation" chapter. 

Troubleshooting and Fault Management Task List 
To manage network faults , you need to discover, isolate, and correct problems. You can discover 
problems with the system monitoring commands, isolate problems with the system test commands, and 
resolve problems with other commands, including debug commands. 

To perform general fault management, perform the tasks described in the following sections: 

• Displaying System lnformation Using show Commands 

• Testing Network Connectivity 

• Testing Memory and Interfaces 

• Logging System Error Messages 

Us ing Fi eld Di agnosti cs on Line Cards 

• Troubleshooting Speci fi e Line Cards 

Storing Line Card Crash lnformation 

Creating Core Dumps 

Enabl ing Debug Operati ons 

Enabling Conditi onall y Tri ggercd Dcbugg in g 

Us ing the Environmcnral Monitor 

co .. 
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Troubleshooting and Fault Management 

In add ition to the materia l presented in this chapter, many chapters in the Cisco lOS software 
configuration guides inc lude fault management tasks specifi c to certain technologies and features . You 
can find these tasks in the "Monitoring and Maintaining" sections. 

Displaying System lnformation Using show Commands 
To providc information about systcm processes, thc Cisco lOS software includes an cxtcnsivc list of 
EXEC commands that begin with the word show, which, when executed, display detailed tables of 
systcm information. Fol lowing is a partia! list of systcm managemcnt show commands. To display the 
information described, use the following commands in EXEC mode, as needed: 

Command Purpose 

Router# show c26 00 Displays information about the Cisco 2600 platform, including 
interrupts, lOS Priority Masks, and IDMA status, for 
troubleshooting. 

Router# show c72 00 Displays information about the CPU and midplanc for the 
Cisco 7200 series routers. 

Router# show context Displays inforrnation stored in NVRAM when the router 
crashes. This command is only useful to your technical support 
representative . This command is supported on the Cisco 2600 
and 7000 series routers. 

Router# show contro llers Displays information specific to the hardware on a line card. 

Router# show contro llers l ogging Displays logging inforrnation about a line card. 

Router# show contro llers tech-support Displays general inforrnation about a line for use when reporting 
a problem. 

Router# show contro llers vip slot -number Displays information about the Versatile Interface Processar 
tech-support (VIP) card for use when reporting a problem 

Router# show d iag Displays hardware information (including DRAM and static 
RAM detai ls) for line cards. 

Router# show e nvironment [all I l a s t I table] Displays a message indicating whether an environmental 
waming condition currently exists, the temperature and voltage 
information, the last measured value from each o f the six test 
points stored in nonvo latile memory, or environmental 
specifications. Examples of systems that support this comman 
include the Cisco 7000 and the Cisco 12000 series routers. 

Router# show g sr Displays hardware information on the Cisco 12000 series 
Gigabit Switch Router (GSR) . 

Rou t e r# show gt64010 Displays ali GT640 I O internai registers and interrupt status on 
the Cisco 7200 series routers. 

Router# s h ow memory [memory-type] [free ] [summary] Displays memory pool statistics including summary information 
about the activities of the system memory allocator anda 
block-by-block listing of memory use. 

·--
Router# show pci {hardware I bridge [register]} Displays information about the periphera l component 

interconnect (PCI) hardware registers or bridge registers for the 
Cisco 2600 and 7000 series routers . 

Cisco lOS Configuration Fundamentais Configuration Guide 
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T esting Network Connectivity 

.........-. ... 

Command Purpose 

Ro u te r# 

Router# 

Router# 

Router# 

Router# 

Router# 

Router# 

Router# 
number] 

Router# 

show processes [cpu) Displays infonnation about ali active processes. 

show processes memory Displays infonnation about memory usage . 

show protocole Displays the configured protocols . 

show stacks Displays stack usage o f processes and interrupt routines, 
including the reason for the last system reboot. This command is 
only useful to your technical support representative. 

show subsys [class c l ass I name name] Displays subsystem infonnation. 

show tcp [line-number ] Displays the status o f TCP connections. 

show tcp brief [all] Displays a concise description o f TCP connection endpoints. 

show tdm connections [motherboard I slot Displays a snapshot o f the time-division multiplexing (TDM) 
bus connection or data memory in a Cisco AS5200 access server. 

show tech-support [page] [password] Displays infonnation about the system for use when reporting a 
problem. 

Refer to specific show commands in the tables of configuration commands found throughout the 
chapters in Cisco lOS software configuration guides. Refer to the Cisco lOS software command 
reference publications for detailed descriptions o f the commands . 

T esting Network Connectivity 
To test basic network connectivity, perfonn the tasks described in the following sections: 

• Configuring the TCP Keepalive Packet Service 

• Testing Connections with the ping Command 

• Tracing Packet Routes 

Configuring the TCP Keepalive Packet Service 

The TCP keepalive capability allows a router to detect when the host with which it is communicating 
experiences a system failure, even i f data stops being sent (in either direction) . This capability is most 
useful on incoming connections. For example, i f a host failure occurs while the router is communicating 
with a printer, the router might never notice, because the printer does not generate any traffic in the 
opposite direction. I f keepalives are enabled, they are sent once every minute on otherwise idle 
connections. I f 5 minutes pass and no keepalives are detected, the connection is closed. The connection 
is also closed i f the host replies to a keepalive packet with a reset packet. This will happen i f the host 
crashes and comes back up again . 

.., 

---··-------------~~\\1 

Cisco lOS Configuration Fundamentais C iJil(t)Suílg li!J4~U 
J CPMI - COR .. 

/

Fis .~ 4 ~ 1 
..J i · · 3697! 

/Doe I 
---·--



Troubleshooting and Fault Management 

Testing Mernory and Interfaces ~~ ... ~· . ' ····· .. ~ ........ ,. ~ 

Command 

/ ;;f! l.rJ w \ \ 
To generate the TCP keepalive pack;,ef-service, use ,thefollowing command in global configuration mode: 

.... __ ·. ·' 
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Purposes 

Router(config)# service {tcp-keepalives-in I 
tcp-keepalives-out} 

Generates TCP keepalive packets on idle network 
connections, either incoming connections initiated by a 
remote host, or outgoing connections initiated by a user. 

Testing Connections with the ping Command 

Command 

As an aid to diagnosing basic network connectivity, many network protocols support an echo protocol. 
The protocol involves sending a special datagram to the destination host, then waiting for a reply 
datagram from that host. Results from this echo protocol can help in evaluating the path-to-host 
reliability, delays over the path, and whether the host can be reached or is functioning. 

To invoke the echo protocol, use the following command in either user or privileged EXEC mode: 

Purposes 

Router# ping [protocol] {host I address) lnvokes a diagnostic tool for testing corinectivity. 

Refer to specific ping commands in the tables o f configuration commands found throughout the chapters 
in Cisco lOS software configuration guides. Refer to the Cisco lOS software command reference 
publications for detailed descriptions ofthe command. 

T racing Packet Routes 

Command 

To trace the routes that packets will actually take when traveling to their destinations, use the following 
command in either user or privileged EXEC mode: 

Purposes 

Router# trace [protocol] [destination ] Traces packet routes through the network (privileged 
levei). 

T esting Memory and Interfaces 

ih 
Caution 

To test the status memory and interfaces, perform the tasks described in the fo llowing sections: 

Testing Flash Memory Status 

Testing System Memory 

Testing Interfaces Statuss 

We do not recommend using these test commands; they are intended to aid manutàcturing personnel 
in checking system functionality. 
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Logging System Errar Messages 

T esting Flash Memory Status 

Command 

Router# test flash 

To test the status of Flash memory, use the following command in privileged EXEC mode: 

Purposes 

Tests Flash memory on MCI and envm Flash EPROM 
interfaces. 

Testing System Memory 

To diagnose the status of system memory, use the following command in privileged EXEC mode: 

Command Purposes 

Router# test memory Diagnoses Multibus memory, including NVRAM. 

T esting Interfaces Status 

~ 
Caution 

Command 

Do not use this test to diagnose problems with an operational server. 

To test the status ofthe interfaces, use the following command on a nonoperational server in privileged 
EXEC mode: 

Purposes 

Router# test interfaces Tests network interfaces. 

Logging System Error Messages 

~ .. 

By default, routers send debug EXEC command output and system error messages to a logging process. 
The logging process controls the distribution o f logging messages to the various destinations, such as 
the logging buffer, terminal !ines, or a UNIX syslog server, depending on your configuration. The 
process also sends messages to the console. When the logging process is on, the messages are displayed 
on the console after the process that generated them has finished . 

Note The syslog format is compatible with 4.3 Berkeley Standard Distribution (BSD) UNIX. 

When the logging process is disabled, messages are sent only to the console. The messages are sentas 
they are generated, so error and debug output will be interspersed with prompts or output from the 
command. 

You can set the severity levei o f the messages to control the type o f messages di splayed for the console 
and each destination. You can time-stamp log messages or set the syslog source address to enhance 
rea l-time debugging and management. 
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messages. 

Enabling Message Logging 

Command 

Message logging is enabled by default. lt must be enabled in order to send messages to any destination 
other than the console. 

To disable message logging, use the no logging on command. Note that disabling the logging process 
can slow down the router because a process cannot continue until the messages are written to the console. 

To reenable message logging after it has been disabled, use the following command in global 
configuration mode: 

Purposes 

Router(config)# logging on Enables message logging. 

Enabling Message Logging for a Slave Card 

Command 

To enable slave VIP cards to log status messages to the console (print the messages to the screen), use 
the following command in global configuration mode: 

Purposes 

Router(config)# service slave-log Enables slave message logging. 

Setting the Error Message Display Device 

Command 

I f message logging is enabled, you can send messages to specified locations, in addition to the console. 

To set the locations that receive messages, use the following commands in global configuration mode, 
as needed: 

Purposes 

Router(config)# logging buffered [size] Logs messages to an internai buffer. 

Router(config)# terminal monitor Logs messages to a nonconsole terminal. 

Router(config)# logging host Logs messages to a UNIX syslog server host. 

The logging buffered command copies logging messages to an internai buffer. The buffer is circular, so 
newer messages overwrite oi der messages after the buffer is full. To display the messages that are logged 
in the buffer, use the show logging EXEC command. The first message displayed is the oldest message 
in the buffer. To clear the current contents of the buffer, use the clear logging privileged EXEC 
command. 

The terminal monitor EXEC command locally accomplishes the task of displaying the system error 
messages to a nonconsole terminal. 
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'\ '· 
The logging command identifies a syslQg serverh0st to receive logging messages . The host argument is 
the name or Internet address o f the host.By-iss-uing this command more than once, you build a list of 
syslog servers that receive logging messages . The no Iogging command deletes the syslog server with 
the specified address from the list of syslogs. 

Configuring Synchronization of logging Messages 

Command 

You can configure the system to synchronize unsolicited messages and debug command output with 
solicited device output and prompts for a specific line. You can identify the types of messages to be_ 
output asynchronously based on the levei of severity. You can also determine the maximum number of 
buffers for storing asynchronous messages for the terminal after which messages are dropped. 

When synchronous logging o f unsolicited messages and debug command output is tumed on, 
unsolicited device output is displayed on the console or printed after solicited device output is displayed 
or printed. Unsolicited messages and debug command output is displayed on the console after the 
prompt for user input is retumed. Therefore, unsolicited messages and debug command output are not 
interspersed with solicited device output and prompts. After the unsolicited messages are displayed, the 
console displays the user prompt again. 

To configure for synchronous logging ofunsolicited messages and debug command output with solicited 
device output and prompts, use the following commands beginning in global configuration mode: 

Purposes 

Stepl Router(config)# line [aux I console I vty] 
beginning-line-number [ending-line-number] 

Specifies the line to be configured for synchronous logging 
o f messages . 

Step2 Router(config - line)# logging synchronous 
[level severity -level I all] 

Enables synchronous logging o f messages. 

[limit number-of-buffers] 

Enabling Time-Stamps on log Messages 

By default, log messages are not time-stamped. To enable time-stamping o f log messages, use either o f 
the following commands in global configuration mode: 

Command 

Rou ter( conf ig ) # service timestamps log uptime 

o r 

Router(config)# service timestamps log datetime [msec] 
[localtime] [show-timezone] 

Purposes 

Enables log time stamps. 

limiting the Error Message Severity levei and Facilities 

You can limit the number o f messages di splayed to the se lected dev ice by specifying the severity levei 
of the error message (see Table 16 for leve i descriptions). To doso, use the fo llowing commands in 
global configuration mode, as needed: 

CPMI - C81M~iM 
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Command 

Router(config)# l ogging c onso le level Limits the number o f messages logged to the console . 

Router(config)# l ogging monito r level Limits the number o f messages logged to the terminal !ines. 

Router(config)# logging trap level Limits the number ofmessages logged to the syslog servers. 

Step 1 

Command 

Ifyou have enabled syslog messages traps to be sent to a Simple Network Management Protocol (SNMP) 
network management station with the snmp-server enable trap command, you can change the levei of 
messages sent and stored in a history table on the router. You can also change the number o f messages 
that get stored in the history table . 

Messages are stored in the history table because SNMP traps are not guaranteed to reach their 
destination. By default, one message o f the levei waming and above (see Table 16) is stored in the 
history table even i f syslog traps are not enabled. 

To change levei and table size defaults, use the following commands in global configuration mode: 

Purposes 

Router(config)# logging history level Changes the default levei of syslog messages stored in the 
history file and sent to the SNMP server. 

Step2 Router(config)# logging history size number Changes the number o f syslog messages that can be stored 
in the history table. 

~ ... 
Note Table 16 lists the levei keywords and severity levei. For SNMP usage, the severity levei values use 

+ 1. For example, emergency equals 1 notO and criticai equals 3 not 2. 

The logging console command 1imits the logging messages displayed on the console terminal to 
messages with a levei number ator below the specified severity levei, which is specified by the leve/ 
argument. Table 16 lists the error message levei keywords and corresponding UNIX syslog definitions 
in order from the most severe levei to the least severe levei. 

lãble 16 Error Message logging Keywords 

Levei Keyword Levei Description Syslog Definition 

emergencies o System unusable LOG_EMERG 

alerts I Immediate action needed LOG_ALERT 

criticai 2 Criticai conditions LOG_CRIT 

errors 3 Error conditions LOG_ERR 

warnings 4 Waming conditions LOG_ WARNING 

notifications 5 Normal but significant condition LOG_NOTICE 

informational 6 lnforrnational messages only LOG_INFO 

debugging 7 Debugging messages LOG_DEBUG 

The no logging console command disables logging to the console terminal. 

Cisco lOS Configuration Fundamentais Configuration Guide 



I 

I 

( 

• 

Troubleshooting and Fault Management 

' . ,f \\ \>.: 
~ ·~ ~ Cu 
\ ·. . 

Logging System Error Messages 

\ .• 
'• ' l ~- ., ' 

The default is to log messages to the co'ft'roleJlt. tlfé debugging levei and those levei numbers that are 
lower, which means ali leveis. The logging monitor command defaults to debugging also. The logging 
trap command defaults to the informational levei. 

To display logging messages on a terminal, use the terminal monitor EXEC command. 

Current software generates the following four categories of error messages: 

• Error messages about software or hardware malfunctions, displayed at leveis warnings through 
emergencies 

• Output from the debug commands, displayed at the debugging levei 

• Interface up/down transitions and system restart messages, displayed at the notifications levei 

• Reload requests and low-process stack messages, displayed at the informationallevel 

Defining the UNIX System Logging Facility 

Command 

You can log messages produced by UNIX system utilities. To do this, enable this type logging and define 
the UNIX system facility from which you want to log messages. Table 17lists the UNIX system facilities 
supported by the Cisco lOS software. Consult the operator manual for your UNIX operating system for 
more information about these UNIX system facilities . 

To define UNIX system facility message logging, use the following command in global configuration 
mode: 

Purposes 

Router(config)# logging facility facility-type Configures system log facilities. 

Tãble 17 logging Facility Type Keywords 

Facility Type Keyword Description 

auth Indicates the authorization system. 

cron Indicates the cron facility. 

daemon Indicates the system daemon. 

kern Indicates the Kemel. 

locaiG-7 Reserved for locally defined messages. 

Ipr Indicates line printer system. 

ma i! lndicates mail system. 

news Indicates USENET news. 

sys9 Indicates system use. 

syslO lndicates system use . 

sysll lndicates system use . 

sys12 Indicares sysrem use. 

sys13 Indicares system use. 

sysl4 Indicates system use. 

syslog Indicares the sysrem log . 

Cisco lOS Configuration Fundamentais Confi 
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Tãble 17 Logging Facility Type Keywords {continued) 

Facility Type Keyword Description 

use r Indicates user process. 

uucp Indicates UNIX-to-UNIX copy system. 

Displaying logging lnformation 

To display logging information, use the following commands in EXEC mode, as needed: 

Command Purposes 

Router# show logging Displays the state o f syslog erro r and event logging, 
including host addresses, whether console logging is 
enabled, and other logging statistics. 

Router# show controllers vip slot-number logging Displays the state o f syslog error and event logging o f a VIP 
card, including host addresses, whether console logging I 
enabled, and other logging statistics 

Router# show logging history Displays information in the syslog history table such as the 
table size, the status o f messages, and the text o f the 
messages stored in the table. 

logging Errors to a UNIX Syslog Daemon 

To configure the syslog daemon on a 4.3 BSD UNIX system, include a line such as the following in the 
/etc/syslog.conf file : 

local7 . debugging / usr / adm/ logs / cisco . log 

The debugging keyword specifies the syslog levei ; see Table 16 for a general description of other 
keywords. The local7 keyword specifies the logging facility to be used; see Table I 7 for a general 
description of other keywords. 

The syslog daemon sends messages at this levei or ata more severe levei to the file specified in the next 
field . The file must already exist, and the syslog daemon must have permission to write to it. 

Setting the Syslog Source Address 

Command 

By default, a syslog message contains the IP address ofthe interface it uses to leave the router. To set ali 
syslog messages to contain the same IP address, regardless ofwhich interface they use, use the following 
command in global configuration mode : 

Purposes 

Rou t er (confi g )# logging source-interface type number Sets the sys log source address . 

Cisco lOS Configuration Fundamentais Configuration Guide 
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Using Field Diagnostics on Line Cards 

Command 

~ .. 

Each line card on the Cisco 12000 series routers can perform field diagnostic testing to isolate faulty 
hardware without di srupting normal operation o f the system. However, performing field diagnostic 
testing on a line card does halt ali activity on the line card for the duration ofthe testing. After successful 
completion o f the field diagnostic testing, the Cisco lOS software is automatically reloaded on the line 
card. 

Note The field diagnostic diag command must be executed from the Gigabit Route Processar (GRP) main 
console port. 

To perform field diagnostic testing on a line card, use the following command in privileged EXEC mode: 

Purposes 

Router# diag slot - n umber [previous I post I verbose I 
wait] 

Specifies the line card on which you want to perform 
diagnostic testing. 

Command 

Optionally, specifies that previous test results are displayed, 
that only extended power-on self-tests (POST) be 
performed, that the maximum messages are displayed, or 
that the Cisco lOS software not be reloaded on the line card 
after successful completion o f the tests . The following 
prompt is displayed: 

Running Diags will halt ALL activity on the 
requested slot . [confirm] 

At the prompt, press Return to confirm that you want to 
perform field diagnostic testing on the specified line card, or 
type no to stop the testing. 

To stop field diagnostic testing on a line card, use either ofthe following commands in privileged EXEC 
mode : 

Purpose 

Router# diag slot-number halt Specifies the line card on which you want to stop diagnostic 
testing. 

o r 

Router# no diag slot - numbe r 

~ .. 
Note When you stop the fi eld diagnostic test, the line card remains down (that is, in an unbooted state). In 

most cases, you stopped the testing because you need to remove the line card or replace the line card. 
I f that is not the case and you want to bring the line card back up (that is, online), you must use the 
microcode reload global configuration command or power cycle the line card . 
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Troubleshooting Specific Line Cards 

T roubleshooting Specific Line Cards 
Cisco lOS provides the execute-on command to allow you to issue Cisco IOS-commands (such as show 
commands) to a specific line card for monitoring and maintenance. For example, you could show which 
Cisco lOS image is loaded on the card in slot 3 ofa Cisco 12012 Gigabit Switch Router (GSR) by issuing 
thc execute-on slot 3 show version command. You can also use this command for troubleshooting cards 
in the dia! shelf o f Cisco access servers. For complete documentation o f this command, refer to the 
"Troubleshooting" chapter o f the Release 12.2 Cisco lOS Configuration Fundamentais Command 
Re(erence. 

Storing Line Card Crash lnformation 

~ 
Caution 

Command 

This section explains how to enable storing of crash information for a line card and optionally specify 
thc typc and amount o f information stored. Technical support representatives need to be able to look at 
the crash information from the line card to troubleshoot serious problems on the line card. The crash 
information contains ali the line card memory information, including the main memory and transmit and 
rcceive buffer information. 

Use the exception linecard global configuration command only when directed by a technical support 
representative, and only enable options that the technical support representative requests you to 
enablc. 

To enable and configure the crash information options for a line card, use the following command in 
global configuration mode: 

Purpose 

Router(config)# exception linecard {all I slot 
slot-number) [corefile filename I main-memory size [k I m] 
I queue-ram size [k I m] I rx-buffer size [k I m] I 
sqe-register-rx I sqe-register-tx I tx-buffer size 

Specifies the line card for which you want crash 
information when a line card resets. Optionally, specify 
the type and amount o f memory to be stored. 

[k I m]] 

Creating Core Dumps 

~ 
Caution 

When your router crashes, it is sometimes useful to obtain a full copy o f the memory image ( called '­
core dump) to identify the cause o f the crash. Not ali crash types will produce a core dump. 

Core dumps are generally use fui only to your technical support representa tive . The core dump fi I e, which 
is a very large binary file , must be transferred to a Trivial File Transfer Protocol (TFTP), File Transfer 
Pro toco! (FTP), o r remo te copy protocol (rcp) server and subsequentl y interpreted by technical 
personnel that have access to source code and detailed memory maps. 

Use the exception commands only under the direction o f a technical support representative_ Creating 
a core dump while the router is functioning in a network can disrupt network operation. 

To configure your system to generate core dump fil es, use the following commands in global 
confi guration mode: 
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Router(config)# ip ftp password [encrypt- type] (Optional for core dump file transfers using FTP) Specifies 
password the password to be used for FTP connections. 

Router(config)# ip ftp username username (Optional for core dump file transfers using FTP) 
Configures the user name for FTP connections. 

Router(config)# exception protocol {ttp I rcp I tftp} Configures the protocol used for core dumps. 

Router(config)# exception flash Configures the router for a core dump using a Flash disk. 

Router(config)# exception core-file na me Specifies the name o f the core dump file when your router 
has generated a core dump file after crashing. 

Router(config)# exception dump ip-address Configures the router to dump a core file to a particular 
server when the router crashes. 

Router(config)# exception memory { tragment size I Causes the router to create a core dump and reboot when 
minimum size} certain memory size parameters are violated. 

Router(config)# exception spurious-interrupt [number] Causes the router to create a core dump and reboot after a 
specified number o f spurious interrupts. 

Specifying the Protocol for the Core Dump 

To configure the router to generate a core dum, perform the tasks described in the following sections: 

Using TFTP for Core Dumps 

Using FTP for Core Dumps 

Using rcp for Core Dumps 

Using a Flash Disk 

' Using TFTP for Core Dumps 

Command 

Dueto a limitation ofmost TFTP applications, the router will dump only the first 16MB ofthe core file . 
Therefore, i f your router's main memory is larger than 16 MB, do not use TFTP. 

To configure a router for a core dump using TFTP, use the following commands in global configuration 
mode: 

Purpose 

Router(config) # exception protocol tftp Specifies that the TFTP protocol should be used for core 
dumps. 

Router(config)# exception dump ip-address Configures the router to dump a core file to a particular 
server when the router crashes. 

For example, the following command configures a router for a core dump using TFTP, where 172.17.92.2 is 
the IP address o f the TFTP server : 

Router(config)# exception protocol tftp 
Router(config)# exception dump 172.17.92.2 
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The core dump is written to a file named hostnanre~_C;,or.~ ()tt thé TFTP server, where hostname is the name 
ofthe router (in the example, the file would be named Router-core). You can change the name ofthe core 
file by adding the exception core-filefilename configuration command. 

Depending on the TFTP server application used, it may be necessary to create, on the TFTP server, the 
empty target file to which the router can write the core. Also, make sure that there is enough memory on 
your TFTP server to hold the complete core dump. 

Using FTP for Core Dumps 

Step 1 

Step2 

Step3 

Step4 

StepS 

To configure the router for a core dump using FTP, use the following commands in global configuration 
mode: 

Command 

Router(config)# ip ftp username username 

Router(config)# ip ftp password [type] 

password 

Router (config)# exception protocol ftp 

Router (config)# exception dump ip-address 

Router(config)# exception core-file name 

Purposes 

(Optional) Configures the user name for FTP connections. 

(Optional) Specifies the password to be used for FTP 
connections. 

Specifies that FTP should be used for core dump file 
transícrs . 

Configures the router to dump a core file to a particular 
server when the router crashes. 

Specifies the name o f the core dump file when your router 
has generated a core dump file after crashing. 

The following example configures a router to use FTP to dump a core file named dumpfile to the FTP 
server at 172.17.92.2 when it crashes. 

ip ftp username red 
ip ftp password blue 
exception protocol ftp 
exception dump 172.17 . 92 . 2 
exception core - file dumpfile 

Using rcp for Core Dumps 

Step 1 

Step2 

Command 

You can use rcp to capture a core dump. Enabling rcp on a router is described in the "Configuring a 
Router to Use rcp" section ofthe "Configuring Basic File Transfer Services" chapter. 

To enable rcp on the router, use the following commands in global configuration mode to capture the 
core dump: 

Purposes 

Route r (config)# exception protocol ftp Specifies that rcp should be used for core dump file 
transfers . 

Rout e r(config)# exception dump ip-address Configures the router to dump a core file to a particular 
server when the router crashes. 

The following example sets 172.17.92.2 as the IP address of the host on which rcp is enabled: 
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exception protocol rcp 
exception dump 172.17 . 92 . 2 

Creating Core Dumps 

Using a Flash Disk for Core Dumps 

Some router platforms support the Flash disk as an alterna tive to the linear Flash memory or Personal 
Computer Memory Card Industry Association (PCMCIA) Flash card. The large storage capacity ofthese 
Flash disks makes them good candidates for another means of capturing a core dump. To configure a 
router for a core dump using a Flash disk, use the following command in global configuration mode : 

Command Purpose 

Router (config) # exception flash [procmem I iomem I all) Configures the router for a core dump using a flash disk. 
device-name[:partition-number] [erase I no_erase) 

The show flash ali EXEC command will list the devices you can use for the exception flash command. 

Specifying the Name of the Core Dump File 

Command 

To specify a filename o f a core dump file when the router crashes, use the following command in global 
configuration mode: 

Purpose 

Router(config)# exception core-file name Specifies the name o f the core dump file when your router has 
generated a core dump file after crashing. 

Creating an Exception Memory Core Dump 

Command 

To cause the router to create a core dump and reboot when certain memory size parameters are violated 
during the debugging process, use the following commands in global configuration mode: 

Purpose 

Router(config)# exception memory fragment size The minimum contiguous block ofmemory in the free pool (in 
bytes) . 

Router(config ) # exception memory minimum si z e The minimum size ofthe free memory pool (in bytes). 

The size parameter is expressed in bytes and is checked every 60 seconds. I f you ente r a size that is 
greater than the free memory and the exception dump command has been configured, a core dump and 
router reload is generated after 60 seconds. lfthe exception dump command is not configured, the router 
reloads without triggering a core dump. The following example configures the router to monitor the free 
memory. I f the memory falls below 250,000 bytes, the core dump is created and the router reloads . 

exception dump 172.16 . 92 . 2 
exception c ore - fi l e memory .overru n 
exce ption memory minimum 2500 0 0 
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Enabl ing Debug Operations 

Setting a Spurious lnterrupt Core Dump ·, 

Lt. 
Caution 

Command 

During the debugging process, you can configure the router to create a spurious interrupt core dump and 
reboot when a specified number of interrupts have occurred. 

Use the exception spurious-interrupt global configuration command only when directed by a 
technical support representative and only enable options requested by the technical support 
representative. 

To enable and configure the crash inforrnation for spurious interrupts, use the following command in 
global configuration mode: 

Purpose 

Router(config)# exception spurious-interrupt 
number 

Sets the maximum number o f spurious interrupts to include in 
the core dump before reloading. 

The following example configures a router to create a core dump with a limit oftwo spurious interrupts: 

exception spurious-interrupt 2 

Enabling Debug Operations 

Command 

Your router includes hardware and software to aid in troubleshooting internai problems and problems 
with other hosts on the network. The debug privileged EXEC mode commands start the console display 
o f severa! classes o f network events. The following commands describe in general the system debug 
message feature. Refer to the Cisco lOS Debug Command Reference for ali inforrnation regarding debug 
commands. Also refer to the Internetwork Troubleshooting Guide publication for additional inforrnation. 

To enable debugging operations, use the following commands: 

Purposes 

Router# show debugging Displays the state of each debugging option. 

Router# debug ? Displays a list and brief description of ali the debug 
command options. 

Router# debug command Begins message logging for the specified debug commano. 

Router# no debug command Tums message logging off for the specified debug 
command. 

Lt. 
Caution The system gives high priority to debugging output. For this reason, debugging commands should be 

turned on only for troubleshooting specific problems or during troubleshooting sessions with 
technical support personnel. Excessive debugging output can render the system inoperable. 
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You can configure time-stamping of system debug ~;t:ie"Ss(;ges. Time-stamping enhances real-time 
debugging by providing the reta tive timing o f logged events. This information is especially useful when 
customers send debugging output to your technical support personnel for assistance. To enable 
time-stamping o f system debug messages, use either o f the following commands in global configuration 
mode : 

Purposes 

Router(config)# service timestamps debug uptime Enables time-stamping of system debug messages. 

o r 

Router(config)# service timestamps debug datetime 
[msec] [localtime] [show-timezone] 

Normally, the messages are displayed only on the console terminal. Refer to the section "Setting the 
Error Message Display Device" earlier in this chapter to change the output device. 

Enabling Conditionally Triggered Debugging 
When the Conditionally Triggered Debugging feature is enabled, the router generates debugging 
messages for packets entering or leaving the router on a specified interface; the router will not generate 
debugging output for packets entering or leaving through a different interface. You can specify the 
interfaces explicitly. For example, you may only want to see debugging messages for one interface or 
subinterface. You can also tum on debugging for ali interfaces that meet specified condition. This feature 
is use fui on dia I access servers, which have a large number of ports. 

Normally, the router will generate debugging messages for every interface, resulting in a large number 
o f messages. The large number o f messages consumes system resources, and can affect your ability to 
find the specific information you need. By limiting the number of debugging messages, you can receive 
messages related to only the ports you wish to troubleshoot. 

Conditionally Triggered Debugging contrais the output from the following protocol-specific debug 
commands: 

debug aaa { accounting I authorization I authentication} 

debug dialer { events / packets} 

debug isdn {q921/ q931} 

debug modem { oob I trace} 

debug ppp {ali/ authentication I chap I erro r I negotiation I multilink events I packet} 

Although this feature limits the output o f the commands listed, it does not automatically enable the 
generation of debugging output from these commands. Debugging messages are generated only when 
the protocol-specific debug command is enabled. The debug command output is controlled through two 
processes: 

The protocol-specific debug commands specify which protocols are being debugged. For example, 
the debug dialer events command generates debugging output related to dialer events. 

The debug condition commands limit these debugging messages to those related to a particular 
interface. For example, the debug condition username bob command generates debugging output 
only for interfaces with packets that specify a username o f bob. 

To configure Conditionally Triggered Debugging, perform the tasks described in the following sections: 
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Enabling Conditionally Triggered Debugging 

Enabling Protocol-Specific debug Commands 

Enabling Conditional Debugging Commands 

Specifying Multiple Debugging Conditions 

\. 

Enabling Protocoi-Specific debug Commands 

Command 

In order to generate any debugging output, the protocol-specific debug command for the desired output 
must be enabled. Use the show debugging command to determine which types o f debugging are enabled. 
To display the current debug conditions, use the show debug condition command. To enable the desired 
protocol-specific debug commands, use the following commands in privileged EXEC mode : 

Purpose 

Router# show debugging Determines which types of debugging are enabled. 

Router# show debug condition [condition-id] Displays the current debug conditions. 

Router# debug protocol Enables the desired debugging commands. ) 
--------+------
Router# no debug protocol Disables the debugging commands that are not desired. 

I f you do not want output, disable ali the protocol-specific debug commands. 

Enabling Conditional Debugging Commands 

Ifno debug condition commands are enabled, all debugging output, regardless ofthe interface, will be 
displayed for the enabled protocol-specific debug commands. 

The first debug condition command you enter enables conditional debugging. The router will display 
only messages for interfaces that meet one o f the specified conditions. I f multi pie conditions are 
specified, the interface must meet at least one o f the conditions in order for messages to be displayed. 

To enable messages for interfaces specified explicitly or for interfaces that meet certain conditions, 
perform the tasks described in the following sections: 

Displaying Messages for One Interface 

• Displaying Messages for Multiple Interfaces 

• Limiting the Number of Messages Based on Conditions 

Displaying Messages for One Interface 

Command 

To disable debugging messages for all interfaces except one, use the following command in privileged 
EXEC mode: 

Purpose 

Rou ter# debug condition interface int e rface Enables debugging output for only the specified interface. 

To reenable debugging output for ali interfaces, use the no debug interface command. 
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Displaying Messages for Multi pie lnterfàce~ ____ _ _ 

Command 

To enable debugging messages for multi pie interfaces, use the following commands in privileged EXEC 
mode: 

Purposes 

Stepl Router# debug condition interface interface 

Step2 Router# debug condition interface interface 

Enables debugging output for only the specified interface 

Enable debugging messages for additional interfaces. 
Re_p~..tJtis _t·aSk:until debugging messages are enabled for 
an desired interfaces. 

Ifyou specify more than one interface by entering this command multiple times, debugging output wili 
be displayed for ali ofthe specified interfaces. To tum off debugging on a particular interface, use the 
no debug interface command. Ifyou use the no debug interface ali command or remove the last debug 
interface command, debugging output wili be reenabled for ali interfaces. 

Limiting the Number of Messages Based on Conditions 

Command 

The router can monitor interfaces to leam if any packets contain the specified value for one of the 
foliowing conditions: 

username 

calling party number 

calied party number 

I f you enter a condition, such as caliing number, debug output will be stopped for ali interfaces. The 
router will then monitor every interface to leam i f a packet with the specified caliing party number is 
sent o r received on any interfaces. I f the condition is met on an interface or subinterface, debug 
command output wili be displayed for that interface. The debugging output for an interface is "triggered" 
when the condition has been met. The debugging output continues to be disabled for the other interfaces. 
lf, at some !ater time, the condition is met for another interface, the debug output also wili become 
enabled for that interface. 

Once debugging output has been triggered on an interface, the output will continue until the interface 
goes down. However, the session for that interface might change, resulting in a new username, called 
party number, or calling party number. Use the no debug interface command to reset the debug trigger 
mechanism for a particular interface. The debugging output for that interface will be disabled until the 
interface meets one o f the specified conditions. 

To limit the number o f debugging messages based on a specified condition, use the following command 
in privileged EXEC mode: 

Purpose 

Router# debug condition {username username I called 
dial - string I caller dial -string) 

Enables conditional debugging. The router will clisplay only 
messages for interfaces that meet this condition. 

To reenable the debugging output for ali interfaces, enter the no debug condition ali command . 
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Step 1 

Step2 
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To limit the number of debugging messages based on more thàn·Q!1 ~. C()ll.ditíon, use the following 
commands in privi leged EXEC mode: 

Command Purposes 

Router# debug con di tion {username username 
c a lle d dial-string I caller dial-string} 

Enables conditional debugging, and specifies the first 
condition. 

Router# debu g condition {username username 
c a lled dial - string I c a l ler dial-string} 

Specifies the second condition. Repeat this task until ali 
conditions are specified. 

I f you enter multiple debug condition commands, debugging output will be generated i f an interface 
meets at least one ofthe conditions. Ifyou remove one ofthe conditions using the no debug condition 
command, interfaces that meet only that condition no longer will produce debugging output. However, 
interfaces that meet a condition other than the removed condition wi ll continue to generate output. Only 
i f no active conditions are met for an interface wi ll the output for that interface be disabled. 

Conditionally Triggered Debugging Configuration Examples 

In this example, four conditions have been set by the following commands: 

debug condition interface serial O 

debug condition interface serial 1 

debug condition interface virtual-template 1 

debug condition username fred 

The first three conditions have been met by one interface. The fourth condition has not yet been met: 

Router# show debug c on d ition 

Condition 1: int erf ace Se O (1 f l ags t riggered ) 
Flags : Se O 

Condition 2: interface Sel (1 flag s triggered ) 
Flags : Sel 

Condit ion 3: i nterface Vtl (1 flag s trigge r e d ) 
Fla gs : Vtl 

Condition 4: username fred (O f lags trigge red ) 

When any debug condition command is entered, debugging messages for conditional debugging are 
enabled. The fo llowing debugging messages show conditions being met on different interfaces as the 
serial O and serial I interfaces come up. For example, the second line of output indicates that serial 
interface O meets the usemame fred condition. 

*Mar 1 00:04:41.647 : %LINK-3-UPDOWN : Interface Seria l O, changed state to up 
*Mar 1 00:0 4 : 4 1 . 71 5: Se O Debug: Cond ition 4 , u s e r n a me fr ed triggered , count 2 
*Mar 1 00: 04: 4 2.9 63 : %L I NEPROT0 - 5 -UPDOWN: Line p r o t o c o l on Interface Se ria l O, changed 
state to up 
*Ma r 1 00:04:43.271: Vil Debug: Condition 3, inte r face Vtl triggere d, count 1 
*Mar 1 00:04:43.271: %LINK-3- UPDOWN: Inter f ace Virtual-Access1, changed state to up 
*Mar 1 00:04:43.279: Vil Debug: Condition 4, usern ame fr ed triggered, count 2 
*Mar 1 00:04:43.283: Vil Debug: Condition 1, inte r face SeO triggered, coun t 3 
*Mar 1 00:04:44 . 039 : %IP-4-DUPADDR: Duplicate a ddress 172.27.32.114 on Ethernet O, 
sourced by 00e0.1e3e . 2d4l 
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*Mar 1 00:04:44.283: %LINEPROT0-5-UPDOWN'"-,. l:;-~':',e •. protocol on Interface Virtua l-Accessl, 
changed state to up 
*Mar l 00:04:54.667: %LINK-3-UPDOWN: Interface Seriall, changed state to up 
*Mar 00:04:54.731: Sel Debug: Condition 4, username fred triggered , count 2 
•Mar l 00:04:54.735: Vil Debug: Condition 2, interface Sel triggered, count 4 
*Mar 00:04 : 55 . 735: %LINEPROT0-5-UPDOWN: Line protocol on Interface Seriall, changed 
state to up 

Aftcr a pcriod oftimc, thc show debug condition command displays the revised list ofconditions : 

Rout.er# show debug condition 

Condition l: interface Se O (2 flags triggered) 
Flags: Se O Vil 

Condit.ion 2: interface Se1 (2 flags triggered) 
Flags: Sel Vil 

Condition 3: interface Vt.l (2 flags triggered) 
Flags: Vt1 Vil 

Condit.ion 4: username fred (3 flags triggered) 
Flags: Se O Vil Se1 

Next, the serial I and serial O interfaces go down. When an interface goes down, conditions for that 
interface are cleared. 

*Mar 
*Mar 
*Mar 
*Mar 1 
state to 
*Mar 1 
*Mar 
*Mar l 
*Mar l 
*Mar 1 

*Mar 1 

*Mar l 
state to 
*Mar 1 
changed 

00:05:51.443: 
00:05 : 51.471: 
00:05:51.479: 
00:05:52.443 : 

down 
00:05:56 . 859 : 
00 :05:5 6 .887 : 
00:05 : 56 . 895: 
00:05:56.899: 
00:05:56.899: 
00:05:56.903: 
00 :05:57 . 907: 

down 
00:05:57.907: 
state to down 

%LINK-3-UPDOWN: Interface Seriall, changed state to down 
Se1 Debug: Condition 4, username fred cleared, count l 
Vil Debug: Condition 2, interface Sel cleared, count 3 
%LINEPROT0-5-UPDOWN: Line protocol on Interface Serial1, changed 

%LINK-3-UPDOWN: Interface SerialO, changed state to down 
SeO Debug: Condition 4, username fred cleared, count 1 
Vil Debug : Condition 1, interface SeO cleared, count 2 
Vil Debug : Condition 3, interface Vt1 cleared, count 1 
Vil Debug: Condition 4, username fred cleared, count O 
%LINK-3-UPDOWN: Interface Virtual-Accessl, changed state to down 
%LINEPROT0-5-UPDOWN: Line protocol on Interface SerialO , changed 

%LINEPROT0-5-UPDOWN: Line protocol on Interface Virtual-Access1, 

The final show debug condition output is the same as the output before the interfaces carne up: 

Router# show debug condition 

Condition 1: interface Se O (1 flags triggered) 
Flags: Se O 

Condition 2: interface Sel (1 flags triggered) 
Flags: Sel 

Condition 3: interface Vtl ( 1 flags triggered) 
Flags: Vtl 

Condition 4: username fred (O flags triggered) 

Using the Environmental Monitor 
Some routers and access servers have an environmental monitor that monitors the physical condition of 
the router. I f a measurement exceeds acceptable margins , a warning message is printed to the system 
console. The system software collects measurements once every 60 seconds, but warnings for a given 
test point are printed at most once every 4 hours. If the temperature measurements are out o f 
specitication more than the shutdown, the software shuts the router down (the fan will remain on) . The 
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router must be manually turned off a~1i._p1Útfter such· a shutdown. You can query the environmental 
monitor using the show environment coirirnand àt any time to determine whether a measurement is out 
o f tolerance. Refer to the Cisco !OS System Erro r Messages publication for a description o f 
environmental monitor warning messages. 

On routers with an environmental monitor, i f the software detects that any o f its temperature test points 
have exceeded maximum margins, it performs the following steps: 

1. Saves the last measured values from each ofthe six test points to internai nonvolatile memory. 

2. lnterrupts the system software and causes a shutdown message to be printed on the system console. 

3. Shuts off the power supplies after a few milliseconds o f delay. 

The system displays the following message iftemperatures exceed maximum margins, along with a 
message indicating the reason for the shutdown: 

Router# 
%ENVM-l-SHUTDOWN: Environrnental Monitor initiated shutdown 
%ENVM-2-TEMP: Inlet ternperature has reached SHUTDOWN level at 64(C) 

Refer to the hardware installation and maintenance publication for your router for more information 
about environmental specifications. 

Cisco lOS Configuration Fundamentais Configuration Guide 

) 



( 

. ... · · · ~-~ .... -.--....-.......... ____ . 
• RQS n° 03/2005- I '~ 

! CPMI - CORREIO~ 
. ;. F I s: 1 5 5 3 I 
1 ·_ 3 6 9 71

1 

I_D~oc~: ======= !.. 



• 

• 

• 

. ~·~ ., 

~~~~ 
,..,.,· . ... 

:~-~~: :.-.. ' ~ 
t 

:lij<. .... 
1-~~-~·· 

Configuring IP Routing Protocol-lndependent 
~-"- Features 

This chapter describes how to configure IP routing protocol-independent features. For a complete 
description ofthe IP routing protocol-independent commands in this chapter, refer to the "IP Routing 
Protocol-Independent Commands" chapter o f the Cisco lOS IP Command Reference, Volume 2 o f 3: 
Routing Protoco/s publication. To loca te documentation o f other commands in this chapter, use the 
command reference master index, or search online. 

To identify the hardware platform or software image information associated with a feature , use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release. For more information, see the "Identifying Supported Platforms" 
section in the "Using Cisco lOS Software" chapter in this book . 

Protocol-lndependent Feature T ask List 
Previous chapters addressed configurations of specific routing protocols. To configure optional 
protocol-independent features, perform any o f the tasks described in the following sections: 

Us ing Variable-Length Subnet Masks (Optional) 

• Confi guring Stat1 c Routes (Optional) 

Spccifying Default Routes (Optional) 

Changing the Max11num Number of Paths (Optional) 

• Configuring Multi-Interface Load Splittmg (Optional) 

Redi stributing Routing InformatJ on (Optional) 

Fi Ire ri ng Routi ng ln fo rm anon (Optional) 

Enabli ng Poli cy Ro utin g (Optional) 

Man ag ing AuthcntJcat JOn Keys (Optional) 

Monitoring and Mainta ining the IP Network (Optional) 

See the section "IP Routing Protocol-lndepcndent Confi gurati on Exampl es" at the end ofthis chapter 
for configuration examples . 
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Enhanced IGRP (EIGRP), Intermediate System-to-lntermediate System ('IS-IS)-Intérdomain Routing 
Protocol, Open Shortest Path First (OSPF), Routing Information Protocol (RIP) Version 2, and static 
routes support variable-length subnet masks (VLSMs). With VLSMs, you can use different masks for 
the same network number on different interfaces, which allows you to conserve IP addresses and more 
efficiently use available address space. However, using VLSMs also presents address assignment 
challenges for the network administrator and ongoing administrative challenges. 

Refer to RFC 1219 for detailed information about VLSMs and how to correctly assign addresses. 

Note Consider your decision to use VLSMs carefully. You can easily make mistakes in address 
assignments and you will generally find it more difficult to monitor your network using VLSMs. 

~ .. 
Note The best way to implement VLSMs is to keep your existing numbering plan in place and gradually 

migrate some networks to VLSMs to recover address space. See the "Variable-Length Subnet Mask 
Example" section at the end ofthis chapter for an example ofusing VLSMs. 

Configuring Static Routes 

Command 

Static routes are user-defined routes that cause packets moving between a source and a destination to 
take a specified path. Static routes can be important i f the Cisco lOS software cannot build a route to a 
particular destination. They are use fui for specifying a gateway o f last resort to which ali unroutable 
packets will be sent. 

To configure a static route, use the following command in global configuration mode: 

Purpose 

Router(config)# ip route prefix mask {ip-address 
interfa ce-type interface-number) [distance] [tag tag] 

[permanent] 

Establishes a static route. 

See the "Overriding Static Routes with Oynamic Protocols Example" section at the end ofthis chapter 
for an example of configuring static routes. 

The software remembers static routes until you remove them (using the no form ofthe ip route global 
configuration command). However, you can override static routes with dynamic routing information 
through prudent assignment o f administrative distance values. Each dynamic routing protocol has a 
default administrative distance, as listed in Tablc 9. lfyou would like a static route to be overridden by 
information from a dynamic routing protocol , simply ensure that the administrative distance ofthe static 
route is higher than that o f the dynamic protocol. 

Tãble9 Dynamic llouting Protocol Default Administrative Oistances 

Route Source Default Distance 

Connected interface o 
Static route 
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Dynamic Routing Protocol Default Administrative D;;fmw:.es.(é;;',tinued) Táble9 

Route Source Default Distance 

Enhanced IGRP (EIGRP) summary route 5 

Exterior Border Gateway Protocol (BGP) 20 

Internai EIGRP 90 

IGRP 100 

OSPF 110 

IS-IS 115 

RIP 120 

EIGRP externai route 170 

Interior BGP 200 

Unknown 255 

Static routes that point to an interface will be advertised via RIP, IGRP, and other dynamic routing 
protocols, regardless o f whether redistribute static router configuration commands were specified for 
those routing protocols: These static routes are advertised because static routes that point to an interface 
are considered in the routing table to be connected and hence lo se their static nature. However, i f you 
define a static route to an interface that is not one o f the networks defined in a network command, no 
dynamic routing protocols will advertise the route unless a redistribute static command is specified for 
these protocols . 

When an interface goes down, ali static routes through that interface are removed from the IP routing 
table. Also, when the software can no longer finda valid next hop for the address specified as the address 
o f the forwarding router in a static route, the static route is removed from the IP routing table. 

Specifying Default Routes 
A router might not be able to determine the routes to ali other networks. To provide complete routing 
capability, the common practice is to use some routers as smart routers and give the remaining routers 
default routes to the smart router. (Smart routers have routing table information for the entire 
internetwork.) These default routes can be passed along dynamically, or can be configured into the 
individual routers. 

Most dynamic interior routing protocols include a mechanism for causing a smart router to generate 
dynamic default information that is then passed along to other routers. 

Specifying a Default Network 

I f a router has a directly connected interface onto the specified default network, the dynamic routing 
protocols running on that device will generate or source a default route . In the case of RIP, the router 
will advertise the pseudonetwork 0.0.0.0. In the case ofiGRP, the network itselfis advertised and flagged 
as an exterior route . 

A router that is generating the default for a network also may need a default of its own. One way a router 
can generate its own default is to specify a static route to the network 0.0.0.0 through the appropriate 
device . 



Config .. ing IP Routing Protocol-lndependent Features 
Changing lhe Maximum Number of Palhs 

/ ,· ~ · \ 
o o /~f}Cv o 

To define a statlc route to a network as the stat1c default route, use the followmg command m global 
configuration mode: \ \, 

', 
o" 

Command Purpose 

Router(config)# ip default-network network-number Specifies a default networko 

Understanding Gateway of Last Resort 

When default information is being passed along through a dynamic routing protocol, no further 
configuration is requiredo The system periodically scans its routing table to choose the optimal default 
network as its default routeo In the case ofRIP, there is only one choice, network 00000000 In the case of 
IGRP, there might be severa! networks that can be candidates for the system default. The Cisco lOS 
software uses both administrative distance and metric information to determine the default route 
(gateway o f last resort)o The selected default route appears in the gateway of last resort display of the 
show ip route EXEC commando 

I f dynamic default information is not being passed to the software, candidates for the default route art> 
specified with the ip default-network global configuration commando In this usage, the 
ip default-network command takes an unconnected network as an argument. Ifthis network appears in 
the routing table from any source (dynamic or static), it is flagged as a candidate default route and is a 
possible choice as the default routeo 

Ifthe router has no interface on the default network, but does have a route to it, it considers this network 
as a candidate default patho The route candidates are examined and the best one is chosen, based on 
administrative distance and metrico The gateway to the best default path becomes the gateway of last 
resorto 

Changing the Maximum Number of Paths 

Command 

By default, most IP routing protocols install a maximum offour parallel routes in a routing tableo Static 
routes always install six routeso The exception is BGP, which by default allows only one path to a 
destinationo 

The range o f maximum paths is one to six pathso To change the maximum number o f parallel paths 
allowed, use the following command in router configuration mode: 

Purpose 

Router(config-router)# maximum-paths maximum Configures the maximum number o f para li e! paths 
allowed in a routing tableo 

Configuring Multi-Interface Load Splitting 
Multi-interface load splitting allows you to efficiently control traffic that travels across multiple 
interfaces to the same destinationo The traffic-share min router configuration command specifies that i f 
multiple paths are available to the same destination, only paths with the minimum metric will be installed 
in the routing tableo The number ofpaths allowed is never more than sixo For dynamic routing protocols, 
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the number ofpaths is controlled by the maximuht-paths ro:titerconfiguration command. The static 
route source can always install six paths. If more pàtbs,are.aváíiable, the extra paths are discarded. I f 
some installed paths are removed from the routing table, pending routes are added automatically. 

When the traffic-share min command is used with the across-interfaces keyword, an attempt is made 
to use as many different interfaces as possible to forward traffic to the same destination. When the 
maximum path limit has been reached anda new path is installed, the router compares the installed paths. 
For example, ifpath X references the same interface as path Y and the new path uses a different interface, 
path X is removed and the new path is installed. 

To configure traffic that is distributed among multiple routes ofunequal cost for equal cost paths across 
multiple interfaces, use the following command in router configuration mode: 

Purpose 

Router(config-router)# traffic-share min 
{across-interfaces} 

Configures multi-interface load splitting across different 
interfaces with equal cost paths. 

Redistributing Routing lnformation 

Command 

In addition to running multiple routing protocols simultaneously, the Cisco lOS software can redistribute 
information from one routing protocol to another. For example, you can instruct the software to 
readvertise IGRP-derived routes using RIP, or to readvertise static routes using the IGRP protocol. 
Redistributing information from one routing protocol to another applies to ali o f the IP-based routing 
protocols . 

You also can conditionally control the redistribution o f routes between routing domains by defining a 
method known as route maps between the two domains. 

The following four tables list tasks associated with route redistribution. Although redistribution is a 
protocol-independent feature, some ofthe match and set commands are specific to a particular protocol. 

To define a route map for redistribution, use the following command in global configuration mode: 

Purpose 

Router(config)# route-map map-tag [permit I deny) 
[sequence-number] 

Defines any route maps needed to control 
redistribution. 

Command 

One or more match commands and one or more set commands typically follow a route-map global 
configuration command. If there are no mate h commands, then everything matches. I f there are no set 
commands, nothing is done (other than the match). Therefore, you need at least one match or set 
command. 

To define conditions for redistributing routes from one routing protocol into another, use at least one of 
the following commands in route-map configuration mode, as needed: 

Purpose 

Router(config-route-map)# match as-path path-list-number Matches a BGP autonomous system path access list. 

Router(config-route-map)# match community-list 
community-list-number [exact) 

Matches a BGP community list. 

~~:~~ 
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Command Purpose ·~ v 
Router(config-route-map)# match ip address Matches a standard access list. ·:. ' ' • ., 

{access -list -number I access-list-name) ' \ ' • 

[ .. . access-list-number I . . . access-list-name] ............... ....... ......, .. .... -· -
Router(config-route-map)# match metric metric-value Matches the specified metric. 

Router(config-route-map)# match ip next-hop Matches a next-hop router address passed by one ofthe 
{access-list-number I access-list-name) access lists specified. 
[access-list-number I access-list-name] 

Router(config-route-map)# match tag tag-value [ tag- val ue] Matches the specified tag value. 

Router(config-route-map)# match interface interface-type Matches the specified next hop route out one o f the 
interface-number [interface-type interface-number] interfaces specified. 

Router(config-route-map)# match ip route-source Matches the address specified by the specified 
{access-list-number I access-list-name) advertised access lists. 
[access-list-number I access-list-name] 

Router(config-route-map)# match route-type {local I Matches the specified route type. 
internal I external [type-1 I type-2] I level-1 I level-2} 

One or more match commands and one or more set commands should follow a route-map router 
configuration command. To define conditions for redistributing routes from one routing protocol into 
another, use at least one o f the following commands in route-map configuration mode as needed: 

Command Purpose 

Router(config-route-map)# set community {community-number Sets the communities attribute. 
[additive]} I nona 

Router(config-route-map)# set dampening halflife reuse Sets BGP route dampening factors. 
suppress max-suppress-time 

Router(config-route-map)# set local-preference Assigns a value to a local BGP path. 
number-value 

Router(config - route-map)# set weight weight Specifies the BGP weight for the routing table . 

Router(config-route-map)# set origin {igp I egp as-number Sets the BGP origin code. 
I incompleta) 

Router(config-route-map)# set as-path {tag I prepend Modifies the BGP autonomous system path. 
as-path-string} 

Router(config-route-map)# set next-hop next-hop Specifies the address o f the next hop. 

Router(config-route-map)# set automatic-tag Enables automatic computing o f the tag table. 

Router(config-route-map)# set level {level-1 I level-2 I Specifies the areas in which to import routes. 
level-1-2 I stub-area I bacltbone} 

Router(config-route-map)# set metric metric-value Sets the metric value to give the redistributed routes 
(for any protocol except IGRP or Enhanced IGRP 
[EIGRP]). 

Router(config-route-map)# set metric bandwidth delay Sets the metric value to give the redistributed routes 
reliability loading mtu (for IGRP or EIGRP only) . 

Router(config-route-map)# set metric-type {internal I Sets the metric type to give redistributed routes. 
external I type-1 I type-2 } 
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Command 

Router(config-route -map)# set metric-type internal Sets the Multi Exit Discriminator (MED) value on 
prefixes advertised to Exterior BGP neighbor to match 
the Interior Gateway Protocol (IGP) metric ofthe next 
hop. 

Router(config-route·map)# set tag tag-value Sets the tag value to associate with the redistributed 
routes. 

Step 1 

See the "BGP R ou te Map Examples" section in the "Configuring BGP" chapter for examples o f BGP 
route maps. See the "BGP Community with Route Maps Examples" section in the "Configuring BGP" 
chapter for examples o f BGP communities and route maps. 

To distribute routes from one routing domain into another and to control route redistribution, use the 
following commands in router configuration mode: 

Command 

Router(config-router)# redistribute protocol 
[process-id] {level-1 I level-l-2 I level-2} [metric 
metric-value] [matric-type type-value] [match 
internal I external type-value] [tag tag-value] 
[route-map map- tag] [subnets] 

Purpose 

Redistributes routes from one routing protocol to 
another routing protocol. 

Step2 Router(config-router)# default-metric number Causes the current routing protocol to use the same 
metric value for ali redistributed routes (BGP, OSPF, 
RIP). 

Step3 Router(config-router)# default-metric bandwidth 
delay reliability loading mtu 

Step4 Router(config-router)# no default-information {in I 
out} 

Causes the IGRP or Enhanced IGRP (EIGRP) routing 
protocol to use the same metric value for ali 
non-IGRP redistributed routes. 

Disables the redistribution o f default information 
between IGRP processes, which is enabled by 
default. 

The metrics o fone routing protocol do not necessarily translate in to the metrics o f another. For example, 
the RIP metric is a hop count and the IGRP metric is a combination offive quantities . In such situations, 
an artificial metric is assigned to the redistributed route . Beca use o f this unavoidable tampering with 
dynamic information, carelessly exchanging routing information between different routing protocols can 
create routing loops, which can seriously degrade network operation. 

Understanding Supported Metric T ranslations 

This section describes supported automatic metric translations between the routing protocols. The 
following descriptions assume that you have not defined a default redistribution metric that replaces 
metric conversions : 

RIP can automatically redistribute static routes. lt assigns static routes a metric of I (directly 
connected). 

BGP does not normally send metrics in its routing updates . 

Cisco lOS IP Configuiil 
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IGRP can automatically redistribute static routes and information from other IGRP-ro~d (-v 
autonomous systems. IGRP assigns static routes a metric that identifies them as directly connected .. 
IGRP does not change the metrics ofroutes derived from IGRP updates from other.autonomous 
systems. 

• Note that any protocol can redistribute other routing protocols i f a default metric is in effect. 

Filtering Routing lnformation 

'· 

To filter routing protocol information performing the tasks in the following sections. The tasks in the 
first section are required; the tasks in the remaining sections are optional: 

Preventing Routing Updates Through an Interface (Required) 

• Controlling the Advertising o f Routes in Routing Updates (Optional) 

• Controlling the Processing of Routing Updates (Optional) 

Filtering Sources of Rounng lnformation (Optional) 

Note When routes are redistributed between OSPF processes, no OSPF metrics are preserved. 

Preventing Routing Updates Through an Interface 

Command 

To prevent other routers on a local network from learning about routes dynamically, you can keep routing 
update messages from being sent through a router interface. Keeping routing update messages from 
being sent through a router interface prevents other systems on the interface from learning about routes 
dynamically. This feature applies to ali IP-based routing protocols except BGP. 

OSPF and IS-IS behave somewhat differently. In OSPF, the interface address you specify as passive 
appears as a stub network in the OSPF domain. OSPF routing information is neither sent nor received 
through the specified router interface. In IS-IS, the specified IP addresses are advertised without actually 
running IS-IS on those interfaces. 

To prevent routing updates through a specified interface, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# passiva-interface 
interface-type interface-number 

Suppresses the sending o f routing updates through the 
specified interface . 

I ' 

Se e the "Passive Interface Exampl es" section at the end o f this chapter for examples o f configuring 
passive interfaces. 
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Configuring Default Passive Interfaces 

Command 

In Internet service provi der (ISP) and large enterprise networks, many of the distribution routers have 
more than 200 interfaces. Before the introduction ofthe Default Passive Interface feature, there were two 
possibilities for obtaining routing information from these interfaces: 

Configure a routing protocol such as OSPF on the backbone interfaces and redistribute connected 
interfaces. 

Configure the routing pro toco! on ali interfaces and manualiy set most o f them as passive. 

Network managers may not always be able to summarize type 5 link-state advertisements (LSAs) at the 
router levei where redistribution occurs, as in the first possibility. Thus, a large number o f type 5 LSAs 
can be flooded over the domain. 

In the second possibility, large type I LSAs might be flooded into the area. The Area Border Router 
(ABR) creates type 3 LSAs, one for each type I LSA, and floods them to the backbone. lt is possible, 
however, to have unique summarization at the ABR levei, which will inject only one summary route into 
the backbone, thereby reducing processing overhead. 

The prior solution to this problem was to configure the routing protocol on ali interfaces and manually 
set the passive-interface router configuration command on the interfaces where adjacency was not 
desired. But in some networks, this solution meant coding 200 or more passive interface statements. 
With the Default Passive Interface feature, this problem is solved by allowing ali interfaces to be set as 
passive by default using a single passive-interface default command, then configuring individual 
interfaces where adjacencies are desired using the no passive-interface command. 

Thus, the Default Passive Interface feature simplifies the configuration o f distribution routers and allows 
the network manager to obtain routing information from the interfaces in large ISP and enterprise 
networks. 

To set ali interfaces as passive by default and then activate only those interfaces that need to have 
adjacencies set, use the foliowing commands beginning in global configuration mode: 

Purpose 

Step1 Router(config)# router protocol Configures the routing protocol on the network. 

Sets ali interfaces as passive by default. 

Activates only those interfaces that need to have 
adjacencies set. 

Step2 Router(config-router)# passiva-interface default 

Step3 Router(config-router)# no passiva-interface 
interface-type 

Step4 Router(config-router)# network network-address 
[options] 

Specifies the list ofnetworks for the routing process. 
The network-address argument is an IP address 
written in dotted decimal notation-172.24.101.14, 
for example. 

See the section "Defauft Passi vc lnrerfacc Examplc" at the end ofthis chapter for an example ofa default 
passive interface. 

To verify that interfaces on your network have been set to passive, you could enter a network monitoring 
command such as the show ip ospf interface EXEC command, or you could verify the interfaces you 
enabled as active using a command such as the show ip interface EXEC command. 

Cisco lOS IP 
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Controlling lhe Advertising of Routes in Routing Updates \"·,, 

Command 

...... 

To prevent other routers from learning one or more routes, you can suppress routes from being advertised 
in routing updates. Suppressing routes in route updates prevents other routers from learning the 
interpretation of a particular device of one or more routes. You cannot specify an interface name in 
OSPF. When used for OSPF, this feature applies only to externai routes. 

To suppress routes from being advertised in routing updates, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# di•tribute-list 
{access-list-number I access-list-name) out 
[interface-name I routing-process I as-number) 

Permits or denies routes from being advertised in 
routing updates depending upon the action listed in the 
access list. 

Controlling the Processing of Routing Updates 

Command 

You might want to avoid processing certain routes listed in incoming updates. This feature does not 
apply to OSPF or IS-IS. To suppress routes in incoming updates, use the following command in router 
configuration mode: 

Purpose 

Router(config-router)# di•tribute-list 
{access-list-number I access-list-name) in 
[interface-type interface-number] 

Suppresses routes listed in updates from being 
processed. 

Filtering Sources of Routing lnformation 

Filtering sources ofrouting information prioritizes routing information from different sources, because 
some pieces o f routing information may be more accurate than others. An administra tive distance is a 
rating o f the trustworthiness o f a routing information source, sue h as an individual router or a group o f 
routers. In a large network, some routing protocols and some routers can be more reliable than others as 
sources ofrouting information. Also, when multiple routing processes are running in the same router for 
IP, it is possible for the same route to be advertised by more than one routing process. By specifying 
administrative distance values, you enable the router to intelligently discriminate between sources of 
routing information. The router will always pick the route whose routing protocol has the lowest 
administrative distance. 

To filter sources o f routing information, use the following command in router configuration mode: 

Command Purpose 

Router (config-router) # distance { ip-address { wildcard- Filters on routing information sources. 
mask)} [ip-standard-list] [ip-extended] 

There are no general guidelines for assigning administrative distances because each network has its own 
requirements. You must determine a reasonable matrix o f administra tive distances for the network as a 
whole . Table 9 shows the default administrative distance for various routing information sources. 
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For example, considera router using IGRP ~n'd··RIP~ 'Suppose you trust the IGRP-derived routing 
information more than the RIP-derived routing information. In this example, because the default IGRP 
administrative distance is lower than the default RIP administrative distance, the router uses the 
IGRP-derived information and ignores the RIP-derived information. However, i f you Jose the source o f 
the IGRP-derived information (because of a power shutdown in another building, for example), the 
router uses the RIP-derived information until the IGRP-derived information reappears. 

For an example offiltering on sources ofrouting information, see the section "Administrative Distancc 
Examplcs" !ater in this chapter. 

Note You also can use administrative distance to rate the routing information from routers running the 
same routing protocoL This application is generally discouraged ifyou are unfamiliar with this 
particular use o f administrative distance, beca use it can result in inconsistent routing information, 
including forwarding Ioops. 

~ .. 
Note The weight o f a route can no longer be set with the distance command. To set the weight 

for a route, use a route-map. 

Enabling Policy Routing 

Command 

Policy routing is a more flexible mechanism for routing packets than destination routing. It is a process 
whereby the router puts packets through a route map before routing them. The route map determines 
which packets are routed to which router next. You might enable policy routing i f you want certain 
packets to be routed some way other than the obvious shortest path. Possible applications for policy 
routing are to provide equal access, protocol-sensitive routing, source-sensitive routing, routing based 
on interactive versus batch traffic, and routing based on dedicated links. 

To enable policy routing, you must identify which route map to use for policy routing and create the 
route map. The route map itself specifies the match criteria and the resulting action i f ali of the match 
clauses are met. These steps are described in the following task tables. 

To enable policy routing on an interface, indicate which route map the router should use by using the 
following command in interface configuration mode. Ali packets arriving on the specified interface will 
be subject to policy routing . This command disables fast switching of ali packets arriving on this 
interface. 

Purpose 

Router(config-if)# ip policy route-map map-tag Identifies the route map to use for policy routing. 

To define the route map to be used for policy routing, use the following command in global configuration 
mode: 

Command 

Router(config)# route-map map-tag [permit f deny] 
[sequence-number] 

Purpose 

Defines a route map to control where packets are output . 
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Command 

' ' \, 
To define the cri teria by which~ke,ts are .exan;ined to learn ifthey will be policy-routed, use either one 
or both o f the following commands·in Fouté-map configuration mode. No match clause in the route map 
indicates ali packets. 

Purpose 

Router(config-route-map)# match length minimum-length 
maximum-length 

Matches the Levei 3 length of the packet. 

Router(config-route-map)# match ip address 
{access-list-number I access-list-name} 
[access-list-number I access-list-name] 

Matches the destination IP address that is permitted by 
one or more standard or extended access lists. 

Step1 

Step2 

To set the precedence and specify where the packets that pass the match criteria are output, use the 
following commands in route-map configuration mode: 

itommand 

Router(config-route-map)# set ip precedence number I name 

Router(config-route-map)# set ip next-hop ip-address 
[ip-address] 

Purpose 

Sets the precedence value in the IP header. 

Specifies the next hop to which to route the 
packet. 
{lt must be an adjacent router). 

Step3 Router(config-route-map)# set interface interface-type 
interface-number [ ... interface-type interface-number] 

Specifies the output interface for the packet. 

Step4 Router(config-route-map)# set ip default next-hop 
ip-address [ip-address] 

Specifies the next hop to which to route the 
packet, i f there is no explicit route for this 
destination. 

Note Like the set ip next-hop command, the 
set ip default next-hop command needs 
to specify an adjacent router. 

Step5 Router(config-route-map)# set default interface 
interface-type interface-number [ . . . interface-type 
interface-number] 

Specifies the output interface for the packet, if 
there is no explicit route for this destination. 

~ .. 
Note The set ip next-hop and set ip default next-hop are similar commands but have a different order of 

operations. Configuring the set ip next-hop command causes the system to use policy routing first 
and then use the routing table . Configuring the set ip default next-hop causes the system to use the 
routing table first and then policy route the specified next hop. 

The precedence setting in the IP header determines whether, during times ofhigh traffic, the packets will 
be treated with more or less precedence than other packets . By default, the Cisco lOS software leaves 
this value untouched; the header remains with the precedence value it had. 

The precedence bits in the IP header can be set in the router when policy routing is enabled. When the 
packets containing those headers arrive at another router, the packets are ordered for transmission 
according to the precedence set, i f the queueing feature is enabled. The router does not honor the 
precedence bits i f queueing is not enabled; the packets are sent in FIFO order. 
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You can change the precedence setting, us~eit.h.er-a-number o r name. The names carne from RFC 791, 
but are evolving. You can enable other features that use the values in the set ip precedence route-map 
configuration command to determine precedence. Table I O lists the possible numbers and their 
corresponding name, from least important to most important. 

lãble TO IP PIYICedence Va/ues 

Number Na me 

o routine 

I priority 

2 immediate 

3 flash 

4 flash-override 

5 criticai 

6 internet 

7 network 

The set commands can be used with each other. They are evaluated in the order shown in the previous 
task table. A usable next hop implies an interface. Once the local router finds a .next hop and a usable 
interface, it routes the packet. 

To display the cache entries in the policy route cache, use the show ip cache policy EXEC command. 

lfyou want policy routing to be fast switched, see the following section "Enabling Fast-Switched Policy 
Routing." 

See the "Policy Routing Example" section at the end ofthis chapter for an example ofpolicy routing. 

Enabling Fast-Switched Policy Routing 

IP policy routing can now be fast switched. Prior to fast-switched policy routing, policy routing could 
only be process switched, which meant that on most platforms, the switching rate was approximately 
I 000 to 10,000 packets per second. Such rates were not fast enough for many applications . Users that 
need policy routing to occur at faster speeds can now implement policy routing without slowing down 
the router. 

Fast-switched policy routing supports ali ofthe match commands and most ofthe set commands, except 
for the following restrictions: 

• The set ip default command is not supported. 

• The set interface command is supported only over point-to-point links, unless a route cache entry 
exists using the same interface specified in the set interface command in the route map . Also, at the 
process levei, the routing table is consulted to determine i f the interface is on a reasonable path to 

the destination. During fast switching, the software does not make this check . Instead, i f the packet 
matches, the software blindly forwards the packet to the specified interface . 

Policy routing must be configured before you configure fast-switched policy routing . Fast switching of 
policy routing is disabled by default. To have policy routing be fast switched, use the following 
command in interface configuration mode: 
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Command 

Router(config-if)# ip route-cache policy Enables fast switching of policy routing. 

Enabling Local Policy Routing 

Command 

Packets that are generated by the router are not normally policy routed. To enable local policy routing 
for such packets, indicate which route map the router should use by using the following command in 
global configuration mode. Ali packets originating on the router will then be subject to local policy 
routing. 

Purpose 

Router(config)# ip local policy route-map map-tag Identifies the route map to use for local policy routing. 

Use th~ show ip local policy EXEC command to display the route map used for local policy routing, i ~") 
one ex1sts. 

Enabling Netflow Policy Routing 

NetFlow policy routing (NPR) integrares policy routing, which enables traffic engineering and traffic 
classification, with NetFlow services, which provide billing, capacity planning, and monitoring 
information on real-time traffic flows. IP policy routing now works with Cisco Express Forwarding 
(CEF), distributed CEF (dCEF), NetFlow, and NetFlow flow acceleration. 

As quality of service (QoS) and traffic engineering become more popular, so does interest in the ability 
o f policy routing to selectively set IP Precedence and type o f service (ToS) bits (based on access lists 
and packet size), thereby routing packets based on predefined policy. lt is important that policy routing 
work well in large, dynamic routing environments. Hence, distributed support allows customers to 
leverage their investment in distributed architecture. 

NetFiow policy routing leverages the following technologies: 

• CEF, which looks ata Forwarding Information Base (FIB) instead ofa routing table when switching 
packets, to address maintenance problems o f a demand caching scheme. 

• dCEF, which addresses the scalability and maintenance problems o f a demand caching scheme. 

• NetFiow, which allows accounting, capacity planning, traffic monitoring, and flow-accelerating 
specific applications. 

Following are NPR benefits: 

• NPR takes advantage of the new switching services. CEF, dCEF, and NetFlow can now use policy 
routing. 

• Now that policy routing is integrated into CEF, policy routing can be deployed on a wide scale and 
on high-speed interfaces . 

Following are NPR restrictions: 

• NPR is only available on Cisco lOS platforms that support CEF. 

Distributed FIB-based policy routing is only available on platforms that support dCEF. 

• The Cisco 12000 platform currently is not supported. 

• Cisco lOS IP Configuration Guide 
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Command 

Enabling Policy Routing 
. )! 
: 1. l -'X\À \ Cu 
~ \, 

• Policy routing will not be flow accelerated i f any mat~h,pàcket-size ' clause o f a route map is 
configured. Beca use packet size is not part o f a flow definition._a.policy routing decision cannot be 
based on a flow entry. 

• The set ip next-bop verify-availability route-map configuration command o f route-map is not 
supported in dCEF because dCEF does not support the Cisco Discovery Protocol (CDP) database. 

In arder for NetFlow policy routing to work, the following features must already be configured: 

• CEF, dCEF, or NetFlow 

• Policy routing 

To configure CEF, dCEF, or NetFlow, refer to the appropriate chapter ofthe Cisco lOS Switching 
Services Con.figuration Guide. 

NPR is the default policy routing mode. No additional configuration tasks are required to enable policy 
routing in conjunction with CEF, dCEF, or NetFlow. As soon as one ofthese features is tumed on, 
packets are automatically subject to policy routing in the appropriate switching path. 

There is one new, optional configuration command (set ip next-hop verify-availability). This command 
has the following restrictions: 

• lt can cause some performance degradation due to CDP database lookup overhead per packet. 

• CDP must be enabled on the interface. 

• The directly connected next hop must be a Cisco device with CDP enabled. 

• It is supported in NetFlow accelerated policy routing, but not available in dCEF, due to the 
dependency o f the CDP neighbor data base. 

lt is assumed that policy routing itself is already configured . 

I f the router is policy routing packets to the next hop and the next hop happens to be down, the router 
will try unsuccessfully to use Address Resolution Protocol (ARP) for the next hop (which is down). This 
behavior will continue forever. 

To prevent this situation, you can configure the router to first verify that the next hops o f the route map 
are CDP neighbors of the router before routing to that next hop. 

This task is optional because some media or encapsulations do not support CDP, or it may not be a Cisco 
device that is sending the router traffic. 

To configure the router to verify that the next hop is a CDP neighbor before the router tries to policy 
route to it, use the following command in route-map configuration mode: 

Purpose 

Router(config-route-map)# set ip next-hop 
verify-availability 

Causes the router to confirm that the next hops ofthe route map are 
CDP neighbors o f the router. 

Ifthe command shown is set and the next hop is nota CDP neighbor, the router looks to the subsequent 
next hop, i f there is one. I f there is none, the packets simply are not policy routed. 

I f the command shown is not set, the packets are either policy routed o r rema in f o rever unrouted. 

I f you want to selectively verify availability o f only some next hops, you can configure different 
route-map entries (under the same route map name) with different criteria (using access list matching or 
packet size matching), and use the set ip next-hop verify-availability configuration command 
selectively . 
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Typically, you would use existi~pbli.~Y routin~ and NetFlow show EXCEC commands to monitor these 
features. For more information on'lb_ese show commands, refer to the "IP Routing Protocol-Independent 
Commands" chapter ofthe Cisco JOS"fft "Command Reference, Volume 2 of 3: Routing Protocols 
publication for policy routing commands and the appropriate chapter o f the Cisco /OS Switching 
Services Command Reference publication for NetFlow commands. 

To display the route map Inter Processor Communication (IPC) message statistics in the Route Processor 
(RP) or Versatile Interface Processor (VIP), use the following command in EXEC mode: 

Purpose 

Router# ehow route-map ipc Displays the route map IPC message statistics in the RP or VIP. 

Managing Authentication Keys 

ICommand 

Key management is a method of controlling authentication keys used by routing protocols. Not ali 
protocols can use key management. Authentication keys are available for Director Response Protocol 
(DRP) Agent, Enhanced IGRP (EIGRP), and RIP Version 2. 

Before you manage authentication keys, authentication must be enabled. See the appropriate protocol 
chapter to learn how to enable authentication for that protocol. 

To manage authentication keys, define a key chain, identify the keys that belong to the key chain, and 
specify how long each key is valid. Each key has its own key identifier (specified with the key key chain 
configuration command), which is stored locally. The combination ofthe key identifier and the interface 
associated with the message uniquely identifies the authentication algorithm and Message Digest 5 
(MD5) authentication key in use. 

You can configure multiple keys with lifetimes. Only one authentication packet is sent, regardless ofhow 
many valid keys exist. The software examines the key numbers in order from lowest to highest, and uses 
the first valid key it encounters. The lifetimes allow for overlap during key changes. Note that the router 
must know the time. Refer to the Network Time Protocol (NTP) and calendar commands in the 
"Performing Basic System Management" chapter o f the Cisco !OS Configuration Fundamentais 
Configuration Guide. 

To manage authentication keys, use the following commands beginning in global configuration mode: 

Purpose 

Step1 Router(config)#kay chain name-of-chain Identifies a key chain. 

StepZ Router(config - keychain)# key number 

Step 3 Router (config-keychain-key) # kay-string text 

Step4 Router(config-keychain-key)# accapt-lifatime start - time 
{infinita I end-time I duration seconds}l 

Step 5 Router (config-keychain-key) # sand-lifetime start - time 
{infinita I end - time I duration seconds} 

Identifies the key number in key chain 
configuration mode. 

ldentifies the key string in key chain 
confi guration mode. 

Specifies the time period during which the key 
can be received. 

Specifies the time period during which the key 
can be sent_ 

Use the show key chain EXEC command to display key chain information. For examples of key 
management, see the " Key Managcment Exampl es" section at the end ofthis chapter. 

• Cisco lOS IP Configuralion Guide 
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You can remove ali contents of a particular cache, table, or database. You also can display specific 
statistics. The following sections describe each o f these tasks. 

Clearing Routes from the IP Routing T able 

Command 

You can remove ali contents o f a particular table. Clearing a table can become necessary when the 
contents o f the particular structure have become, or are suspected to be, invalid. 

To clear one or more routes from the IP routing table, use the following command in EXEC mode: 

Purpose 

Router# clear ip route {necwork [mask] I *} Clears one or more routes from the IP routing table. 

Displaying System and Network Statistics 

You can display specific statistics such as the contents o f IP routing tables, caches, and databases. 
lnformation provided can be used to determine resource utilization and solve network problems. You can 
also display information about node reachability and discover the routing path packets leaving your 
device are taking through the network. 

To display various routing statistics, use the following commands in EXEC mode, as needed: 

Command Purpose 

Router# show ip cache policy Displays the cache entries in the policy route cache. 

Router# show ip local policy Displays the local policy route map i fone exists. 

Router# show ip policy Displays policy route maps. 

Router# show ip protocols Displays the parameters and current state o f the active 
routing protocol process. 

Router# show ip route [address [mask] [longer-prefixes)) Displays the current state o f the routing table. 
I [protocol [process-id]] 

Router# show ip route summary Displays the current state ofthe routing table in summary 
form. 

Router# show ip route supernets - only Displays supemets. 

Router# show key chain [name-of - chain] Displays authentication key information. 

Rou t e r# show route-map [map-name] Displays ali route maps configured or only the one 
specified. 
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IP Routing Protocol-lndependent Configuration Examples ~ -,\ 
~~ The following sections provide routing protocol-independent configuration examples: 

Variable-Length Subnet Mask Example 

Overriding Static Routes with Dynamic Protocols Example 

Administrative Distance Examples 

Static Routing Redistribution Example 

JGRP Redistribution Example 

RIP and IGRP Redistribution Example 

EIGRP Redistribution Examples 

RJP and EIGRP RedistributiOn Examp les 

OSPF Routing and Route Redistribut1on Examples 

Detàult Metric Values Redistribution Example 

Route Map Examples 

Passive Interface Examples 

Policy Routing Example 

• NetFiow Policy Routing Example 

Key Management Examples 

Variable-Length Subnet Mask Example 

~ 

In the following example, a 14-bit subnet mask is used, leaving two bits of address space reserved for 
serial line host addresses. There is sufficient host address space for two host endpoints on a 
point-to-point serial link . 

interface ethernet O 
ip address 131.107.1.1 255.255.255.0 

! 8 bits of host address space reserved for ethernets 

interface serial O 
ip addre.ss 131.107 . 254 . 1 255.255.255.252 

2 bits of address space reserved for serial lines 

Router is configured for OSPF and assigned AS 107 
router ospf 107 
! Specifies network directly connected to the router 
network 131 . 107 . 0.0 0.0 . 255.255 area 0.0 . 0.0 

Overriding Static Routes with Dynamic Protocols Example 

In the following example, packets for network I 0 .0.0.0 from Router B (where the static route is installed) 
will be routed through 131.108 .3.4 ifa route with an administrative distance less than !lO is not 
available. Figure 60 illustrates this example. The route leamed by a protocol with an administrative 
distance of less than li O might cause Router B to send traffic destined for network I 0.0.0.0 via the 
altemate path-through Router D. 

ip route 10.0.0 . 0 255 . 0 . 0.0 131 . 108 . 3 .4 110 

• Cisco lOS IP Configuration Guide 
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Figure 60 Overriding Static Routes 

Router A 

Router O 

Administrative Distance Examples 

IP Routing Protocol-lnclependent Configuration Examples 
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In the following example, the router igrp global configuration command sets up IGRP routing in 
autonomous system 109. The network router configuration commands specify IGRP routing on 
networks 192.31.7 .O and 128.88.0.0. The first distance router configuration command sets the default 
administrative distance to 255, which instructs the router to ignore ali routing updates from routers for 
which an explicit distance has not been set. The second distance command sets the administrative 
distance to 90 for ali routers on the Class C network 192.31.7 .0. The third distance command sets the 
administra tive distance to 120 for the router with the address 128.88.1.3 . 

router igrp 109 
network 192.31 . 7 . 0 
network 128 . 88 . 0 . 0 
distance 255 
distance 90 192 . 31.7.0 0.0.0 . 255 
distance 120 128 . 88 . 1 . 3 0.0.0.0 

The following example assigns the router with the address 192.31.7.18 an administrative distance o f I 00, 
and ali other routers on subnet 192.31.7 .O an administrative distance o f 200 : 

distance 100 192.31.7 . 18 0 . 0.0.0 
distance 200 192 . 31 . 7.0 0 . 0 . 0.255 

However, i f you reverse the arder o f these commands, ali routers on subnet 192.31.7 .O are assigned an 
administrative distance of200, including the router at address 192.31.7. 18 : 

distance 200 192 . 31 . 7.0 0.0 . 0 . 255 
distanc~ 100 192 . 31 . 7.18 0 . 0 . 0.0 

Assigning administrative distances is a problem unique to each network and is done in response to the 
greatest perceived threats to the connected network. Even when general guidelines exist, the network 
manager must ultimately determine a reasonable matrix o f administrative distances for the network as a 
whole . 

In the following example, the distance value for IP routes learned is 90. Preference is given to these IP 
routes rather than routes with the default administrative distance value o f li O. 

router isis 
distance 90 ip 
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Static Routing Redistribution Example 

In the example that follows, three static routes are specified, two ofwhich are to be advertised. The static 
routes are created by specifying the redistribute static router configuration command, then specifying 
an access list that allows only those two networks to be passed to the IGRP process. Any redistributed 
static routes should be sourced by a single router to minimize the likelihood of creating a routing loop. 

ip route 192.1.2 . 0 255 . 255 . 255.0 192.31.7.65 
ip route 193 . 62.5 . 0 255 . 255.255 . 0 192.31 . 7.65 
ip route 131.108.0 . 0 255.255.255 . 0 192.31.7.65 
access-list 3 permit 192.1 . 2 . 0 
access-list 3 permit 193 . 62.5 . 0 

router igrp 109 
network 192 . 31 . 7.0 
default-metric 10000 100 255 1 1500 
redistribute static 
distribute - list 3 out static 

IGRP Redistribution Example 

Each IGRP routing process can provide routing information to only one autonomous system; the 
Cisco lOS software must run a separate IGRP process and maintain a separate routing database for each 
autonomous system it services. However, you can transfer routing information between these routing 
databases. 

Suppose the router has one IGRP routing process for network I 5.0.0.0 in autonomous system 7 I and 
another for network I 92.3 I . 7 .O in autonomous system I 09, as the following commands specify: 

router igrp 71 
network 15.0 . 0.0 

router igrp 109 
network 192 . 31.7.0 

To transfer a route to I 92.3 I. 7 .O in to autonomous system 7 I (without passing any other information 
about autonomous system I 09), use the command in the following example: 

router igrp 71 
redistribute igrp 109 
distribute-list 3 out igrp 109 

access - list 3 permit 192 . 31.7.0 

RIP and IGRP Redistribution Example 

114t§Jfl 

Considera WAN ata university that uses RIPas an interior routing protocol. Assume that the university 
wants to connect its WAN to a regional network, I 28.1.0.0, which uses IGRP as the routing protocol. 
The goal in this case isto advertise the networks in the university network to the routers on the regional 
network. The commands for the interconnecting router are Iisted in the example that follows: 

router igrp 109 
network 128.1.0.0 
redistribute rip 
default -metric 10000 100 255 1 1 500 
distribu t e-list 10 out r ip 

• Cisco lOS IP Configuration Guide 
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In this example, the router global configuration·co.m..roaadstarts an IGRP routing process. The network 
router configuration command specifies that network 128. I .0.0 (the regional network) isto receive IGRP 
routing information. The redistribute router configuration command specifies that RIP-derived routing 
information be advertised in the routing updates. The default-metric router configuration command 
assigns an IGRP metric to ali RIP-derived routes. 

The distribute-list router configuration command instructs the Cisco lOS software to use access list lO 
(not defined in this example) to limit the number of entries in each outgoing update. The access list 
prevents unauthorized advertising ofuniversity routes to the regional network. 

EIGRP Redistribution Examples 

Each Enhanced IGRP (EIGRP) routing process provides routing information to only one autonomous 
system. The Cisco lOS software must run a separate EIGRP process and maintain a separate routing 
database for each autonomous system it services. However, you can transfer routing information 
between these routing databases. 

Suppose the software has one EIGRP routing process for network 15.0.0.0 in autonomous system 71 and 
another for network 192.31.7.0 in autonomous system 109, as the following commands specify: 

router eigrp 71 
network 15 . 0 . 0.0 

router eigrp 109 
network 192.31 . 7 . 0 

To transfer a route from 192.31.7.0 into autonomous system 71 (without passing any other information 
about autonomous system 1 09), use the command in the following example: 

router eigrp 71 
redistribute eigrp 109 route-map 109-to-71 
route-map 109-to-71 permit 
match ip address 3 
set metric 10000 100 1 255 . 1500 

access-list 3 permit 192.31.7.0 

The following example is an altemative way to transfer a route to 192.31 .7 .O in to autonomous system 
71. Unlike the previous configuration, this one does not allow you to arbitrarily set the metric. 

router eigrp 71 
redistribute eigrp 109 
distribute-list 3 out eigrp 109 

access - list 3 permit 192 . 31 . 7 . 0 

RIP and EIGRP Redistribution Examples 

This section provides a simple RIP redistribution example and a complex redistribution example 
between Enhanced IGRP (EIGRP) and BGP. 

Simple Redistribution Example 

Considera WAN ata university that uses RIPas an interior routing protocol. Assume that the university 
wants to connect its WAN to a regional network, 128.1.0.0, which uses Enhanced IGRP (EIGRP) as the 
routing protocol. The goal in this caseis to adverti se the networks in the university network to the routers 
on the regional network. 

The commands for the interconnecting router are listed in the example that follows: 
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router eigrp 109 
network 128.1.0.0 
redistribute rip 
default-metric 10000 100 255 1 1500 
distribute-list 10 out rip 

Configwing IP Routing Protocol-lndependent Features 

In this example, the router global configuration command starts an EIGRP routing process. The 
network router configuration command specifies that network 128.1.0.0 (the regional network) isto 
send and receive EIGRP routing information. The redistribute router configuration command specifies 
that RIP-derived routing information be advertised in the routing updates. The default-metric router 
configtiration command assigns an EIGRP metric to ali RIP-derived routes. 

The distribute-Iist router configuration command instructs the Cisco lOS software to use access list I O 
(not defined in this example) to limit the entries in each outgoing update . The access list prevents 
unauthorized advertising ofuniversity routes to the regional network. 

Complex Redistribution Example 

The most complex redistribution case is one in which mutual redistribution is required between an IGP 
(in this case EIGRP) and BGP. 

Suppose that BGP is running on a router somewhere e! se in autonomous system 1, and that the BGP 
routes are injected into EIGRP routing process 1. You must use filters to ensure that the proper routes 
are advertised. The example configuration for router R 1 illustrates use o f access filters anda distribution 
Jist to filter routes advertised to BGP neighbors. This example also illustrates configuration commands 
for redistribution between BGP and EIGRP. 

! Configuration for router R1: 
router bgp 1 
network 131.108.0 . 0 
neighbor 192.5.10.1 remote-as 2 
neighbor 192 . 5.10.15 remote-as 1 
neighbor 192.5.10 . 24 remote-as 3 
redistribute eigrp 1 
distribute-list 1 out eigrp 1 

! All networks that should be advertised from R1 are controlled with access lists: 

access-list 1 permit 131.108 . 0.0 
access-list 1 permit 150.136.0.0 
access-list 1 permit 128 . 125.0.0 

router eigrp 1 
network 131.108 . 0.0 
network 192.5 . 10.0 
redistribute bgp 1 

OSPF Routing and Route Redistribution Examples 

OSPF typically requires coordination among many internai routers, ABRs, and Autonomous System 
Boundary Routers (ASBRs). Ata minimum, OSPF-based routers can be configured with ali default 
parameter values, with no authentication, and with interfaces assigned to areas. 

• Cisco lOS IP Configuration Guide 
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Three types of examples follow: 

The first examples are simple configurations illustrating basic OSPF commands. 

The second example illustrates a configuration for an internai router, ABR, and ASBRs within a 
single, arbitrarily assigned, OSPF autonomous system. 

The third example illustrates a more complex configuration and the application of various tools 
available for controlling OSPF-based routing environments. 

Basic OSPF Configuration Examples 

The following example illustrates a simple OSPF configuration that enables OSPF routing process 9000, 
attaches Ethernet interface O to area 0.0.0.0, and redistributes RIP into OSPF, and OSPF into RIP : 

interface ethernet O 
ip address 130 . 93.1 . 1 255 . 255.255 . 0 
ip ospf cost 1 

interface ethernet 1 
ip address 130 . 94.1.1 255 . 255 . 255 . 0 

router ospf 9000 
network 130.93.0.0 0.0.255.255 area 0 . 0.0 . 0 
redistribute rip metric 1 subnets 

router rip 
network 130.94 . 0.0 
redistribute ospf 9000 
defau1t-metric 1 

The following example illustrates the assignment o f four area IDs to four IP address ranges. In the 
example, OSPF routing process 109 is initialized, and four OSPF areas are defined: 1 0.9.50.0, 2, 3, and 
O. Areas 10.9.50.0, 2, and 3 mask specific address ranges, while area O enables OSPF for ali other 
networks. 

router ospf 109 
network 131 . 108 . 20 . 0 0 . 0 . 0 .2 55 area 10.9.50 . 0 
network 131.108.0 . 0 0 . 0 . 255 . 255 area 2 
network 131.109 . 10 . 0 0 . 0 . 0.255 area 3 
network 0.0.0 . 0 255.255.255 . 255 area O 

! Interface EthernetO is in area 10 . 9 .50 . 0 : 
interface ethernet O 
ip address 131 . 108 . 20.5 255 . 255 . 255.0 

! Interface Ethernet 1 is in area 2: 
i nterface e t herne t 1 
ip address 131 . 10 8 . 1.5 255.255. 2 55.0 

! Inter face Ether n et2 i s i n area 2: 
interface etherne t 2 
ip address 131 . 108. 2. 5 2 55.255 . 25 5.0 

! Interface Etherne t3 is i n area 3: 
i nterface e t hernet 3 
ip addre s s 131 .1 09 .10 . 5 2 55.2 55 . 2 55 . 0 

! Interf ace Etherne t 4 i s in area 0: 
interf ace etherne t 4 
ip address 131 . 109. 1 .1 255 .2 55 .2 55 .0 

I I t 

~o~: -



Configw-ing IP Routing Protocol-lndependent Features 
IP Routing Protocol-lndependent Configuration Examples 

,. 
/ 
' (; l I 

.:' () 
~ ~ Cu 
' ·'>-\\ \, 

\ , 
.... .. •' 

! Interface Ethernet5 is in area 0: 
interface ethernet 5 
ip address 10.1.0 . 1 255 . 255.0.0 

Each network router configuration command is evaluated sequentially, so tlte specific order of these 
commands in the configuration is important. The Cisco lOS software sequentially evaluates the 
address/wildcard-mask pair for each interface. See the "IP Routing Protocols Commands" chapter ofthe 
Cisco /OS IP Command Reference, Volume 2 of 3: Routing Protocols publication for more information. 

Consider the first network command. Area ID 10.9.50.0 is configured for the interface on which subnet 
131.108.20.0 is located. Assume that a match is determined for interface Ethernet O. Interface Ethemet 
Ois attached to Area 10.9.50.0 only. 

The second network command is evaluated next. For Area 2, the same process is then applied to ali 
interfaces (except interface Ethernet 0). Assume that a match is determined for interface Ethemet 1. 
OSPF is then enabled for that interface and Ethernet I is attached to Area 2. 

This process o f attaching interfaces to OSPF areas continues for ali network commands. Note that the 
last network command in this example is a special case. With this command, ali available interfaces (not 
explicitly attached to another area) are attached to Area O. 

Internai Router, ABR, and ASBRs Configuration Example 

Figure 61 provides a general network map that illustrates a sample configuration for severa! routers 
within a single OSPF autonomous system. 

• Cisco lOS IP Configuration Guide 
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Example OSPF ~nomoi!s ~stem Network Map 
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OSPF doma in (BGP autonomous system 1 09) 

Router A Router B 

Interface address: 
131.108.1 .1 

Router C 

Network: 131.108.1.0 

E
3 

Interface address: 
131.108.1 .3 

SO Interface address: 
131.108.2.3 

Network: 131.108.2.0 

Network: 10.0.0.0 

Interface address: 
131 .108.2.4 

Interface address: 
10.0.0.4 

Interface address: 
10.0.0.5 

Area 1 

Area O 

E5 
Interface address: 

Router E 82 11.0.0.5 

Network: 11.0.0.0 

Remate address: 
11.0.0.6 
in autonomous 
system 110 

In this configuration, five routers are configured in OSPF autonomous system 109: 

Router A and Router B are both internai routers within area 1. 

Router C is an OSPF ABR. Note that for Router C, area I is assigned to E3 and Area O is assigned 
toSO. 

Router D is an internai router in area O (backbone area) . In this case, both network router 
configuration commands specify the same area (area O, or the backbone area) . 

Router Eis an OSPF ASBR. Note that BGP routes are redistributed into OSPF and that these routes 
are advertised by OSPF. 
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It is not necessary to include definitions of ali areà-s_iri·lm OSPF:áutonomous system in the 
configuration o f ali routers in the autonomous syste;;,:-You 111~-st only define the directly connected 
areas . In the example that follows, routes in Area O are leamed by the routers in area I (Router A and 
Router B) when the ABR (Router C) injects summary LSAs into area 1. 

Autonomous system I 09 is connected to the outside world via the BGP link to the externai peer at IP 
address 11.0.0.6. 

Following is the examp1e configuration for the general network map shown in Figure 61. 

Router A Configuration-lntemal Router 

interface ethernet 1 
ip address 131 . 108.1-1 255-255 . 255 . 0 

router ospf 109 
network 131.108.0.0 0.0.255 . 255 area 1 

Router B Configuration-lntemal Router 

interface ethernet 2 
ip address 131.108.1.2 255.255 . 255 . 0 

router ospf 109 
network 131.108 . 0 . 0 0.0 . 255 . 255 area 1 

Router C Configuration-ABR 

interface ethernet 3 
ip address 131 . 108 . 1 . 3 255 . 255.255.0 

interface serial O 
ip address 131.108 . 2.3 255.255 .2 55 . 0 

router ospf 109 
network 131_108 . 1.0 0.0 . 0 . 255 area 
network 131 . 108 . 2.0 0-0.0.255 area o 

Router D Configuration-lntemal Router 

interface ethernet 4 
ip address 10.0 . 0.4 255.0.0.0 

interface serial 1 
ip address 131 . 108 .2. 4 255.255.255.0 

router ospf 109 
network 131.108.2.0 0.0.0.255 area O 
network 10.0.0 .0 0.255 . 255 . 255 area O 

Router E Configuration-ASBR 

interface ethernet 5 
ip address 10.0.0.5 255.0-0.0 

interface serial 2 
ip address 11.0 . 0.5 255-0.0.0 

router ospf 109 
network 10.0.0 .0 0-255.255.255 area O 
redistribute bgp 109 metric 1 metric-type 1 

• Cisco lOS IP Configuration Guide 
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router bgp 109 
network 131 . 108 . 0 . 0 
network 10 . 0 . 0 . 0 
neighbor 11 . 0.0 . 6 remete-as 110 

Complex OSPF Configuration Example 

r t 

./ i 
/' / 

The following example configuration accomplishes severa! tasks in setting up an ABR. These tasks can 
be split into two general categories: 

Basic OSPF configuration 

Route redistribution 

The specific tasks outlined in this configuration are detailed briefly in the following descriptions. 
Figure 62 illustrates the network address ranges and area assignments for the interfaces. 

Figure 62 Interface and Area Specitícations for OSPF Confíguration Ex11mple 

Network address range: 
192.42.110.0 through 192.42.110.255 
Area 10: 192.42.110.0 

I 
Network address range: 
36.56.0.0 through 35.56.255.255 
Area 10: 36.0.0.0 
Configured as stub area 

~-----,----

Network address range: 

E3 

131.119.251.0 through 131 .119.251 .255 
Area 10: O 
Configured as backbone area 

Network address range: 
131 .119.254.0 through 131 .254.255 
Area 10: O 
Configured as backbone area 

The basic configuration tasks in this example are as follows: 

Configure address ranges for Ethernet interface O through Ethernet interface 3. 

Enable OSPF on each interface. 

Set up an OSPF authentication password for each area and network. 

Assign link-state metrics and other OSPF interface configuration options. 

Create a stub area with area ID 36.0.0.0. (Note that the authentication and stub options ofthe area 
router configuration command are specified with separa te area command entries, but can be merged 
into a single area command.) 

Specify the backbone area (area 0). 

Configuration tasks associated with redistribution are as follows : 

Redistribute IGRP and RIP into OSPF with various options set (including metric-type, metric, tag, 
and subnet) . 

Redistribute IGRP and OSPF into RIP . 

The following is an example OSPF configuration: 

I I 

IJ'oc: 
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interface ethernet O 

I 

ip address 192.42 . 110 . 201 255 . 255 . 255 . 0 
ip ospf authentication-key abcdefgh 
ip ospf cost 10 

interface ethernet 1 
ip address 131.119 . 251.201 255.255 . 255.0 
ip ospf authentication-key ijklmnop 
ip ospf cost 20 
ip ospf retransmit-interval 10 
ip ospf transmit-delay 2 
ip ospf priority 4 

interface ethernet 2 
ip address 131.119 . 254.201 255.255.255 . 0 
ip ospf authentication-key abcdefgh 
ip ospf cost 10 

interface ethernet 3 
ip address 36.56.0 . 201 255.255 . 0 . 0 
ip ospf authentication-key ijklmnop 
ip ospf cost 20 
ip ospf dead-interval BO 

Configuring IP Routing Protocol-lndependent Features 

In the following configuration, OSPF is on network 131.119.0.0: 

router ospf 201 
network 36 . 0.0 . 0 0 . 255 .2 55.255 area 36 . 0 . 0.0 
network 192.42.110.0 0.0.0.255 area 192.42.110.0 
network 131.119.0 . 0 0.0.255.255 area O 
area O authentication 
area 36 . 0 . 0 . 0 stub 
area 36.0.0.0 authentication 
area 36.0.0.0 default-cost 20 
area 192.42.110.0 authentication 
area 36.0.0.0 range 36.0.0.0 255.0.0.0 
area 192.42.110.0 range 192 .4 2.110.0 255 . 255.255.0 
area O range 131 . 119 . 251.0 255.255.255.0 
area O range 131.119.254 . 0 255.255.255 . 0 

redistribute igrp 200 metric-type 2 metric 1 tag 200 subnets 
redistribute rip metric-type 2 metric 1 tag 200 

In the following configuration IGRP autonomous system 200 is on 131.119.0.0: 

router igrp 200 
network 131 . 119 . 0.0 

! RIP for 192 . 42 . 110 

router rip 
network 192 . 42.110.0 
redistribute igrp 200 metric 1 
redistribute ospf 201 metric 1 

• Cisço lOS IP Configuration Guide 
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Default Metric Values Redistribution Example. 

The following example shows a router in autonomous system 109 using both RIP and IGRP. The 
example advertises IGRP-derived routes using RIP and assigns the IGRP-derived routes a RIP metric of 
10. 

router rip 
default-metric 10 
redistribute igrp 109 

Route Map Examples 

The examples in this section illustrate the use ofredistribution, with and without route maps. Examples 
from both the IP and Connectionless Network Service (CLNS) routing protocols are given. 

The following example redistributes ali OSPF routes into IGRP: 

router igrp 109 
redistribute ospf 110 

The following example redistributes RIP routes with a hop count equal to I into OSPF. These routes will 
be redistributed in to OSPF as externai LSAs with a metric o f 5, metric a type o f type I, anda tag equal 
to I. 

router ospf 109 
redistribute rip route-map rip-to-ospf 

route-map rip-to-ospf permit 
match metric 1 
set metric 5 
set metric-type type1 
set tag 1 

The following example redistributes OSPF learned routes with tag 7 as a RIP metric o f 15: 

router rip 
redistribute ospf 109 route-map 5 

route-map 5 permit 
match tag 7 
set metric 15 

The following example redistributes OSPF intra-area and interarea routes with next hop routers on serial 
interface O into BGP with an INTER_AS metric of 5: 

router bgp 109 
redistribute ospf 109 route-map 10 

route-map 10 permit 
match route-type internal 
match interface serial O 
set metric 5 

The following example redistributes two types o f routes in to the integrated IS-IS routing table 
(supporting both IP and CLNS). The first type is OSPF externai IP routes with tag 5; these routes are 
inserted into Levei 2 IS-IS link-state packets (LSPs) with a metric of 5. The second type is ISO-IGRP 
derived CLNS prefix routes that match CLNS access list 2000; these routes will be redistributed into 
IS-IS as Levei 2 LSPs with a metric of 30. 

router isis 
redistribute ospf 109 route-map 2 

t;fis{~9J1 . 
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redistribute iso-igrp nsfnet route-map 3 

route-map 2 permit 
match route-type externa! 
match tag 5 
set metric 5 
set level level-2 

route-map 3 permit 
match address 2000 
set metric 30 

Configw-ing IP Routing Protocol-lndependent Features 

With the following configuration, OSPF externai routes with tags I, 2, 3, and 5 are redistributed in to RIP 
with metrics o f I, I, 5, and 5, respectively. The OSPF routes with a tag of 4 are not redistributed. 

router rip 
redistribute ospf 109 route-map 1 

route-map 1 permit 
match tag 1 2 
set metric 1 

route-map 1 permit 
match tag 3 
set metric 5 

route-map 1 deny 
match tag 4 

route map 1 permit 
match tag 5 
set metric 5 

Given the following configuration, a RIP leamed route for network I60.89.0.0 and an ISO-IGRP leamed 
route with prefix 49.0001.0002 will be redistributed into an IS-IS Level2 LSP with a metric of5: 

router isis 
redistribute rip route-map 1 
redistribute iso-igrp remete route-map 1 

route-map 1 permit 
match ip address 1 
match clns address 2 
set metric 5 
set level level-2 

access-list 1 permit 160.89.0.0 0.0.255.255 
clns filter-set 2 permit 49.0001 . 0002 ... 

The following configuration example illustrates how a route map is referenced by the 
default-information router configuration command. This type ofreference is called conditional default 
origination . OSPF will origina te the default route (network 0.0.0.0) with a type 2 metric o f 5 i f 
140.222.0.0 is in the routing table . 

route-map ospf-default permit 
match ip address 1 
set metric 5 
set metric-type type-2 

access-list 1 140.222.0 . 0 0.0.255.255 

router ospf 109 
default-information originate route-map ospf-default 

• Cisi:o lOS IP Configuration Guide 
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IP Routing Protocol-lndependent Configuration Examples 

See more route map exam~i'e"s .in, t~_e sections "BGP Route Map Examples" and "BGP Community with 
Route Maps Examples" in the "Configuring BGP" chapter. 

Passive Interface Examples 

The following example sends IGRP updates to ali interfaces on network 131.108.0.0 except Ethernet 
interface I. Fi gure 63 shows this configuration. 

router igrp 109 
network 131 . 108 . 0 .0 
passiva-interface ether net 1 

Figure 63 Filtering IGRP Updates 

IGRP router 

E1 

No routing updates 
sent to this interface 

.. .... 
"' o 
in 

In the following example, as in the first example, IGRP updates are sent to ali interfaces on network 
131 .108.0.0 except Ethernet interface I. However, in this case a neighbor router configuration command 
is included, which permits the sending ofrouting updates to specific neighbors. One copy ofthe routing 
update is generated per neighbor. 

router igrp 109 
network 131.108.0.0 
passiva-interface ethernet 1 
neighbor 131.108 .2 0.4 

In OSPF, helio packets are not sent on an interface that is specified as passive. Hence, the router will not 
be able to discover any neighbors, and none o f the OSPF neighbors will be able to see the router on that 
network. In effect, this interface will appear as a stub network to the OSPF domain. This configuration 
is useful ifyou want to import routes associated with a connected network in to the OSPF domain without 
any OSPF activity on that interface. 

The passive-interface router configuration command typically is used when the wildcard specification 
on the network router configuration command configures more interfaces than is desirable . The 
following configuration causes OSPF to run on ali subnets of 131.108 .0.0: 

i n t e rface ethe r ne t O 
i p addres s 131.108.1.1 255 . 255.255.0 

i nterfac e ethe r net 1 
ip address 131 . 108 .2. 1 255 . 2 55. 25 5 . 0 

interface ethe r ne t 2 
i p addr ess 131 . 10 8 . 3 . 1 255 . 25 5 . 255 . 0 

rout e r osp f 10 9 
netwo rk 131. 1 08.0.0 0.0 . 25 5 . 255 a r e a O 

I f you do not want OSPF to run on 13 LI 08.3.0, ente r the following commands: 

route r ospf 10 9 

RQ3;,7ô3r2~ 
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network 131 . 108.0 . 0 0.0 . 255.255 area O 
passive-interface ethernet 2 

Default Passive Interface Example 

The following example configures the network interfaces, sets ali interfaces running OSPF as passive, 
then enables serial interface ): 

interface EthernetO 
ip address 172.19.64 . 38 255.255.255.0 secondary 
ip address 171.69 . 232.70 255 . 255.255 . 240 
no ip directed-broadcast 

interface SerialO 
ip address 172.24 . 101.14 255 . 255.255.252 
no ip directed-broadcast 
no ip mroute-cache 

interface TokenRingO 
ip address 140 . 10.10.4 255.255.255.0 
no ip directed-broadcast 
no ip mroute-cache 
ring-speed 16 

router ospf 100 
passive-interface default 
no passive-interface SerialO 
network 140.10 . 10.0 0.0.0.255 area O 
network 171.69.232.0 0.0.0.255 area 4 
network 172.24.101.0 0.0 . 0.255 area 4 

Policy Routing Example 

The following example provides two sources with equal access to two different service providers. 
Packets arriving on asynchronous interface 1 from the source 1.1.1.1 are sent to the router at 6.6.6.6 if 
the router has no explicit route for the destination ofthe packet. Packets arriving from the source 2.2 .2.2 
are sent to the router at 7. 7. 7. 7 i f the router has no explicit route for the destination ofthe packet. Ali 
other packets for which the router has no explicit route to the destination are discarded. 

access-list 1 permit ip 1 . 1 . 1.1 
access-list 2 permit ip 2.2.2 . 2 

interface async 1 
ip policy route-map equal-access 

route-map equal-access permit 10 
match ip ad~ress 1 
set ip default next-hop 6.6.6.6 

route-map equal-access permit 20 
match ip address 2 
set ip default next-hop 7.7 . 7.7 

route-map equal-access permit 30 
set default interface nullO 

• Cisco lOS IP Configuration Guide 
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Netflow Pol icy Routing Example 

The following example configures CEF, NetFlow, and NetFlow with flow acceleration. It also configures 
policy routing to verify that next hop 50.0.0.8 ofthe route map named test is a CDP neighbor before the 
router tries to policy route to it. 

I f the first packet is being policy routed via route map test sequence 1 O, the subsequent packets o f the 
same flow always take the same route map test sequence 1 O, not route map test sequence 20, because 
they ali match or pass access list I check. Therefore, policy routing can be flow accelerated by bypassing 
the access list check. 

ip cef 
ip flow-cache feature-accelerate 
interface ethernet0/0/1 
ip route-cache flow 
ip policy route-map test 

route-map test permit 10 
match ip address 1 
set ip precedence priority 
set ip next-hop 50.0.0 . 8 
set ip next-hop verify-availability 

route-map test permit 20 
match ip address 101 
set interface Ethernet0 / 0/3 
set ip tos max-throughput 

Key Management Examples 

The following example configures a key chain named trees. In this example, the software will always 
accept and send willow as a valid key. The key chestnut will be accepted from I :30 p.m. to 3:30p.m. 
and be sent from 2:00p.m. to 3:00p.m. The overlap allows for migration ofkeys or discrepancy in the 
set time ofthe router. Likewise, the key birch immediately follows chestnut, and there is a 30-minute 
leeway on each side to handle time-of-day differences. 

interface ethernet o 
ip rip authentication key- chain trees 
ip rip authentication mede md5 

router rip 
network 172 . 19 . 0 . 0 
version 2 

key chain trees 
key 1 
key-string willow 
key 2 
ke y- string c hes t nut 
acc ept -life t i me 13:3 0:0 0 Jan 25 19 96 durat i on 7200 
send - lifetime 14 : 00: 0 0 J a n 25 1996 dur a tion 360 0 
key 3 
ke y -string birch 
acce p t -li f e t ime 14 :3 0 : 00 Jan 25 1996 dur a t ion 72 00 
send-lifetime 15 : 00 : 00 Jan 25 1996 dur ation 3600 

The following example configures a key chain named trees: 

k ey chain tre es 
k e y 1 
key-string willow 
key 2 

,~, 
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key-string chesnut 
accept-lifetime 00:00:00 Dec 5 1995 23:59:59 Dec 5 1 995 
send-lifetime 06 : 00:00 Dec 5 1995 18:00:00 Dec 5 19 95 

interface EthernetO 
ip address 172 . 19 . 104 . 75 255 . 255.255.0 secondary 
ip address 171.69 . 232 . 147 255.255 . 255 . 240 
ip rip authentication key-chain trees 
media-type 10BaseT 

interface Ethernet1 
no ip address 
shutdown 
media-type 10BaseT 

interface FddiO 
ip address 2.1.1.1 255.255.255.0 
no keepalive 

interface Fddi1 

I 

ip address 3.1 . 1 .1 255 . 255 . 255 . 0 
ip rip send version 1 
ip rip receive version 1 
no keepalive 

router rip 
version 2 
network 172.19.0.0 
network 2.0 . 0.0 
network 3.0.0 . 0 
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Configuring Passwords and Privileges 

Using passwords and assigning privilege leveis is a simple way ofproviding terminal access control in 
your network. 

For a complete description o f the commands used in this chapter, refer to the "Password and Privileges 
Commands" chapter in the Cisco !OS Security Command Reference. To locate documentation of other 
commands that appear in this chapter, use the command reference master index or search online. 

To identify the hardware platform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release . For more information, see the "Identifying Supported Platforms" 
section in the chapter "Using Cisco lOS Software." 

In This Chapter 
This chapter includes the following sections: 

• Protecting Access to Privileged EXEC Commands 

• Configuring Multiple Privilege Leveis 

• Recovering a Lost Enable Password 

• Recovering a Lost Line Password 

• Configuring ldentification Support 

• Passwords and Privileges Configuration Examples 

Protecting Access to Privileged EXEC Commands 
The following tasks provi de a way to contrai access to the system configuration file and privileged EXEC 
( enable) commands: 

Setting or Changing a Static Enable Password 

• Protecting Passwords with Enable Passwo rd and Enable Secrct 

Setting or Changing a Line Password 

Encrypting Passwords 

- -··-~---4----' 
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Setting or Changing a Static Enable Password 
, ;' C\"' 

; ~>--rs ev 
To set or change a static password that controls access to privileged EXEC ('~n;bl'e) mode, I)Se the 
following command in global configuration mode: '·· ·· · · 

Command Purpose 

Router (config) # enable password password Establishes a new password or change an existing password for the 
privileged command levei. 

For examples o f how to define enable passwords for different privilege leveis, see the section "Multiple 
Leveis o f Privileges Examples" at the end o f this chapter. 

Protecting Passwords with Enable Password and Enable Secret 

Command 

To provi de an additionallayer o f security, particularly for passwords that cross the network o r are store~ 
on a TFTP server, you can use either the enable password or enable secret commands. Both commar. 
accomplish the same thing; that is, they allow you to establish an encrypted password that users must 
enter to access enable mode (the default), or any privilege levei you specify. 

We recommend that you use the enable secret command because it uses an improved encryption 
algorithm. Use the enable password command only ifyou boot an older image of the Cisco lOS 
software, or i f you boot oi der boot ROMs that do not recognize the enable secret command. 

Ifyou configure the enable secret command, it takes precedence over the enable password command; 
the two commands cannot be in effect simultaneously. 

To configure the router to require an enable password, use either o f the following commands in global 
configuration mode: 

Purpose 

Router(config)# enable password [level 
level] {passwordl encryption-type 
encrypted-password) 

Establishes a password for a privilege command mode. 

o r 

Router(config)# enable secret [level 

level] {password I encryption-type 
encrypted-password) 

Specifies a secret password, saved using a non-reversible ericryption 
method. (I f enable password and enable secret are both set, users must 
enter the enable secret password.) 

Use either o f these commands with the levei option to define a password for a specific privilege levei. 
After you specify the levei and seta password, give the password only to users who need to have access 
at this levei. Use the privilege levei configuration command to specify commands accessible at various 
leveis. 

I f you h ave the service password-encryption command enabled, the password you ente ris encrypted. 
When you display it with the more system:running-config command, it is displayed in encrypted form. 

Ifyou specify an encryption type, you must provide an encrypted password-an encrypted password you 
copy from another router configuration. 

• Cisco lOS Security Configuration Guide 
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~ .. 
Note 

Protecting Access to Privileged EXEC Commands 

You cannot recover a Iost encrypted passworâ. You must clear NVRAM and seta new password. See 
the section "Recovcring a Lost Enable Password" or "Recovering a Lost Line Passwo rd" in this 
chaptcr i f you h ave lost or forgotten your password. 

Setting or Changing a Line Password 

To set or change a password on a line, use the following command in global configuration mode: 

Command Purpose 

Router(config)# password password Establishes a new password or change an existing password for the 
privileged command levei. 

Encrypting Passwords 

Command 

Beca use protocol analyzers can examine packets (and read passwords), you can increase access security 
by configuring the Cisco lOS software to encrypt passwords. Encryption prevents the password from 
being readable in the configuration file. 

To configure the Cisco lOS software to encrypt passwords, use the following command in global 
configuration mode: 

Purpose 

Router(config)# service 
password-encryption 

Encrypts a password. 

Lt. 
Caution 

The actual encryption process occurs when the current configuration is written or when a password is 
configured. Password encryption is applied to ali passwords, including authentication key passwords, the 
privileged command password, console and virtual terminalline access passwords, and BGP neighbor 
passwords. The service password-encryption command is primarily useful for keeping unauthorized 
individuais from viewing your password in your configuration file . 

The service password-encryption command does not provide a high levei o f network security. I f 
you use this command, you should also take additional network security measures. 

Although you cannot recover a lost encrypted password (that is, you cannot get the orig inal password 
back), you can recover from a lost encrypted password . See the section "Recovcri ng a Lost Ena bl e 
Password" or "Recovering a Lost Line Passwo rd" in this chapter i f you have lost or forgotten your 
password . 
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Configuring Multiple Privilege Leveis 
By default, the Cisco lOS software command-line interface (CLI) has two leveis ofaccess to c'ommands: 
user EXEC mode (levei 1) and privileged EXEC mode (levei 15). However, you can configure additional 
leveis o f access to commands, called privilege leveis, to meet the needs o f your users while protecting 
the system from unauthorized access. Up to 16 privilege leveis can be configured, from levei O, which is 
the most restricted levei, to levei 15, which is the least restricted leveL 

Access to each privilege levei is enabled through separate passwords, which you specify when 
configuring the privilege leveL 

For example, ifyou want a certain set ofusers to be able to configure only certain interfaces, but not 
allow them access to other configuration options, you could create a separate privilege levei for only 
specific interface configuration commands and distribute the password for that levei to those users. 

The following tasks describe how to configure additional leveis o f security: 

Setting the Privilege Levei for a Command 

Changing the Default Privilege Levei for Lines 

• Displaying Current Privilege Leveis 

Logging In to a Privilege Levei 

Setting the Privilege Levei for a Command 

To create a new privilege levei and associate commands with that privilege levei, use the following 
commands in beginning in global configuration mode: 

Command 

Step1 Router(config)# privilege mode level level 
command-string 

Step2 Router(config)# enable secret level level {O IS} 
password-string 

Step3 Router(config ) # exit 

Step4 Router# do copy running-config startup-config 

• Cisco lOS Security Configuration Guide 

Purpose 

Configures the specified privilege levei to allow 
access to the specified command. 

Sets the password for the specified privilege leveL 
This is the password users will enter after entering the 
enable leve/ command to access the specified leveL 

O indicates an unencrypted password string 
follows; 5 indicates an encrypted password string 
follows . 

Exists global configuration mode and returns to 
EXEC mode . 

(Optional) Saves the configuration to the startup 
configuration file in NVRAM . 

Note The do keyword allows execution o f EXEC 
commands in configuration mode. 
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Recovering a Lost Enable Password 

Changing the Default Privilege Levei for Llhes 

Command 

To change the default privilege levei for a given line ora group of !ines, use the following command in 
line configuration mode: 

Purpose 

Router(config-line)# privilege level 
level 

Specifies a default privilege levei for a line . 

Displaying Current Privilege Leveis 

Command 

To display the current privilege levei you can access based on the password you used, use the following 
command in EXEC mode: 

Purpose 

Router# show privilege Displays your current privilege levei. 

Logging In to a Privilege Levei 

To log into a router ata specified privilege levei, use the following command in EXEC mode: 

Command Purpose 

Router# enable level Logs in to a specified privilege levei. 

To exit to a specified privilege levei, use the following command in EXEC mode: 

Command Purpose 

Router# disable level Exits to a specified privilege levei. 

Recovering a Lost Enable Password 
You can restore access to enable mode on a router when the password is lost using one of the three 
procedures described in this section. The procedure you use depends on your router platform. 

You can perform password recovery on most o f the platforms without changing hardware jumpers, but 
ali platforms require the configuration to be reloaded. Password recovery can be dane only from the 
console port on the router. Table 26 shows which password recovery procedure to use with each router 
platform . 

,. 
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Recovering a lost Enable Password 

7ãble 26 Plat,orm-Specilic Password Recovery Procedures 

Password Recovery Procedure Router Platform 

Password Rccovery Procedure I Cisco 2000 series 

Cisco 2500 series 

Cisco 3000 series 

Cisco 4000 series with 680x0 Motorola CPU 

Cisco 7000 series running Cisco lOS Release I 0.0 or !ater in 
ROMs installed on the RP card 

IGS series running Cisco lOS Release 9.1 or !ater in ROMs 

Password Rccovery Procedure 2 Cisco 1003 

Cisco 1600 series 

Cisco 2600 series 

Cisco 3600 series 

Cisco 4500 series 

Cisco 7100 series 

Cisco 7200 series 

Cisco 7500 series 

IDT Orion-based routers 

Cisco AS5200 and AS5300 platforrns 

This section includes the following sections: 

Password Recovery Process 

Password Recovery Procedure I 

Password Recovery Procedure 2 

Password Recovery Process 

Step 1 

Step2 

Step 3 

Step 4 

Step 5 

Step 6 

Both password recovery procedures involve the following basic steps: 

Configure the router to boot up without reading the configuration memory (NVRAM). This is sometimes 
called the test system mode. 

Reboot the system. 

Access enable mode (which can be dane without a password i f you are in test system mode). 

View or change the password, or crase the configuration. 

Reconfigure the router to boot up and read the NVRAM as it normally does. 

Reboot the system. 
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Recovering a Lost Enable Password 

Note Some password recovery requires that.a terminal issue a Break signal; you must be familiar with how 
your terminal or PC terminal emulator issues this signal. For example, in ProComm, the keys Alt-B 
by default generates the Break signal, and in a Windows terminal you press Break or CTRL-Break. 
A Windows terminal also allows you to define a function key as a BREAK signal. To do so, select 
function keys from the Terminal window and define one as Break by entering the characters 
"$B {Shift 6, Shift 4, and uppercase B). 

Password Recovery Procedure 1 

Step 1 

Step2 

Step3 

Step4 

Step 5 

Use this procedure to recover lost passwords on the following Cisco routers: 

Cisco 2000 series 

Cisco 2500 series 

Cisco 3000 series 

Cisco 4000 series with 680x0 Motorola CPU 

Cisco 7000 series running Cisco lOS Release 10.0 or !ater in ROMs installed on the RP card. 
The router can be booting Cisco lOS Release I 0.0 software in Flash memory, but it needs the actual 
ROMs on the processar card too. 

IGS series running Cisco lOS Release 9.1 or late~ in ROMs 

To recover a password using Procedure 1, perform the following steps: 

Attach a terminal or PC with terminal emulation software to the console port o f the router. 

Enter the show version command and record the setting ofthe configuration register. It is usually 
Ox2102 or Oxl02. 

The configuration register value is on the last line ofthe display. Note whether the configuration register 
is set to enable Break or disable Break. 

The factory-default configuration register value is Ox21 02 . Notice that the third digit from the left in this 
value is I, which disables Break. I f the third digit is not I, Break is enabled. 

Turn off the router, then turn it on. 

Press the Break key on the terminal within 60 seconds of turning on the router. 

The rommon> prompt with no router name appears . I f it does not appear, the terminal is not sending the 
correct Break signal. In that case, check the terminal or terminal emulation setup. 

Enter o/r0x42 at the rommon > prompt to boot from Flash memory or o/r0x41 to boot from the boot ROMs. 

~ .. 
Note The first character is the letter o, not the numeral zero. I f you h ave Flash memory and it is 

intact, Ox42 is the best setting. Use Ox41 only ifthe Flash memory is erased or not installed. 
I f you use Ox41 , you can only view or erase the configuration. You cannot change the 
password . 
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Step 6 

Step 7 

Step 8 

Step 9 

I ~ . 

At the rommon> prompt, enter the initialize command to initialize the router. lf-0-] lv 
This causes the router to reboot but ignore its saved configuration and use th'e, iclage in Flash rnemory 
instead. The system configuration display appears. "''~. .;~ .-

~.6 
Note Ifyou normally use the boot network command, or ifyou have multiple images in Flash 

memory and you boot a non-default image, the image in Flash might be different. 

Enter no in response to the System Configuration Dialog prompts until the following message appears: 

Press RETURN to get started! 

Press Return. 

The Router> prompt appears. 

Enter enable. 

The Router# prompt appears. 

Step 10 Choose one o f the following options: 

~.6 

To view the password, i f it is not encrypted, enter more nvram:startup-config. 

To change the password (i f it is encrypted, for example), enter the following commands: 
Router# configure memory 

Router# configure terminal 

Router(config)# enable secret 1234abcd 

Router(config)# ctrl-z 

Router# write memory 

Note The enable secret command provides increased security by storing the enable secret 
password using a non-reversible cryptographic function; however, you cannot recover a lost 
password that has been encrypted. 

Step 11 Enter configure terminal at the EXEC prompt to enter configuration mode. 

Step 12 Enter config-register and whatever value you recorded in Step 2. 

Step 13 Press Ctri-Z to quit from the configuration editor. 

Step 14 Enter reload at the privileged EXEC prompt and enter write memory to save the configuration. 

Password Recovery Procedure 2 

Use this procedure to recover lost passwords on the following routers: 

Cisco 1003 

Cisco 1600 series 

Cisco 2600 series 

Cisco 3600 series 

Cisco 3810 

Cisco 4500 series 

• Cisco lOS Security Configuration Guide 



• 

• 

• 

Configuring Passwords and Privileges 

Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step6 

Step7 

Step 8 

Step9 

Cisco 7100 series 

Cisco 7200 series 

Cisco 7500 series 

IDT Orion-Based Routers 

Cisco AS5200 and AS5300 platforms 

To recover a password using Procedure 2, perform the following steps: 

Recovering a Lost Enable Password 

Attach a terminal or PC with terminal emulation software to the console port o f the router. 

Enter show version and record the setting o f the configuration register. It is usually Ox21 02 o r Ox I 02 . 

The configuration register value is on the last tine ofthe display. Note whether the configuration register 
is set to enable Break or disable Break. 

The factory-default configuration register value is Ox21 02. Notice that the third digit from the left in this 
value is I, which disables Break. I f the third digit is not I, Break is enabled. 

Tum off the router, then tum it on. 

Press the Break key on the terminal within 60 seconds o f tuming on the router. 

The rommon > prompt appears. I f it does not appear, the terminal is not sending the correct Break signal. 
In that case, check the terminal or terminal emulation setup. 

Enter confreg at the rommon > prompt. 

The following prompt appears: 

Do y ou wish to change configuration [y / n)? 

Enter yes and press Return. 

Enter no to subsequent questions until the following prompt appears : 

igno re s y stem config info [y / n]? 

Enter yes . 

Enter no to subsequent questions until the following prompt appears: 

change boot characteristics [y / n)? 

Step 10 Enter yes . 

The following prompt appears : 

enter to boot : 

Step 11 At this prompt, either ente r 2 and press Return i f Flash memory o r, i f Flash memory is erased, ente r 1. 
IfFlash memory is erased, the Cisco 4500 must be retumed to Cisco for service. Ifyou enter 1, you can 
only view or erase the configuration . You cannot change the password. 

A configuration summary is displayed and the following prompt appears: 

Do you wish to cha nge c onf i gur at ion [y/n ] ? 

Step 12 Enter no and press Return . 

The following prompt appears: 

r ommo n > 

i 
I 
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Enter reset at the rommon prompt or, for Ci'{)i 4500 seri~s ajld Cisco 7500 series routers, power cycle 
' \ •' 

the router. \ . · 
Step 13 

Step 14 As the router boots, enter no to ali the setup qbe~ionsuiíÚI the following prompt appears: 

Router > 

Step 15 Enter enable to enter enable mode. 

The Router# prompt appears. 

Step 16 Choose one o f the following options: 

~ .. 

To view the password, i f it is not encrypted, enter more nvram:startup-config. 

To change the password (if it is encrypted, for example), enter the following commands: 
Router# configure memory 

Router# configure terminal 

Router(conf ig)# enable secret 1234abcd 

Router(config)# ctrl-z 

Router# write memory 

Note The enable secret command provides increased security by storing the enable secret password using 
a non-reversible cryptographic function; however, you cannot recover a lost password that has been 
encrypted. 

Step 17 Enter configure terminal at the prompt. 

Step 18 Enter config-register and whatever value you recorded in Step 2. 

Step 19 Press Ctrl-Z to quit from the configuration editor. 

Step 20 Enter reload at the prompt and enter write memory to save the configuration. 

Recovering a Lost Line Password 

Step 1 

Step 2 

Step 3 

Ifyour router has the nonvolatile memory option, you can accidentally lock yourself out of enable mode 
i f you enable password checking on the console terminal line and then forget the line password. To 
recover a lost line password, perform the following steps: 

Force the router into factory diagnostic mode. 

See the hardware installation and maintenance publication for your product for specific information 
about setting the processor configuration register to factory diagnostic mode. Table 27 summarizes the 
hardware or software settings required by vari ous products to set factory diagnostic mode. 

Enter Yes when asked ifyou want to set the manufacturers' addresses. 

The following prompt appears: 

TEST-SYSTEM > 

Enter enable to enter enable mode: 

TEST-SYSTEM > enable 
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Step 4 

Step 5 

Step 6 

~ .. 

Configuring ldentification Support 

Enter more nvram:st.artue-..Config to review the system configuration and find the password. Do not 
change anything in thefáê"tory diagnostic mode. 

TEST-SYSTEM # more nvram:startup-config 

To resume normal operation, restart the router or reset the configuration register. 

Log in to the router with the password that was shown in the configuration file. 

Note Ali debugging capabilities are tumed on during diagnostic mode. 

See the hardware installation and maintenance publication for your product for specific information 
about configuring the processar configuration register for factory diagnostic mode. Table 27 summarizes 
the hardware or software settings required by the various products to set factory diagnostic mode. 

Táble 27 Factory Diagnostic Mode Settings for the Conlíguration Register 

Platform Setting 

Modular products 

Cisco AS 5100 

Cisco AS5200 

Cisco AS5300 

Cisco 1600 series 

Cisco 2500 series 

Cisco 3000 series 

Cisco 3600 series 

Cisco 4000 series 

Cisco 4500 series 

Cisco 7000 series 

Cisco 7100 series 

Cisco 7200 series 

Cisco 7500 series 

Set jumper in bit 15 o f the processor configuration register, then 
restart; remove the jumper when finished. 

Use the config-register command to set the processor configuration 
register to Ox8000, then initialize and boot the system. Use the 
reload command to restart and set the processor configuration 
register to Ox21 02 when finished . 

Configuring ldentification Support 
Identification support allows you to query a Transmission Control Protocol (TCP) port for identification. 
This feature enables an unsecure protocol, described in RFC 1413 , to report the identity ofa client 
initiating a TCP connection and a host responding to the connection . With identification support, you 
can connect a TCP port on a host, issue a simple text string to request information, and receive a simple 
text-string reply. 
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Passwords and Privileges Configuration Examples 

To configure identification support, use the follo~ng__co'!lr.oan'd in global configuration mode: 

Command Pu r pose 

Router(config)# ip identd Enables identification support. 

Passwords and Privi leges Configuration Examples 
The following sections provide password and privileges configuration examples: 

Mu lti pie Leve is o f Privi leges Examples 

Username Examples 

Multiple Leveis of Privileges Examples 

This section provides examples ofusing multi pie privilege leveis to specify who can access different s 
o f commands. This section includes the following sections: 

• Allowing Users to Clear Lines Examples 

Defining an Enable Password for System Operators Examples 

Disabling a Privi lege Levei Example 

Allowing Users to Clear Lines Examples 

I f you want to allow users to ele ar tines, you can do either o f the following: 

• Change the privilege levei for the clear and clear line commands to 1 or "ordinary user levei," as 
follows . This allows any user to clear !ines. 

privi l ege exec l evel 1 clear line 

• Change the privi lege levei for the clear and clear line commands to leve i 2. To do so, use the 
privilege levei global configuration command to specify privilege levei 2. Then define an enable 
password for privilege levei 2 and tell only those users who need to know what the password is. 

enabl e password leve l 2 pswd2 
privilege exec level 2 clear line 

Defining an Enable Password for System Operators Examples 

In the following example, you define an enable password for privilege levei I O for system operators and 
make clear and debug commands availab le to anyone with that privilege levei enabled. 

enable password level 10 pswdlO 
privilege ex e c level 10 clear line 
privilege ex e c level 10 debug PPP chap 
privilege ex e c level lO debug PPP erro r 
p riv i lege ex e c level lO debug ppp negotiation 

The following example lowers the privi lege leve i o f the more system:running-config command and 
most configuration commands to operator levei so that the configuration can be viewed by an operator. 
It leaves the privilege leve i o f the configure command at 15. Individual configuration commands are 
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\ , 
displayed in the more system:running-I:OJlfig output only ifthe privilege levei for a command has been 
lowered to I O. Users are allowed to see only th.ose. commands that have a privilege levelless than or equal 
to their current privilege levei. 

enable password level 15 pswdl5 
pr ivi lege exec level 15 configure 
enable password level lO pswdlO 
pri vi lege exec level lO more system:running-config 

Disabling a Privilege levei Example 

In thc following example, the show ip route command is set to privilege levei 15. To keep ali show ip 
and show commands from also being set to privilege levei 15, these commands are specified to be 
privilcgc levei I . 

privilege exec level 15 show ip route 
pr ivi lege exec level 1 show ip 
privilege exec level l show 

Username Examples 

The following sample configuration sets up secret passwords on Routers A, B, and C, to enable the three 
routers to connect to each other. 

To authenticate connections between Routers A and B, enter the following commands: 

On Router A: 

username B password a-b secret 

On Router B: 

username A password a-b secret 

To authenticate connections between Routers A and C, enter the following commands: 

On Router A: 

username C password a-c secret 

On Router C: 

username A password a-c secret 

To authenticate connections between Routers B and C, enter the following commands: 

On Router B: 

username C password b-c secret 

On Router C: 

username B password b-c secret 

For example, suppose you enter the following command: 

username bi ll password westward 

The system displays thi s command as follows: 

username bill password 7 21398211 

· ·· ·-'--·-~~-· 
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The encrypted version o f the password is 21398211 . The password was encrypted by the Cisco-defined 
encryption algorithm, as indicated by the "7 ." 

However, i f you enter the following command, the system determines that the password is already 
encrypted and perforrns no encryption. Instead, it disp1ays the command exactly as you entered it. 

username bill password 7 21398211 
username bill password 7 21398211 
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Configuring Voice Ports 

Voice ports are found at the intersections o f packet-based networks and traditional telephony networks, 
and they facilitate the passing ofvoice and call signals between the two networks. Physically, voice ports 
connect a router or access server to a line from a circuit-switched telephony device in a PBX o r the public 
switched telephone network (PSTN). 

Basic software configuration for voice ports describes the type o f connection being made and the type 
o f signaling to take place over this connection. Additional commands provi de fine-tuning for voice 
quality, enable special features, and specify parameters to match those o f proprietary PBXs. 

This chapter includes the following sections: 

Voice Port Configuration Overview. page 38 

Analog Voice Ports Confíguration Task Li st, page 42 

Configuring Digital Yo1ce Ports, page 56 

Fine-Tuning Analog and Digital Voice Ports, page 80 

Verifying Analog and Digital Yo1ce-Port Configurations, page 99 

Troubleshooting Analog and D1g1tal Voice Port Configurations, page li O 

Not ali voice-port commands are covered in this chapter. Some are described in the "Configuring Trunk 
Connections and Conditioning Features" chapter or the "Configuring ISDN Interfaces for Voice" chapter 
in this configuration guide. The voice-port configuration commands included in this chapter are fully 
documented in the Cisco lOS Voice, Vídeo. and Fax Command Reference. 

To identify the hardware platform or software image information associated with a feature in this 
chapter, use the Feature Nav iga tor on Cisco.com to search for information about the feature or refer to 
the software release notes for a specific release. For more information, see the "Identifying Supported 
Platforms" section in the "Using Cisco lOS Software" chapter. 

-~--- ----·~-~ 
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Configwing VÕi~e Ports 

Voice ports on routers and access servers emulate physical telephony switch connections so that voice 
calls and their associated signaling can be transferred intact between a packet network anda 
circuit-switched network or device. 

For a voice call to occur, certain information must be passed between the telephony devices at either end 
o f the c ali, sue h as the devices' on-hook status, the line 's availability, and whether an incoming call is 
trying to reach a device. This information is referred to as signaling, and to process it properly, the 
devices at both ends o f the call segment (that is, those directly connected to each other) must use the 
same type o f signaling. 

The devices in the packet network must be configured to convey signaling information in a way that the 
circuit-switched network can understand. They must also be able to understand signaling information 
received from the circuit-switched network. This is accomplished by installing appropriate voice 
hardware in the router or access server and by configuring the voice ports that connect to telephony 
devices or the circuit-switched network. 

The illustrations below show examples ofvoice port usage. 

• In Figure I O, one voice port connects a telephone to the wide-area network (WAN) through the 
router. 

• In Figure li, one voice port connects to the PSTN and another to a telephone; the router acts like a 
small PBX. 

Figure 12 shows how two PBXs can be connected over a WAN to provide toll bypass. 

Figure 10 Telephone to WAN 

Voice port Serial or 
1/0/0 Ethernet port 

~'------~~~~~~~---!----~ 

Figure 11 Telephone to PSTN 

Voice port 
1/0/0 

! 
Voice port 

0/0/1 

! 

Figure 12 PBX-to-PBX over a WAN 

Voice port Serial or 
1/0/0 Ethernet port 

81--!-~-=:a-! ----{ 
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\ 
Cisco provides a variety o f Cisco lOS c~tn1tnds fqr flexibility in programming voice ports to match the 
physical attributes o f the voice connectioriNAa.t.are being made. Some o f these connections are made 
using analog means oftransmission, while others use digital transmission. Table 4 shows the analog and 
digital voice-port connection support o f the router platforms discussed in this chapter. 

Táble4 Analog and Digital Voice-port Support on Cisco Routers and Access Senters 

Platform Analog Digital 

Cisco 803 and 804 Yes No 

Cisco 1750 Yes No 

Cisco 2600 series Yes Yes 

Cisco 3600 series Yes Yes 

Cisco MC3810 Yes Yes 

Cisco AS5300 No Yes 

Cisco AS5800 No Yes 

Cisc<f7200 series No Yes 

Cisco 7500 series No Yes 

Telephony Signaling Interfaces 

Voice ports on routers and access servers physically connect the router or access server to telephony 
devices such as telephones, fax machines, PBXs, and PSTN central office (CO) switches. These devices 
may use any o f severa I types of signaling interfaces to generate information about on-hook status, 
ringing, and line seizure. 

The router's voice-port hardware and software need to be configured to transmit and receive the same 
type o f signaling being used by the device with which they are interfacing so that calls can be exchanged 
smoothly between the packet network and the circuit-switched network. 

The signaling interfaces discussed in this chapter include foreign exchange office (FXO), foreign 
exchange station (FXS), and receive and transmit (E&M), which are types of analog interfaces. Some 
digital connections emulate FXO, FXS, and E&M interfaces, and they are discussed in the second half 
o f this chapter. lt is important to know which signaling method the telephony si de o f the connection is 
using, and to match the router configuration and voice interface hardware to that signaling method. 

The next three illustrations show how the different signaling interfaces are associated with different uses 
of voice ports . In Fi gure 13, FXS signaling is used for end-user telephony equipment, such as a 
telephone or fax machine. Figure 14 shows an FXS connection to a telephone and an FXO connection 
to the PSTN at the far side ofa WAN; this might be a telephone ata local office going over a WAN to a 
router at headquarters that connects to the PSTN. In Fi gure 15, two PBXs are connected across a WAN 
by E&M interfaces. This illustrates the path over a WAN between two geographically separated offices 
in the same company. 

Cisco lOS Voice, 
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Figure 13 FXS Signaling Interfaces 

Figure 11/ FXS and FXO Signaling Interfaces 

Voice port Serial or 
Ethernet port 

~ 

Figure 15 E&M Signllling Interfaces 

Voice port Serial or 
1/0/0 Ethernet port 

~ ~ 
---------- 1-----~ 
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FXS and FXO Interfaces 

An FXS interface connects the router or access server to end-user equipment such as telephones, fax 
machines, or modems. The FXS interface supplies ring, voltage, and dia! tone to the station and includes an 
RJ-11 connector for basic telephone equipment, keysets, and PBXs. 

An FXO interface is used for trunk, or tie line, connections to a PSTN CO or to a PBX that does not 
support E&M signaling (when local telecommunications authority permits). This interface is ofvalue 
for off-premise station applications. A standard RJ-11 modular telephone cable connects the FXO voice 
interface card to the PSTN or PBX through a telephone wall outlet. 

FXO and FXS interfaces indicate on-hook or off-hook status and the seizure o f telephone !ines by one 
o f two access signaling methods: loop start or ground start. The type o f access signaling is determined 
by the type o f servi c e from the CO; standard h orne telephone !ines use loop start, but business telephones 
can arder ground start !ines instead. 
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Loop-start is the more common ofthe-ãcê~ss signaling techniques. When a handset is picked up (the 
telephone goes off-hook), this action closes the circuit that draws current from the telephone company 
CO and indicates a change in status, which signals the CO to provide dia! tone. An incoming cal! is 
signaled from the CO to the handset by sending a signal in a standard on/off pattern, which causes the 
telephone to ring. 

Loop-start has two disadvantages, however, that usually are not a problem on residential telephones but 
that become significant with the higher call volume experienced on business telephones. Loop-start 
signaling has no means o f preventing two sides from seizing the same line simultaneously, a condition 
known as glare. Also, loop start signaling does not provide switch-side disconnect supervision for FXO 
calls. The telephony switch (the connection in the PSTN, another PBX, or key system) expects the 
router's FXO interface, which looks like a telephone to the switch, to hang up the calls it receives 
through its FXO port. However, this function is not built into the router for received calls; it only 
operates for calls originating from the FXO port. 

Another access signaling method used by FXO and FXS interfaces to indicate on-hook or off-hook status 
to the CO is ground start signaling. lt works by using ground and current detectors that allow the network 
to indicate off-hook or seizure o f an incoming call independent o f the ringing signal and allow for 
positive recognition o f connects and disconnects. For this reason, ground start signaling is typically used 
on trunk !ines between PBXs and in businesses where call volume on loop start I ines can result in glare. 
See the "Disconnect Supervt sion Commands" section on page 84 and "FXO Supervisory Disconnect 
Tone Commands" section on page 87 for voice port commands that configure additional recognition of 
disconnect signaling. 

In most cases, the default voice port command values are sufficient to configure FXO and FXS voice 
ports. 

Trunk circuits connect telephone switches to one another; they do not connect end-user equipment to the 
network. The most common form o f analog trunk circuit is the E&M interface, which uses special 
signaling paths that are separate from the trunk's audio path to convey information about the calls. The 
signaling paths are known as the E-lead and the M-lead. The name E&M is thought to derive from the 
phrase Ear and Mouth or rEceive and transMit although it could also come from Earth and Magnet . The 
history o f these names dates back to the days o f telegraphy, when the CO si de had a key that grounded 
the E circuit, and the other side had a sounder with an electromagnet attached to a battery. Descriptions 
such as E ar and Mouth were adopted to help field personnel determine the direction o f a signal in a wire. 
E&M connections from routers to telephone switches or to PBXs are preferable to FXS/FXO 
connections because E&M provides better answer and disconnect supervision. 

Like a serial port, an E&M interface has a data terminal equipment/data communications equipment 
(DTE/DCE) type ofreference. In the telecommunications world, the trunking side is similar to the DCE, 
and is usually associated with CO functiona lity. The router acts as this si de o f the interface. The other 
side is referred to as the signaling side, like a DTE, and is usually a device such as a PBX. Five distinct 
physical configurations for the signaling part ofthe interface (Types I-V) use different methods to signal 
on-hook/off-hook status, as shown in Tabl e 5. Cisco voice implementation supports E&M Types I, li, 
III, and V. 

The physical E&M interface is an RJ-48 connector that connects to PBX trunk !ines, which are classified 
as either two-wire o r four-wire. This refers to whether the audio path is full duplex on one pai r o f wires 
(two-wire) or on two pair of wires (four-wire). A connection may be called a four-wire E&M circuit 
although it actually has six to eight physical wires. lt is an analog connection although an analog E&M 
circuit may be emulated on a digttal line. For more information on digital voice port configuration of 
E&M signaling, see the "DSO G roup~ 011 Digital TI /EI Vo icc Ports" sec ti o11 0 11 pagc 72 . 
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PK'C!S built by different manufacturers can indicate on-hook/off-h(:iok status and telephone line seizure 
on the E&M interface by using any of three types o f access signaling that are as follows: 

• Immediate-start is the simplest method ofE&M access signaling. The calling side seizes the line by 
going off-hook on its E-lead and sends address information as dual-tone multifrequency (DTMF) 
digits (oras dialed pulses on Cisco 2600 series routers and Cisco 3600 series routers) following a 
short, fixed-length pause. 

• Wink-start is the most commonly used method for E&M access signaling, and is the default for 
E&M voice ports. Wink-start was developed to minimize glare, a condition found in immediate-start 
E&M, in which both ends attempt to seize a trunk at the same time. In wink-start, the calling side 
seizes the line by going off-hook on its E-lead, then waits for a short temporary off-hook pulse, or 
"wink," from the other end on its M-lead before sending address information. The switch interprets 
the pulse as an indication to proceed and then sends the dialed digits as DTMF or dialed pulses. 

• In delay-dial signaling, the calling station seizes the line by going off-hook on its E-lead. After a 
timed interval, the calling side looks at the status ofthe called side. Ifthe called side is on-hook, the 
calling side starts sending information as DTMF digits; otherwise, the calling side waits until the 
called side goes on-hook and then starts sending address information. 

Tilble 5 E&M Wiring and Signaling Methods 

"~-

M-Lead Signal Battery Lead Signal Ground l e&d 
E&MType E-Lead Configui'ation Configuration Configuration Configuration 

----
I Output, relay to Input, referenced to - -

ground ground 

11 Output, relay to SG Input, referenced to Feed for M, Return for E, 
ground connected to -48V galvanically isolated 

from ground 

III Output, relay to Input, referenced to Connected to -48V Connected to ground 
ground ground 

v Output, relay to Input, referenced to - -
ground -48V 

Analog Voice Ports Configuration Task List 
Analog voice port interfaces connect routers in packet-based networks to analog two-wire or four-wire 
analog circuits in telephony networks. Two-wire circuits connect to analog telephone or fax devices, anr' 
four-wire circuits connect to PBXs. Typically, connections to the PSTN CO are made with digital 
interfaces. 

This section describes how to configure analog voice ports and covers the following topics: 

Co nti g unn g Codec Co mpi CX Ity ro r A na log Voice Po rts 0 11 th e C isco M C38 1 o with 
High-Perfo rm a11ce Compress 1o n Modules . page 47 

• C onfiguri11g Ba s ic Paramete rs o n Analog FXO. FXS. o r E&M Votce Ports. page 48 

• Contigunn g A nal og l e leph o ne Co nn ec t1 0 11 s 0 11 C 1sco 803 a11d l:W4 Routers, page 52 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Three other sections !ater in the chaptêr..prQYide.--help with fine-tuning and troubleshooting: 

Finc-Tuning Analog and Digital Yorce Ports, page 80 

Vcrif:vrng Analog and Digrtal Voice-Port Configurations, page 99 

• Trouhlcshooting Analog and Digrtal Yoicc Port Configurations, page 110 

Prerequisites for Configuring Analog Voice Ports 

• Obtain two- or four-wire line service from your service provider or from a PBX. 

• Complete your company's dia! plan. 

• Establish a working telephony network based on your company's dia! plan. 

Install at least one other network module or WAN interface card to provide the connection to the 
network LAN or WAN . 

• Establish a working IP and Frame Relay or ATM network . For more information about configuring 
IP, refer to the Cisco !OS JP Configuration Guide, Release 12.2. 

• Install appropriate voice processing and voice interface hardware on the router. See the 
··configuring Platform-Specific Analog Voice Hardware" section on page 45 . 

Preparing to Configure Analog Voice Ports 

Before configuring an analog voice port, assemble the following information about the telephony 
connection that the voice port will be making. I f connecting to a PBX, it is important to understand the 
PBX's wiring scheme and timing parameters. This information should be available from your PBX 
vendor or the reference manuais that accompany your PBX. 

• Telephony signaling interface: FXO, FXS, or E&M 

• Locale code (usually the country) for call progress tones 

• I f FXO, type o f dialing: DTMF (touch-tone) or pulse 

• I f FXO, type of start signal: loop-start or ground-start 

• I f E&M, type: I, li, III, or V 

• I f E&M, type o f line: two-wire o r four-wire 

• If E&M, type o f start signal : wink, immediate, delay-dial 

Table 6 should help you determine which hardware and configuration instructions are appropriate for 
your situation. Tablc 7 on pagc 44 shows slot and port numbering, which differs for each o f the 
voice-enabled routers. More current information may be available in the release notes that accompany 
the Cisco lOS software you are using. 

Cisco lOS Voice, Vídeo, and Fax 
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Tilble 6 Analog Voice Port ConOgurations 

Telephony 
Signaling Section Containing Voice Port 
Interface Router Platform Voice Hardware Required Configuration lnstructions 

End user: Cisco 803 - "Configuring Analog Telephone 
telephone or Cisco 804 Connections on Cisco 803 and 
fax 804 Routers" 

FXO Cisco 1750 VIC-2FXO, VIC-2FXO-EU "Configuring Basic Parameters 
Cisco 2600 series on Analog FXO, FXS, or E&M 
Cisco 3600 series Voice Ports" 

Cisco MC3810 MC3810-AVM6 
MC3810-APM-FXO 

FXS Cisco 1750 VIC-2FXS 
Cisco 2600 series 
Cisco 3600 series 

Cisco MC38IO MC38IO-AVM6 
MC38IO-APM-FXS 

E&M Cisco I750 VIC-2E/M 
Cisco 2600 series 
Cisco 3600 series 

Cisco MC38IO MC38IO-AVM6 
MC38IO-APM-EM 

Tilble 7 Analog Voice S!ot/Port Designations 

Chassis Slot Voice NM Slot Voice Port 
Router Platform Voice Hardware Numbers Numbers Numbers 

Cisco 803, 804 Analog POTS - - -

Cisco I750 Analog VIC O to I - O to I 

Cisco 2600 series Voice/fax network module Varies, based I O to I 
with two-port VIC on router 

Cisco 3600 series Voice/fax network module I 3620: O to I O to I 
with two-port voice over 3640: O to 3 
interface cards (VICs) 

3660: I to 6 

Cisco MC38IO Analog voice module (AVM) I - I to 6 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Configuring Platform-Specific Analog ~Vóiêe Hardware 

~ .. 

This section describes the general types o f analog voice port hardware available for the router platforms 
included in this chapter: 

• Cisco 800 Series Routers, page 45 

• Cisco 1750 Modular Router, page 45 

Cisco 2600 Series and Cisco 3600 Seri es Routers, page 46 

Cisco MC3R I O Multi scrvice Concentrato r. pagc 46 

Note For current information about supported hardware, see the release notes for the platform and 
Cisco lOS release being used. 

Cisco 800 Series Routers 

Cisco 803 and Cisco 804 routers support data and voice applications. The data applications on these 
routers are implemented through the ISDN port, and the voice applications are implemented with ISDN 
Basic Rate Interface (BRI) through the telephone ports. If a Cisco 803 or 804 router is being used, 
connect two devices, such as an analog touch-tone telephone, fax machine, or modem through two fixed 
telephone ports, the gray PHONE 1 and PHONE 2 ports that have RJ-11 connectors. Each device is 
connected to basic telephone services through the ISDN line. 

For more information, refer to the Cisco 800 Series Routers Hardware lnsta/lation Guide. 

Cisco 1750 Modular Router 

The Cisco 1750 modular router provides Voice over IP (VoiP) functionality and can carry voice traffic 
(for examp1e, telephone calls and faxes) over an IP network. To make a voice connection, the router must 
have a supported VIC installed. The Cisco 1750 router supports two slots for either WAN interface cards 
(WICs) or VICs and supports one VIC-only slot. For analog connections, two-port VICs are available to 
support FXO, FXS, and E&M signaling. VICs provide direct connections to telephone equipment 
(analog phones, analog fax machines, key systems, or PBXs) or to a PSTN. 

For more information, refer to the Cisco 1750 Voice-over-IP Quick Start Guide . 

lLss4 I 
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Cisco 2600 Series and Cisco 3600 Series Routers 
'. 

figuring Voice Ports 

" ' 

The Cisco 2600 and 3600 series routers are modular, multifunction platforms that combine dial access, 
routing, local area network-to-local area network (LAN) services, and multiservice integration ofvoice, 
vídeo, and data in the same device. 

Voice network modules installed in Cisco 2600 series or Cisco 3600 series routers convert telephone 
voice signals into data packets that can be transmitted over an IP network. The voice network modules 
have no connectors; VICs installed in the network modules provide connections to the telephone 
equipment or network. V!Cs work with existing telephone and fax equipment and are compatible with 
H.323 standards for audio and vídeo conferencing. 

The Cisco 2600 series router can house one network module. In the Cisco 3600 series, the Cisco 3620 
router has slots for up to two network modules; the Cisco 3640 router has slots for up to four network 
modules; and the Cisco 3660 router has slots for up to six network modules. (Typically, one ofthe slots 
is used for LAN connectivity.) 

For analog telephone connections, low-density voice/fax network modules that contain either one or two 
VJC slots are installed in the network module slots. Each VIC is specific to a particular telephone 
signaling interface (FXS, FXO, or E&M); therefore, the VIC determines the type of signaling on that 
module. 

For more information, refer to the following: 

Cisco 2600 Series Hardware lnsta/lation Guide 

Cisco 3600 Series Hardware lnsta/lation Guide 

Cisco Network Module Hardware lnsta/lation Guide 

Cisco MC3810 Multiservice Concentrator 

To support analog voice circuits, a Cisco MC3810 multiservice concentrator must be equipped with an 
AVM, which supports six analog voice ports. By installing specific signaling modules known as analog 
personality modules (APMs), the analog voice ports may be equipped for the following signaling types 
in various combinations: FXS, FXO, and E&M. For FXS, the analog voice ports use an RJ-11 connector 
interface to connect to analog telephones or fax machines (two-wire) or to a key system (four-wire). For 
FXO, the analog voice ports use an RJ-11 physical interface to connect to a CO trunk. For E&M 
connections, the analog voice ports use an RJ-1 CX physical interface to connect to an analog PBX 
(two-wire or four-wire) . 

Optional high-performance voice compression modules (HCMs) can replace standard voice 
compression modules (VCMs) to operate according to the voice compression coding algorithm (codec) 
specified when the Cisco MC381 O concentrator is configured. The HCM2 provides four voice channel 
at high codec complexity and eight channels at medium complexity. The HCM6 provides 12 voice 
channels at high complexity and 24 channels at medium complexity. One or two HCMs can be installed 
in a Cisco MC381 O multiservice concentrator, but an HCM may not be combined with a VCM in one 
chassis. 

For more information, refer to the Cisco MC3810 Multiservice Concentrator Hardware lnstallation 
Guide. 

Note For current information about supported hardware, see the release notes for the platform and 
Cisco lOS release being used. 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Configuring Codec Complexity for Analog Véice-Pórts on the Cisco MC3810 
with High-Performance Compression Modules 

~ .. 

The term codec stands for coder-decoder. A codec is a particular method o f transforming analog voice 
in to a digital bit stream (and vice versa) and also refers to the type o f compression used. Severa! different 
codecs have been developed to perform these functions, and each one is known by the number o f the 
Intemational Telecommunication Union-Telecommunication Standardization Sector (ITU-T) standard 
in which it is defined. Forexample, two common codecs are the 0.711 and the 0.729 codecs. The various 
codecs use different algorithms to encode analog voice into digital bit-streams and have different bit 
rates, frame sizes, and coding delays associated with them. The codecs also differ in the amount of 
perceived voice quality they achieve. Specialized hardware and software in the digital signal processors 
(DSPs) perform codec transformation and compression functions, and different DSPs may offer different 
selections of codecs. 

Select the same type o f codec as the one that is used at the other end o f the cal!. For instance, i f a call 
was coded with a 0.729 codec, it must be decoded with a 0.729 codec. Codec choice is configured on 
dial peers. For more information, see the "Configuring Dial Plans, Dial Peers, and Digit Manipulation" 
chapter in this configuration guide. 

Codec complexity refers to the amount o f processing power that a codec compression technique 
requires: some require more processing power than others. Codec complexity affects call density, which 
is the number o f calls that can take place on the DSP interfaces, which can be HCMs, port adapter DSP 
farms, or voice cards, depending on the type ofrouter (in this case, the Cisco MC3810 multiservice 
concentrator). The greater the codec complexity, the fewer the calls that can be handled. 

Codec complexity is either medium or high. The difference between medium- and high-complexity 
codecs is the amount o f CPU power necessary to process the algorithm and, therefore, the number o f 
voice channels that can be supported by a single DSP. Ali medium-complexity codecs can also be run in 
high-complexity mode, but fewer (usually half as many) channels will be available per DSP. 

For details on the number o f calls that can be handled simultaneously using each ofthe codec standards, 
refer to the entries for the codec and codec complexity commands in the Cisco lOS Voice, Video, and 
Fax Command Reference. 

On a Cisco MC3810 concentrator, only a single codec complexity setting is used, even when two HCMs 
are installed. The value that is specified in this task affects the choice o f codecs available when the codec 
dial-peer configuration command is configured. See the "Configuring Dial Plans, Dia! Peers, and Digit 
Manipulation" chapter in this configuration guide. 

Note On the Cisco MC3810 with high-performance compression modules, check the DSP voice channel 
activity with the show voice dsp command. I f any DSP voice channels are in the busy state, the codec 
complexity cannot be changed. When ali the DSP channels are in the idle state, changes can be made 
to the codec complexity selection. 

Cisco lOS Voice, Video, and Fax 
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To configure codec complexity on the Cisco MC381 O multiserv'~ concentrator using HCMs, use the 
following commands beginning in privileged EXEC mode: ' 

Command Purpose 

Router# ahow voice dap Checks the DSP voice channel activity. I f any DSP 
voice channels are in the busy state, the codec 
complexity cannot be changed. 

When ali the DSP channels are in the idle state, 
continue to Step 2. 

Step 2 Router# configure terminal 

Step3 Router(config)# voice-card O 

Enters global configuration mode. 

Enters voice-card configuration mode and 
specifies voice card O. 

Step4 Router(config-voicecard)# codec complexity {high I 
medi um} 

(For analog voice ports) Specifies codec 
complexity based on the codec standard being 
used. This setting restricts the codecs available in 
dia! peer configuration. Ali voice cards in a router 
must use the same codec complexity setting. 

The keywords are as follows : 

• high--Specifies two voice channels encoded 
in any o f the following formats: 
0.7llulaw, 0.711alaw, 0 .723.1(r5.3), 
0.723.1 Annex A(r5.3), 0 .723.1(r6.3), 
0.723.1 Annex A(r6.3), 0 .726(rl6), 
0.726(r24), 0.726(r32), 0 .728, 0.729, 0.729 
Annex B, and fax relay. 

• medium-(default) Specifies four voice 
channels encoded in any o f the following 
formats: 0.7llulaw, 0.7llalaw, 0.726(rl6), 
0.726(r24), 0.726(r32), 0.729 Annex A, 
0.729 Annex B with Annex A, and fax relay. 

Note I f two HCMs are installed, this command 
configures both HCMs at once. 

Configuring Basic Parameters on Analog FXO, FXS, or E&M Voice Ports 

~ .. 

This section describes commands for basic analog voice port configuration. Ali the data recommended 
in the "P repar:ng to Co11tigure Analog Voice Ports'· sectio11 011 page 43 should be gathered before 
starting this procedure. 

If configuring a Cisco MC381 O multiservice concentrator that has HCMs, codec complexity should also 
be configured, following the steps in the "Configun11g Codec Complex 1ty for A11alog Voice Ports 011 the 
Cisco MC3810 with High-Performance Compressio11 Modules" sect ion 011 page 47. 

Note I f you have a Cisco MC381 O multiservice concentrator or Cisco 3660 router, the compand-type 
a-law command must be configured on the analog ports only. The Cisco 2660, 3620, and 3640 routers 
do not require the configuration ofth compand-type a-law command, however, ifyou request a list 
of commands, the compand-type a-law command will display. 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 
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In addition to the basic vÓiee p_m:.t:paiameters described in this section, there are commands that allow 
voice port configurations to be fine tuned. In most cases, the default values for fine-tuning commands 
are sufficient for establishing FXO and FXS voice port configurations. E&M voice ports are more likely 
to require some configuration. Ifit is necessary to change some ofthe voice port values to improve voice 
quality or to match parameters on proprietary PBXs to which you are connecting, use the commands in 
the current section and also in the ''Fme-Tuning Analog and Digital Yoice Ports" section on page 80. 

After the voice-port has been configured, make sure that the ports are operational by following the steps 
described in the following sections: 

Yerifying Analog and Digital Yo1cC-Port Configurations, page 99 

• Troubleshooting Analog and D1g1tal Vo1cc Port Configurations, page li O 

For more information on these and other voice port commands, see the Cisco lOS Voice, Video, and Fax 
Command Reference. 

Note The commands, keywords, and arguments that you are able to use may differ slightly from those 
presented here, based on your platform, Cisco lOS release, and configuration. When in doubt, use 
Cisco lOS command help (command ?) to determine the syntax choices that are available. 

To configure basic analog voice port parameters on Cisco 1750, Cisco 2600 series, Cisco 3600 series, 
and Cisco MC3810 routers, use the following commands beginning in global configuration mode: 

Command 

Slep_1 Cisco 1750 and MC3810 
Router(config)# voice-port slot/port 

Cisco 2600 and 3600 series 
Router(config)# voice-port slot/subunit/port 

Slep 2 FXO or FXS 
Router(config-voiceport)# signal {loop-start I 
ground-start} 

Purpose 

Enters voice-port configuration mode . 

The arguments are as follows: 

• s/ot-Specifies the number o f the router slot 
where the voice network module is installed 
(Cisco 2600 and Cisco 3600 series routers) or 
the router slot number where the analog voice 
moduleis installed (Cisco MC3810 
multiservice concentrator). 

• port-Indicates the voice port. Valid entries 
are O or l. 

• subunit-Specifies the location o f the VIC. 

Nole The slash must be entered between slot 
andport. 

Valid entries vary by router platform; see Tabl e 7 
on pagc 44 or enter the show voice port 
summary command for available values. 

Selects the access signaling type to match that of 
the telephony connection you are making. The 
keywords are as follows : 

Ioop-start-(default) Uses a closed circuit to 
indicate off-hook status; used for residential 
loops. 

ground-start-Uses ground and current 
detectors; preferred for PBXs and trunks . 
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Command 

E&M 
Router(config-voiceport)# aignal {wink-atart I 
immediate-atart I delay-dial} 

Step3 Router(config-voiceport)# cptone locale 

ing Voice Ports 

Purpose "· ' 

The keywords are as follo\vs: 

• wink-start-(default) Indicates that the 
calling side seizes the line, then waits for a 
short off-hook wink from the called side 
before proceeding. 

• immediate-start-Indicates that the calling 
si de seizes the !in e and immediately,])roceeds; 
used for E&M tie trunk interfaces. 

• delay-dial-lndicates that the calling side 
seizes the line and waits, then checks to 
determine whether the called side is on-hook 
before proceeding; i f not, it waits until the 
called side is on-hook before sending digits. 
Used for E&M tie trunk interfaces. 

Note Configuring the signal keyword for one 
voice port on a Cisco 2600 or 3600 series 
router VIC changes the signal vafue for 
both ports on the VIC. 

Selects the two-letter locale for the voice call 
progress tones and other locale-specific 
parameters to be used on this voice port. 

Cisco routers comply with the ISO 3166 locale 
name standards. To see valid choices, enter a 
question mark (?) following the cptone command. 

The default is us. 

Step 4 Router ( conf ig-voiceport) # dial- type { dtmf I pulse} (FXO only) Specifies the dialing method for 
outgoing calls. 

Step 5 Router (config-voiceport) # operation {2-wire I 4-wire} (E&M only) Specifies the number ofwires used 
for voice transmission at this interface (the audio 
path only, not the signaling path). 

Step6 Router(config-voiceport)# type {1 I 2 I 3 I s} 

Step 7 Cisco 1750 Router and 2600 and 3600 Series Routers 

Router(config-voiceport)# ring frequency {25 I 50} 

Cisco MC3810 Multiservice Concentrator 

Router(config-voiceport)# ring frequency {2 0 J 30} 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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The default is 2-wire. 

(E&M only) Specifies the type ofE&M interface 
to which this voice port is connecting. See Table 5 
on page 42 for an explanation ofE&M types. 

The defaul t is I. 

(FXS only) Selects the ring frequency, in hertz, 
used on the FXS interface . This number must 
match the connected telephony equipment and 
may be country-dependent. Ifnot set properly, the 
attached telephony device may not ring or it may 
buzz. 

The keyword default is 25 on the Cisco 1750 
router, 2600 and 3600 series routers; and 20 on the 
Cisco MC381 O multiservice concentrator. 
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Command , .·· 

Step8 Router(config-voiceport)# ring number number 

Step9 Router(config-voiceport)# ring cadence {[patternOl 
pattern02 I pattern03 I pattern04 I patternOS I 
pattern06 I pattern07 I patternOB I pattern09 I 
patternlO I patternll I pattern12] I [define pulse 
interval] } 

Step 10 Router (config-voiceport) # description string 

Step11 Router(config-voiceport)# no shutdown 

''·. 
Analog Voice Ports Configwation Task List 

Purpose 

(FXO only) Specifies the maximum number of 
rings to be detected before an incoming call is 
answered by the router. 

The default is I. 

(FXS only) Specifies an existing pattern for ring, 
or it defines a new one. Each pattern specifies a 
ring-pulse time and a ring-interval time. The 
keywords and arguments are as follows: 

• patternOl through pattern12 name pre-set 
ring cadence patterns. Enter ring cadence ? to 
see ring pattern explanations. 

• define pulse interval specifies a user-defined 
pattern: pulseis a number (one or two digits, 
from I to 50) specifying ring pulse (on) time 
in hundreds o f milliseconds, and interval is a 
number (one or two digits from I to 50) 
specifying ring interval (off) time in hundreds 
o f milliseconds. 

The default is the pattern specified by the cptone 
locale that has been configured. 

Attaches a text string to the configuration that 
describes the connection for this voice port. This 
description appears in various displays and is 
useful for tracking the purpose or use o f the voice 
port. The string argument is a character string 
from I to 255 characters in length. 

The default is that there is no text string 
(describing the voice port) attached to the 
configuration. 

Activates the voice port. I f a voice port is not being 
used, shut the voice port down with the shutdown 
command. 

Cisco lOS Voice, Video, and Fax 
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Configuring Analog T elephone Connections on Cisco"8Ô.3:~a~d 804 Routers 

Command 

Multiple devices (analog telephone, fax machine, or modem) can be connected to a Cisco 803 or 804 
telephone port. The number o f devices that can be connected depends on the ringer equivalent number 
(REN) o f each device that isto be connected. (The REN can usually be found on the bottom o f a devi c e.) 
The REN ofthe router telephone port is 5, so ifthe RENo f each device to be connected is I, a maximum 
o f five devices can be connected to that particular telephone port. 

These routers support touch-tone analog telephones only; they do not support rotary telephones. 

To configure standard features for analog telephone connections on Cisco 803 and 804 routers, use the 
following commands in global configuration mode: 

Purpose 

Step 1 Router (config) # pots country country Specifies the country to use for country-specific 
default settings for physical characteristics. Enter 
pots country ? for a list o f supported countries and 
the codes to enter. 

Step2 Router(config)# pots line-type {typel I type2 I 
type3} 

Step3 Router(config)# pots dialing-method {overlap I 
enblock} 

• Cisco lOS Voice, Video, and Fax Configuration Guíde 
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A default country is not defined. 

(Optional) Specifies the impedance o f telephones, 
fax machines, or modems connected to a Cisco 800 
series router. The keywords are as follows: 

• typel-Specifies the resistance used for the 
POTS connection, typically 600 ohms. 

• type2-Specifies the resistance used for the 
POTS connection, typically 900 ohms. 

• type3-Specifies the resistance used for the 
POTS connection, typically 300/400 ohms. 

The default depends on the country chosen in the 
pots country command. 

(Optional) Specifies how the router collects and 
sends digits dialed on connected telephones, fax 
machines, or modems. The keywords are as follows: 

• overlap-Tells the router to send each digit 
dialed in a separate message. 

• enblock-Tells the router to collect ali digits 
dialed and to send the digits in one message. 

The default depends on the country chosen in the 
pots country command. 
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Command 

Step4 Router{config)# pots disconnect-supervision {osi 
reversal} 

Step5 Router{config)# pots encoding {alaw I ulaw} 

Step& Router{config)# pots tone-source {local I remete} 

Step 7 Router{config)# pots ringing-freq {20Hz I 25Hz I 
50Hz} 

Analog Voice Ports Conligwation Task List 

Purpose 

(Optional) Specifies how the router notifies the 
connected telephones, fax machines, or modems 
when the calling party has disconnect. The keywords 
are as follows : 

• osi-(open switching interval) Specifies the 
duration for which DC voltage applied between 
tip and ring conductors o f a telephone port is 
removed. 

reversai-Specifies the polarity reversal o f the 
tip and ring conductors of a telephone port. 

The default depends on the country chosen in the 
pots country command. 

(Optional) Specifies the pulse code modulation 
(PCM) encoding scheme for telephones, fax 
machines, or modems connected to a Cisco 800 
series router. The keywords are as follows: 

alaw-Specifies the ITU-T PCM encoding 
scheme used to represent analog voice samples 
as digital values. 

ulaw-Specifies the North American PCM 
encoding scheme used to represent analog voice 
samples as digital values . 

The default depends on the country chosen in the 
pots country command. 

(Optional) Specifies the source of dia!, ringback, 
and busy tones for telephones, fax machines, or 
modems connected to a Cisco 800 series router. The 
keywords are as follows: 

Iocal-(default) Specifies that the router 
supplies the tones. 

remote--Specifies that the telephone switch 
supplies the tones . 

(Optional) Specifies the frequency at which 
telephones, fax machines, o r modems connected to a 
Cisco 800 series router ring . The keywords are as 
follows: 

20Hz-Indicates that connected devices ring at 
20Hz. 

25Hz-Indicates that connected devices ring at 
25Hz. 

50Hz-Indicates that connected devices ring at 
50Hz. 

The default depends on the country chosen in the 
pots country command. 
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'·· 

StepB Router(config)# pots disconnect-time interval (Optionãi) Specifies the interval at which the 
disconnect method is applied if connected 
telephones, fax machines, or modems fail to detect 
that a calling party has disconnected. The interval 
argument is the number o f milliseconds o f the 
interval and ranges from 50 to 2000. 

The default depends on the country chosen in the 
pots country command. 

Step 9 Router (config) # pots silence-time seconds (Optional) Specifies the interval of silence after a 
calling party disconnects. The seconds argument is 
the number o f seconds o f the interval and ranges 
from O to 10. 

The default depends on the country chosen in the 
pots country command. 

Step10 Router(config)# pots distinctive-ring-guard-time 
milliseconds 

(Optional) Specifies the de1ay after which a 
te1ephone port can be rung after a previous call is 
disconnected. The milliseconds argument is the 
number ofmilliseconds ofthe de1ay and ranges from 
O to 1000. 

The default depends on the country chosen in the 
pots country command. 

Verifying Analog T elephone Connections on Cisco 803 and 804 Routers 

Step 1 

Step2 

After configuring analog telephone connections, perform the following steps to verify proper operation: 

Pick up the handset of an attached telephony device and check for a dia! tone. 

Review the configuration using the show pots status command, which displays settings o f physical 
characteristics and other information on telephone interfaces. 

Router# show peta status 

POTS Global Configuration: 
Country: United States 
Dialing Method: Overlap, Tone Source: Remete, Callerld Support: YES 
Line Type: 600 ohm, PCM Encoding: u-law, Disc Type: OS!, 
Ringing Frequency: 20Hz, Distinctive Ring Guard timer : O msec 
Disconnect timer: 1000 msec, Disconnect Silence timer: 5 sec 
TX Gain : 6dB, RX Loss: -6dB, 
Filter Mask : 6F 
Adaptive Cntrl Mask: O 

POTS PORT: 1 
Hook Switch Finite State Machine: 
State : On Hook, Event : O 
Hook Switch Register: 10, Suspend Poll : O 

CODEC Finite State Machine 
State: Idle , Event: O 

Connection : Nane, Call Type: Two Party, Direction: Rx only 
Line Type: 600 ohm, PCM Encoding: u - law, Disc Type: OS!, 
Ringing Frequency: 20Hz , Distinc t ive Ring Guard timer: O msec 
Disconnect timer: 1000 msec, Disconnect Silence timer: 5 sec 
TX Gain : 6dB, RX Loss: -6dB, 
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Filter Mask: 6F 
Adaptive Cntrl Mask : O 
CODEC Registers : 

SPI Addr : 2, DSLAC Revision: 4 

J 

SLIC Cmd: OD, TX TS: 00, RX TS : 00 
Op Fn: 6F, Op Fn2: 00, Op Cond : 00 
AISN: 6D, ELT : B5, EPG: 32 52 00 00 
SLIC Pin Direction: 1F 

CODEC Coefficients: 
GX: AO 00 
GR : 3A A1 
Z: EA 23 
B : 29 FA 

2A 35 AS 
8F 2A CB 

9F C2 AD 3A AE 22 
A9 23 92 2B 49 F5 

46 
37 

X: AB 40 3B 9F AS 7E 22 97 36 A6 2A AE 
R: 01 11 01 90 01 90 01 90 01 90 01 90 
GZ: 60 

ADAPT B: 91 B2 8F 62 31 
CSM Finite State Machine : 

Call o - State : idle, Call Id : OxO 
Active: no 

Call 1 - State : id1e, Call Id : OxO 
Active: no 

Call 2 - State: idle, Call Id: OxO 
Active: no 

POTS PORT : 2 
Hook Switch Finite State Machine: 
State: On Hook, Event : O 

C2 FO 
1D 01 

Hook Switch Register : 20, Suspend Poll: O 
CODEC Finite State Machine: 
State: Idle, Event: O 
Connection: None, Call Type: Two Party, Direction: Rx only 
Line Type: 600 ohm, PCM Encoding: u-law, Disc Type: OS!, 
Ringing Frequency: 20Hz, Distinctive Ring Guard timer: O mse 

Disconnect timer : 1000msec,Disconnect Silence timer: 5 sec 
TX Gain: 6dB, RX Loss: -6dB, 
Fil ter Mask : 6 F 
Adaptive Cntrl Mask: O 

CODEC Registers: 
SPI Addr: 3, DSLAC Revision: 4 
SLIC Cmd: OD, TX TS: 00, RX TS: 00 
Op Fn: 6F, Op Fn2 : 00, Op Cond : 00 
AISN : 6D, ELT: B5, EPG: 32 52 00 00 
SLIC Pin Direction: 1F 

CODEC Coefficients : 
GX: AO 00 
GR : 3A A1 
z: EA 23 2A 35 AS 9F C2 AD 3A AE 22 
B: 29 FA 8F 2A CB A9 23 92 2B 49 F5 

46 
37 

X: AB 40 3B 9F AS 7E 22 97 36 A6 2A AE 
R : 01 11 01 90 01 90 01 90 01 90 01 90 
GZ: 60 

ADAPT B: 91 B2 8F 62 3 1 
CSM Fini te State Machine : 

Call o - State: idle, Call Id : Ox O 
Active : no 

Call 1 - State : idle, Call Id : Ox O 
Ac t ive: no 

Call 2 - State : idle, Call Id : OxO 
Active : no 

Time Slot Control: o 

C2 FO 
1D 01 
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Troubleshooting Tip for Cisco 803 and 804 Routers 

Check to ensure that ali cables are securely connected. .. 

Configuring Digital Voice Ports 
The digital voice port commands discussed in this section configure channelized T I orE I connections; 
for infonnation on ISDN connections, see "Configuring ISDN Interfaces for Voice" in this configuration 
guide . 

The TI orE I !ines that connect a telephony network to the digital voice ports on a router or access server 
contain channels for voice calls; a TI line contains 24 full-duplex channels or timeslots, and an EI line 
contains 30. The signal on each channel is transmitted at 64 kbps, a standard known as digital signal O 
(DSO); the channels are known as DSO channels. The dsO-group command creates a logical voice port 
(a DSO group) from some or ali ofthe DSO channels, which allows you to address those channels easily, 
as a group, in voice-port configuration commands. 

Digital voice ports are found at the intersection o f a packet voice network anda digital, circuit-switched 
telephone network. The digital voice port interfaces that connect the router or access server to TI orE I line 
pass voice data and signaling between the packet network and the circuit-switched network. 

Signaling is the exchange o f infonnation about calls and connections between two ends o f a 
communication path. For instance, signaling communicates to the call's end points whether a line is idle 
or busy, whether a device is on-hook or off-hook, and whether a connection is being attempted. An end 
point can be a CO switch, a PBX, a telephony device such as a telephone or fax machine, or a 
voice-equipped router acting as a gateway. There are two aspects to consider about signaling on digital 
!ines: one aspect is the actual infonnation about line and device states that is transmitted, and the second 
aspect is the method used to transmit the information on the digital !ines. 

The actual infonnation about line and device states is communicated over digital lines using signaling 
methods that emulate the methods used in analog circuit-switched networks: FXS, FXO, and E&M. 

The method used to transmit the information describes the way that the emulated analog signaling is 
transmitted over digitallines, which may be common-channel signaling (CCS) or channel-associated 
signaling (CAS). CCS sends signaling information down a dedicated channel and CAS takes place 
within the voice channel itself. This chapter describes CAS signaling, which is sometimes called 
robbed-bit signaling because user bandwidth is robbed by the network for signaling. A bit is taken from 
every sixth frame o f voice data to communicate on- o r off-hook status, wink, ground start, dialed digits, 
and other infonnation about the cal!. 

In addition to setting up and tearing down calls, CAS provides the receipt and capture o f dialed number 
identification (DNIS) and automatic number identification (ANI) information, which are used to suppo1 
authentication and other functions. The main disadvantage ofCAS signaling is its use ofuser bandwidth 
to perform these signaling functions. 

For signaling to pass between the packet network and the circuit-switched network, both networks must 
use the same type o f signaling. The voice ports on Cisco routers and access servers can be configured to 
match the signaling of most COs and PBXs, as explained in this chapter. 

This section discusses the foliowing topics: 

Prercqui sites for Confi gurin g Di g ita l Vo1c c Ports. pagc 57 

Prcparing lnfo nnatio n to Confi g ure D1 g 1ta l Vo ice Port s. page 58 

Platform-Spee ifi c D1g ita l Vo1 ce Hard ware. pagc 60 

Conli gurin g Basic Parameters on Digital TI . [: I Vo1cc Ports. pagc 63 
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Configwing Digital Voice Ports • 

Prerequisites for Configuring Digital Voice.:P.º_ftS.:~-

Digital Tl orE! packet voice capability requires specific service, software, and hardware: 

• Obtain T 1 or E 1 service from the service provider or from your PBX. 

• Create your company's dia! plan. 

• Establish a working telephony network based on your company's dial plan. 

• Establish a connection to the network LAN or WAN. 

• Set up a working IP and Frame Relay or ATM network. For more information about configuring IP, 
refer to the Cisco /OS IP Configuration Guide, Release 12.2. 

• lnstall appropriate voice processing and voice interface hardware on the router. See the 
"Platform-Spccific Digital Voicc Hardware,. scction on page 60. 

• (Cisco 2600 and 3600 series routers) For digital Tl packet voice trunk network modules, install 
Cisco lOS Release 12.0(5)XK, 12.0(7)T, 12.2(1), ora !ater release. The minimum DRAM memory 
requirements are as follows : 

- 32MB, with one or two TI lines 

- 48 MB, with three or four Tl lines 

- 64MB, with five to ten Tl lines 

- 128 MB, with more than ten Tl lines 

The memory required for high-volume applications may be greater than that listed. Support for 
digital T l packet voice trunk network modules is included in Plus feature sets. The IP Plus feature 
set requires 8 MB o f Flash memory; other Plus feature sets require 16 MB. 

• (Cisco 2600 and 3600 series routers) For digital E1 packet voice trunk network modules, install 
Cisco lOS Release 12.1 (2)T, 12.2( 1 ), ora la ter release. The minimum DRAM memory requirements 
are: 

- 48MB, with one or two Eis 

- 64MB, with three to eight E 1 s 

- 128MB, with 9 to 12 Eis 

For high-volume applications, the memory required may be greater than these minimum values. 
Support for digital El packet voice trunk network modules is included in Plus feature sets. The IP 
Plus feature set requires 16 MB o f Flash memory. 

(Cisco MC3810 concentrators) HCMs require Cisco lOS Release 12.0(7)XK or 12.1(2)T, 12.2(1), 
or a !ater release. 

• (Cisco 7200 and 7500 series routers) For digital Tl/EI voice port adapters, install Cisco lOS 
Release 12.0(5)XE, 12.0(7)T, 12.2( l ), o r a I ater release. The minimum DRAM memory requirement 
to support TI /E I high-capacity digital voice port adapters is 64 MB. 

The memory required for high-volume applications may be greater than that listed. Support for T l /E I 
high-capacity digital voice port adapters is included in Plus feature sets. The IP Plus feature set requires 
16 MB o f Flash memory . 
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Preparing lnformation to Configure Digital Voice Ports 
·. .......... ~ 

Gather the following infonnation about the telephony network connection that the Voíce port will be 
making: 

• Line interface: T 1 o r E 1 

Signaling interface: FXO, FXS, or E&M. Ifthe interfaces are Primary Rate Interface (PRI) or BRI, 
see the "Configuring ISDN Interfaces for Voice" chapter in this configuration guide and Cisco lOS 
Terminal Services Configuration Guide. 

• Line coding: AMI or B8ZS for T 1, and AMI or HDB3 for E 1 

• Framing fonnat: SF (D4) or ESF for TI, and CRC4 or no-CRC4 for E1 

• Number of channels 

Table 8 describes voice-port hardware configurations for various platfonns. After the controllers have 
been configured, the show voice port summary command can also be used to determine available voice 
port numbers. I f the show voice port command and a specific port number is entered, the default 
voice-port configuration for that port displays. 

1ãb/e8 Digital Voice Slot/Port Designations 

Router Platform Voice Hardware Slot Number Port Number 

Cisco 2600 series Digital Tl/E1 Packet Voice slot is the router port is the VWIC 
Trunk Network Module location o f the voice location in the 
(NM-HDV with VWIC-1MFT module. network module. 
or VWIC-2MFT) 1 O to 1 
One network module can be 
installed in a Cisco 2600 series 
router. 

Cisco 3600 series Digital Tl/E1 Packet Voice slot is the router port is the VWIC 
Trunk Network Module location o f the voice location in the 
(NM-HDV with VWIC-1MFT module. network module. 
or VWIC-2MFT) 3620: O to I O to I 
One network module can be 3640: O to 3 
installed in a Cisco 3620 
router. A Cisco 3640 router 3660: O to 5 
can support three modules, and 
as many as six can be installed 
in a Cisco 3660 router. 
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• Table8 Digital Voice Slot/Port Designations (continued) 

Router Platform Voice Hardware Slot Number Port Number 

Cisco MC3810 . Digital voice module I -

(DVM) . Voice compression 
module (VCM3 or 
VCM6) 

o r . High-compression 
module (HCM2 or 
HCM6) 

VCM3 and VCM6 do not 
support codec complexity 
options. 

Cisco AS5300 One Octal TI/E1 feature card - contra/ler is : 
(eight ports) or one Quad Octal : O to 7 
TI /E 1 f e ature card ( four ports) 
and one or two VFCs for voice Quad: O to 3 

and fax features. 

Cisco AS5800 Up to four 12-port T 1/E 1 trunk · shelfis 1 O to 11 
cards and up to eight VFCs slot is O to 5 

Cisco 7200 series . Two-port TI /E 1 enhanced Port adapter slot: Interface port: O to 1 
digital voice port adapters from 1 to 4, or from 1 

. PA-VXC (high-capacity) to 6 

. PA-VXB (modera te 
capacity) 

Port adapter slot O is reserved 
for the Fast Ethernet port on 
the l/O controller (i f present). 

Cisco 7500 series PA-VXB and PA-VXC on a Interface processor Port adapter slot: 
VIP2 or VIP4 in Cisco 7500 slot: O to 12 ( depends always O or I 
series routers on the number o f slots Interface port: O or 1 
I f the VIP is inserted in in the router) 

interface processor slot 3 and 
port adapter slot O, then the 
addresses o f the PA-VXB or 
PA-VXC are 3/0/0 or 3/011 
(interface processor slot 3, 
port adapter slot O, and 
interfaces O and 1 ). 
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The following is show voice port summary sample output for a Cisco MC381 O multiservice 
concentrator: 

Router# show voice port summary ,, 

~) 
" '· 

IN OUT 
PORT CH SIG - TYPE ADMIN OPER STATUS STATUS EC 

========== ===::::==== ======== ""-.· 
0:17 18 fxo-ls down down idle on-hook y 

0:18 19 fxo-ls up dorm idle on-hook y 

0:19 20 fxo-ls up dorm idle on-hook ' y 

0:20 21 fxo-ls up dorm idle on-hook y 

0:21 22 fxo-ls up dorm idle on-hook y 

0:22 23 fxo-ls up dorm idle on-hook y 

0:23 24 e&m-imd up dorm idle idle y 

Platform-Specific Digital Voice Hardware 

, .. 

This section briefly describes digital voice hardware on the following platforms: 

Cisco 2600 series and Cisco 3600 series routers 

Cisco MC3 81 O multiservice concentra to r 

Cisco AS5300 universal access server 

Cisco AS5800 universal access server 

Cisco 7200 series and Cisco 7500 series routers 

Note For current information about supported hardware, see the release notes for the platform and 
Cisco lOS release you are using. 

Cisco 2600 Series and Cisco 3600 Series Routers 

Digital voice hardware on Cisco 2600 series and Cisco 3600 series modular access routers includes the 
high-density voice (HDV) network module and the multiflex trunk (MFT) voice/WAN interface card 
(VWIC). When an HDV is used in conjunction with an MFT and packet voice DSP modules (PVDMs), 
the HDV module is also called a digital packet voice trunk network module . The digital TI orE I packet 
voice trunk network module supports TI or El applications, including fractional use. The TI version 
integrates a fully managed data service unit/channel service unit (DSU/CSU), and the E I version 
includes a fully managed DSU. The digital TI orE! packet voice trunk network module provides 
per-channel TI orE! data rates of64 or 56 kbps for WAN services (Frame Relay or leased line). 

Digital TI orE! packet voice trunk network modules for Cisco 2600 and 3600 series routers allow 
enterprises or service providers, using the voice-equipped routers as customer premise equipment 
(CPE), to deploy digital voice and fax relay. These network modules receive constant bit-rate telephony 
information over TI o r E I interfaces and convert that information to a compressed format so that it can 
be sent over a packet network. The digital TI orE! packet voice trunk network modules can connect 
either to a PBX (or similar telephony device) or to a CO to provide PSTN connectivity. One digital TI 
o r E 1 packet voice trunk network module can be installed in a Cisco 2600 series router o r in a Cisco 
3620 router. A Cisco 3640 router can support three network modules, and a Cisco 3660 router can 
support up to six network modules. 
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The MFT VWICs that are used in the packet ~olêe· tronk network modules are available in one- and 
two-port configurations for T 1 and for E 1, and in two-port configurations with drop-and-insert capabi1ity 
for TI and EL MFTs support the following kinds oftraffic: 

• Data. As WICs for TI orE 1 applications, including fractional data line use, the TI version includes 
a fully managed DSU/CSU, and the E1 version includes a fully managed DSU. 

• Packet voice. As VWICs included with the digital TI or El packet voice trunk network module to 
provide connections to PBXs and COs, the MFTs enable packet voice applications. 

• Multiplexed voice and data. Some two-port TI or El VWICs can provide drop-and-insert 
multiplexing services with integrated DSU/CSUs. For example, when used with a digital TI packet 
voice trunk network module, drop-and-insert allows 64-kbps DSO channels to be taken from one.TI 
and digitally cross-connected to 64-kbps DSO channels on another T 1. Drop and insert, some times 
called TDM cross-connect, uses circuit switching rather than the DSPs that VoiP technology 
employs. (Drop-and-insert is described in the "Configuring Trunk Connections and Trunk 
Conditioning Features" chapter in this configuration guide.) 

The digital TI or E 1 packet voice trunk network module contains five 72-pin Single In-line Memory 
Module (SIMM) sockets or banks, numbered O through 4, for PVDMs. Each socket can be filled with a 
single 72-pin PVDM, and there must be at least one packet voice data module (PVDM-12) in the network 
module to process voice calls. Each PVDM holds three digital signal processors (DSPs), so with five 
PVDM slots populated? a total of 15 DSPs are provided. High-complexity codecs support two 
simultaneous calls on each DSP, and medium-complexity codecs support four calls on each DSP. A 
digital TI or E 1 packet voice trunk network module can support the following numbers o f channels: 

• When the digital TI or E I packet voice trunk network module is configured for high-complexity 
codec mode, up to six voice or fax calls can be completed per PVDM-12, using the following codecs: 
0.711, 0.726, 0.729, 0729 Annex A (El), 0.729 Annex B, 0.723 .1, 0723 .1 Annex A (TI), 0 .728, 
and fax relay. 

• When the digital T 1 orE 1 packet voice trunk network module is configured for medium-complexity 
codec mode, up to 12 voice or fax calls can be completed per PVDM-12, using the following codecs: 
0.711, 0.726, 0.729 Annex A, 0.729 Annex B with Annex A, and fax relay. 

For more information, refer to the following publications: 

Cisco 2600 Series Hardware lnstal/ation Guide 

Cisco 3600 Series Hardware lnstal/ation Guide 

Cisco Network Module Hardware Installation Guide 

• Cisco lOS Release 12.0(7)T online document Conjiguring 1- and 2-Port Tl /El Multiflex Voice/WAN 
Interface Cards on Cisco 2600 and 3600 Series Routers 

Cisco MC3810 Multiservice Concentrator 

To support a T 1 o r E 1 digital v o ice interface, the Cisco MC3 81 O multiservice concentrator must be 
equipped with a digital voice interface card (DVM). The DVM interfaces with a digital PBX, channel 
bank, or video codec. lt supports up to 24 channels of compressed digital voice at 8 kbps, or it can 
cross-connect channelized data from user equipment directly onto the router's trunk port for connection 
to a carrier network. 

The DVM is available with a balanced interface using an RJ-48 connector or with an unbalanced 
interface using Bayonet-Neill-Concelman (BNC) connectors. 

Optional HCMs can replace standard VCMs to operate according to the voice compression coding 
algorithm (codec) specified when the Cisco MC3810 multiservice concentrator is configured. The 
HCM2 provides 4 voice channels at high codec complexity and 8 channels at medium complexity. The 
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HCM6 provides 12 voice channels at high complexity and 24 chan:ds ~ -medi~~ complexity. You can 
insta li one or two HCMs in a Cisco MC381 O, but an HCM can not be combined with a VCM in the same 
chassis. 

· For more inforrnation, refer to the following publications: 

Cisco MC3810 Multiservice Concentrator Hardware Installation Guide 

Overview ofthe Cisco MC3810 Series 

Configuring Cisco MC3810 Series Concentrators to Use High-Performance Compression Modules 

Cisco AS5300 Universal Access Server 

The Cisco AS5300 Universal Access Server includes three expansion slots . One slot is for either an Octal 
Tl/El!PRI feature card (eight ports) ora Quad Tl/E1/PRI feature card (four ports), and the other two 
can be used for voice/fax or modem feature cards. Because a single voice/fax feature card (VFC) can 
support up to 48 (T 1) or 60 (E 1) voice calls, the Cisco AS5300/Voice Gateway system can support a total 
o f 96 or 120 simultaneous voice calls . The use o f VFCs requires Cisco lOS release 12.0.2XH or !ater. 

Cisco AS5300 VFCs are coprocessor cards, each with a powerful reduced instruction set computing 
{RISC) engine and dedicated, high-performance DSPs to ensure predictable, real-time voice processin~ 
The design couples this coprocessor with direct access to the Cisco AS5300 routing engine for 
streamlined packet forwarding. 

For more information, refer to the following publications: 

Cisco AS5300 Chassis Installation Guide 

Cisco AS5300 Module Installation Guide 

Cisco AS5800 Universal Access Server 

The Cisco AS5800 Universal Access Server consists oftwo primary system components: the Cisco 581 4 
dia! shelf (DS), which holds channelized trunk cards and connects to the PSTN, and the Cisco 7206 
router shelf (RS), which holds port adapters and connects to the IP backbone. 

The dia! shelf acts as the access concentrator by accepting and consolidating ali types o f remo te traffic, 
including voice, dial-in analog and digital ISDN data, and industry-standard WAN and remote 
connection types . The dia! shelf also contains controller cards voice feature cards, modem feature cards, 
trunk cards, and dia! shelf interconnect cards. 

One or two dial shelf controllers (DSCs) provide clock and power control to the dia! shelf cards. Each 
DSC contains a block o f logic that is referred to as the common logic and system clocks. This block of 
logic can use a variety o f sources to generate the system timing, including an E I o r TI /T3 input signa 
from the BNC connector on the DSC's front pane!. The configuration commands for the master clock 
specify the various clock sources anda priority for each source (see the "'C iock Sources on Di gital T l/E I 
Voice Ports" secti on on page 68 ). 

The Cisco AS5800 voice feature card is a multi-DSP coprocessing board and software package that adds 
VoiP capabilities to the Cisco AS5800 platforrn. The Cisco AS5800 voice feature card, when used with 
other cards such as LAN/WAN and modem cards, provides a gateway for up to 192 packetized voice/fax 
calls and 360 data calls per card. A Cisco AS5800 can support up to I ,344 voice cal!s ir: split-dia!-shelf 
configuration with two 7206VXR router shelves . 
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For more information, refer to the followirig publica!~gns : 

• Cisco AS5800 Universal Access Server Operation, Administration, Maintenance, and Provisioning 
Guide 

Cisco AS5800 Access Server Hardware Installation Guide 

Cisco 7200 and Cisco 7500 Series Routers 

~ .. 

Cisco 7200 and Cisco 7500 series routers support multimedia routing and bridging with a wide variety 
ofprotocols and media types. The Cisco 7000 family versatile interface processar (VIP) is based on a 
RISC engine optimized for 110 functions . To this engine are attached one or two port adapters or 
daughter boards, which provide the media-specific interfaces to the network. The network interfaces 
provide connections between the routers' peripheral component interconnect (PCI) buses and externai 
networks. Port adapters can be placed in any available port adapter slot, in any desired combination. 

Tl/El high-capacity digital voice port adapters for Cisco 7200 and Cisco 7500 series routers allow 
enterprises or service providers, using the equipped routers as customer premise equipment, to deploy 
digital voice and fax relay. These port adapters receive constant bit-rate telephony information over 
T l/E l interfaces and can convert that information to a compressed format for transmission as voice over 
IP (VoiP). Two types of digital voice port adapters are supported on Cisco 7200 and Cisco 7500 series 
routers: two-port high-capacity (up to 48 or 120 channels of compressed voice, depending on codec 
choice), and two-port moderate capacity (up to 24 or 48 channels of compressed voice). These 
single-width port adapters incorporate two universal ports configurable for either TI or El connection, 
for use with high-performance digital signal processors (DSPs). Integrated CSU/DSUs, echo 
cancellation, and DSO drop-and-insert functionality eliminate the need for externai line termination 
devices and multiplexers . 

For more information, refer to the following publications: 

• Cisco 7200 VXR Installation and Configuration Guide 

Cisco 7500 Series Installation and Configuration Guide 

Two-Port TIIEJ Moderate-Capacity and High-Capacity Digital Voice Port Adapter Installation and 
Configuration 

Note For current information about supported hardware, see the release notes for the platform and 
Cisco lOS release being used. 

Configuring Basic Parameters on Digital T1/E1 Voice Ports 

This section describes commands for basic digital voice port configuration. Make sure you have ali the 
data recommended in the "Preparin g ln fo rm at1 on to Co nfi gure Di g ital Voicc Port s" secti on on pagc 5!\ 
before starting this procedure . 
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Configwing Digital Voice Ports 

The basic steps for configuring digital voice pon ·' are described in the ne"Xi t!Í.~ee sections. They are 
grouped by the configuration mode from which t ,e;y are executed, as follows: 

• Configuring Codec Complexity for Digital TI /E I Voice Ports, page 64 

Codec complexity refers to the amount ofprocessing power assigned to codec processing on a voice 
port. On most router platforms that support codec complexity, codec complexity is selected in voice 
card configuration mode, although it is selected in DSP interface mode on the Cisco 7200 and 
7500 series. The value configured for codec complexity establishes the choice of codecs that are 
available on the dia! peers. See the Conjiguring Dia i Plans, Dia/ Peers, and Digit Manipulation 
chapter in this configuration guide for more information about configuring dia! peers. 

• Configuring Controller Settings for Digital T 1 /E 1 Voice Ports, page 67 

Specific !in e characteristics must be configured to match those o f the PSTN line that is being 
connected to the voice port. These are typically configured in controller configuration mode. 

• Configuring Basic Voice Port Parameters for Digital T l/E 1 Voice Ports, page 78 

Voice port configuration mode allows many o f the basic voice call attributes to be configured to 
match those o f the PSTN or PBX connection being made on this voice port. 

In addition to the basic voice port parameters, there are additional commands that allow for the fine- ) 
tuning o f the voice port configurations o r for configuration o f optional features. In most cases, the defaul , 
values for these commands are sufficient for establishing voice port configurations. I f it is necessary to 
change some o f these parameters to improve voice quality or to match parameters in proprietary PBXs 
to which you are connecting, use the commands in the "Fine-Tuning Analog and Digital Voice Ports" 
section on page 80. 

After voice port configuration, make sure the ports are operational by following the steps described in 
these sections: 

• Verifying Analog and Digital Voice-Port Configurations, page 99 

• Troubleshooting Analog and Digital Voice Port Configurations, page 11 O 

For more information on voice port commands, refer to the Cisco !OS Voice, Video, and Fax Command 
Reference. 

Configuring Codec Complexity for Digital T1/E1 Voice Ports 

On the Cisco 2600, 3600, 7200, and 7500 routers, codec complexity can be configured separately for 
each TI/E! digital packet voice trunk network module or port adapter. On a Cisco MC381 O multiservice 
concentrator, only a single codec complexity setting is used, even when two HCMs are installed. The 
value specified in this task atfects the choice o f codecs available when the codec dial-peer configuratior 
command is configured. 

For details on the number o f calls that can be handled simultaneously using each ofthe codec standards, 
refer to the entries for codec and codec complexity in the Cisco !OS Voice, Video, and Fax Command 
Reference and to platform-specific product literature. 

For more information on codec complexity, see the "'Contlguring Coclec Complexity for Analog Voicc 
Ports on thc Cisco MC381 O with High-Performance Compress10n Modules" section on page 47 . 

Two configuration task tables are shown below: one for the Cisco 2600 and 3600 series routers and the 
Cisco MC3 81 O concentrator, which use v o ice card configuration mode, and the second for the 
Cisco 7200 and 7500 series routers, which use DSP interface configuration mode. 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 
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Cisco 2600 and 3600 Series and Cisco MC3810 

~ .. 

This procedure applies to voice ports on digital packet voice trunk network modules on 
Cisco 2600 series and Cisco 3600 series routers, and to voice ports on HCMs on Cisco MC3 81 O 
multiservice concentrators. 

Note On Cisco 2600 and 3600 series routers with digital TI/E! packet voice trunk network modules, codec 
complexity cannot be configured i f DSO groups are configured. Use the no dsO-group command to 
remove DSO groups before configuring codec complexity. 

~ .. 
Note On thc Cisco MC381 O multiservice concentrator with high compression modules, check the DSP 

voicc channel activity with the show voice dsp command. I f any DSP voice channels are in the busy 
state, you cannot change the codec complexity. When ali ofthe DSP channels are in the idle state, 
you can make changes to the codec complexity selection. 

( To configure codec complexity, use the following commands beginning in privileged EXEC mode: 
,I 

• 
Command Purpose 

Step 1 Router# show voice dsp 

Step 2 Router# configure terminal 

Step 3 Router (config) # voice-card slot 

Step4 Router (config-voicecard)# codec complexity 
{high I med} 

Checks the DSP voice channel activity. I f any DSP voice 
channels are in the busy state, codec complexity cannot be 
changed. 

When ali o f the DSP channels are in the idle state, continue to 
Step 2. 

Enters global configuration mode. 

Enters voice card configuration mode for the card or cards in 
the slot specified. 

For the Cisco 2600 and 3600 series routers, the s/ot argument 
ranges from O to 5. For the Cisco MC3810 multiservice 
concentrator, s/ot must be O. 

Specifies codec complexity based on the codec standard being 
used. This setting restricts the codecs available in dial peer 
configuration. Ali voice cards in a router must use the same 
codec complexity setting. The keywords are as follows : 

• high-(Optional) Specifies up to six voice or fax calls 
completed per PVDM-12, using the following codecs: 
0 .711, 0 .726, 0 .729, 0.729 Annex B, 0.723.1 , 0 .723 .1 
Annex A, 0.728 , and fax relay. 

• med-(Optional) Supports up to 12 voice or fax calls 
completed per PVDM-12, using the following codecs: 
0 .711, 0 .726, 0.729 Annex A, 0 .729 Annex B with 
Annex A, and fax relay. The default is med . 

Note On the Cisco MC381 O multiservice concentrator, this 
command is valid only with one or more HCMs 
installed, and v o ice card O must be specified. I f two 
HCMs are installed, this command configures both 
HCMs at once. 
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Cisco AS5300 Universal Access Server 

Codec support on the Cisco AS5300 universal access server is determiííed by the capability list on the 
voice feature card, which defines the set o f codecs that can be negotiated for a voice cal I. The capability 
list is created and populated when VCWare is unbundled and DSPWare is added to VFC Flash memory. 
The capability list does not indicate codec preference; it simply reports the codecs that are available. The 
session application decides which codec to use. Codec support is configured on dia! peers rather than on 
voice ports; see the "Configuring Dia! Plans, Dial Peers, and Digit Manipulation" chapter in this 
configuration guide. 

Cisco AS5800 Universal Access Server 

Selection of codec support on Cisco AS5800 access servers is made during dia! peer configuration. See 
the "Configuring Dial Plans, Dial Peers, and Digit Manipulation" chapter in this configuration guide. 

Cisco 7200 Series and Cisco 7500 Series Routers 

On Cisco 7200 series and Cisco 7500 series routers, codec complexity is configured on the DSP 
interface. 

~ .. 
Note Check the DSP voice channel activity using the show interfaces dspfarm command. I f any DSP 

voice channels are in the busy state, codec complexity cannot be changed. When ali o f the DSP 
channels are in the idle state, changes can be made to the codec complexity selection. 

To configure the DSP interface, use the following commands beginning in privileged EXEC mode: 

Command 

Step1 Router# show interfaces dspfarm 

Step 2 Router# configure terminal 

Step 3 Cisco 7200 series 
Router(config)# dspint dspfarm slot/ port 

Cisco 7500 series 

Router(config)# dspint dspfarm slot / port-adapter/ port 

• Cisco lOS Voice, Video, and Fax Configuration Guide 

Purpose 

Displays the DSP voice channel activity. I f any 
DSP voice channels are in the busy state, codec 
complexity cannot be changed. 

When ali ofthe DSP channels are in the idle state, 
continue to Step 2. 

Enters global configuration mode. 

Enters DSP interface configuration mode. The 
arguments are as follows: 

• slotlport-Specifies the slot and port numbers 
o f the interface. 

• adapter/port-Specifies the adapter and port 
numbers o f the interface. 
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Command Purpose 

Step4 Router(config-dspfarm)# codec {high I med} Specifies the codec complexity based on the codec 
standard being used. The keyword specified for 
codec affects the choice o f codecs available when 
the codec dial-peer configuration command is 
used. The keywords are as follows: 

SlepS Router(config-dspfarm)# description 

• high-Supports two voice channels encoded 
in any ofthe following formats: O. 711, O. 726, 
0.729, 0.729 Annex B, 0.723.1 , 0 .723.1 
Annex A, 0 .728, and fax relay. 

• med-(default) Supports up to four calls 
using the following codecs: 0.711, 0.726, 
0 .729 Annex A, 0.729 Annex B with Annex 
A, and fax relay. 

Enters a string to include descriptive text about 
this DSP interface connection. This information is 
displayed in the output for show commands and 
does not affect the operation ofthe interface in any 
way. 

Configuring Controller Settings for Digital T1/E1 Voice Ports 

The purpose o f configuring controllers for digital TI/E 1 voice ports is to match the configuration o f the 
router to the line characteristics o f the telephony network connection being made so that voice and 
signaling can be transferred between them and so that logical voice ports, or DSO groups, may be 
established. 

F i gu rc I h shows how a dsO-group command gathers some o f the DSO time slots from a T 1 line in to a 
group that becomes a single logical voice port,. which can !ater be addressed as a single entity in voice 
port configurations. Other DSO groups for voice can be created from the remaining time slots shown in 
the figure, or the time slots can be used for data or serial pass-through. 

Note that ali the controller commands in 11 gm l· I (, other than dsO-group apply to ali the time slots in 
the TI. 
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Conlig..-ing Digital Voice Ports 

Figure 16 Tt Controller Configuration on Cisco 2600 or 3600 Series llouters 

Network module slot 1 
VWIC slotO 

Configures T1 
controlier 1/0 

controller tl 1/0 
framing esf 
clock source line 
linecode b8zs 

T1 

Creates DSO group, or 
logical voice port, 1/0:1 
by grouping 12 
time slots together 

dsO-group 1 timeslots 1-12 type e&m-wink-start 

Configuring Voice Ports 

Voice port controller configuration includes setting the parameters described in the following sections: 

l:r;lllllll!,! Furnl<~ts u11 D1git<~l T 1, Lc I \"uil'C: l'uns 

( ' luL·" Suurcc:s un Digital TI LI Vuil'L' l'un s 

i.IIIL' ( 'ud1ng un Digital TI 1!: I VuiL·c: Purts 

USO (iruups un Digital TI /L I VuiL'C: ['uns 

Another controller command that might be needed, cablelength, is discussed in the Cisco !OS Interface 
Command Reference, Release 12.2. 

Framing Formats on Digital T1/E1 V o ice Ports 

The framing format parameter describes the way that bits are robbed from specific frames to be used for 
signaling purposes. The controller must be configured to use the same framing formatas the line from 
the PBX or CO that connects to the voice port you are configuring. 

Digital TI !ines use super frame (SF) o r extended super frame (ESF) framing formats. SF provides 
two-state, continuous supervision signaling, in which bit values o f O are used to represent on-hook and 
bit values o f I are used to represent off-hook. ESF robs four bits instead o f two, yet h as little impact on 
voice quality. ESF is required for 64-kbps operation on DSO and is recommended for Primary Rate 
Interface (PRI) configurations. 

E! !ines can be configured for cyclic redundancy check (CRC4) orno cyclic redundancy check, with an 
optional argument for E 1 !ines in Austral ia. 

Clock Sources on Digital T1/E1 Voice Ports 

Digital TI /E 1 interfaces use timers called c/ocks to ensure that voice packets are delivered and 
assembled properly. Ali interfaces handling the same packets must be configured to use the same source 
o f timing so that packets are not lost or delivered late . The timing source that is configured can be 
externai (from the tine) or internai to the router's digital interface. 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Ifthe timing source is internai, timing derives from the onboard phase-lock loop (PLL) chip in the digital 
voice interface. Ifthe timing source is line (externai), then timing derives from the PBX or PSTN CO to 
which the voice port is connected. It is generally preferable to derive timing from the PSTN beca use their 
clocks are maintained at an extremely accurate levei. This is the default setting for the clocks. When two 
or more controllers are configured, one should be designated as the primary clock source; it will drive 
the other controllers. 

The line keyword specifies that the clock source is derived from the active line rather than from the 
free-running internai clock. The following rules apply to clock sourcing on the controller ports : 

When both ports are set to line clocking with no primary specification, portO is the default primary 
clock source and port I is the default secondary clock source. 

When both ports are set to line and one port is set as the primary clock source, the other port is by 
default the backup or secondary source and is loop-timed. 

I fone port is set to clock source line or clock source !in e primary and the other is set to clock source 
internai, the internai port recovers clock from the clock source !in e port i f the clock source !in e port 
is up. I f it is down, then the internai port generates its own clock. 

I f both ports are set to clock source internai, there is only one clock source: internai. 

This section describes the tive basic timing scenarios that can occur when a digital voice port is 
connected to a PBX or CO. In ali the examples that follow, the PSTN (or CO) and the PBX are 
interchangeable for purposes o f providing o r receiving clocking. 

Single Voice Port Providing Clocking-In this scenario, the digital voice hardware is the clock 
source for the connected device, as shown in Figui-c 17. The PLL generates the clock intemally and 
drives the clocking on the line. Generally, this method is useful only when connecting to a PBX, key 
system, or channel bank. A Cisco VoiP gateway rarely provides clocking to the CO because CO 
clocking is much more reliable. The following configuration sets up this clocking method for a 
digital El voice port: 

controller E1 1/0 
framing crc4 
linecoding hdb3 
clock source internal 
dsO-group timeslots 1-15 type e&m-wink-start 

Figure 17 Single Voice Port Providing Clocking 

E1 O 
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Single Voice Port Receiving Internai Clocking-In this scenario, the digital voice hardware receives 
clocking from the connected device (CO telephony switch or PBX) (see F1gurc I~ ). The PLL 
clocking is driven by the clock reference on the receive (Rx) si de of the digital line connection. 

Figure 18 Single E1 Port Receiving Clocking from lhe J.ine 
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The following configuration sets up this clocking method: 

controller T1 1/0 
framing esf 
linecoding ami 
clock source line 
dsO-group timeslots 1-12 type e&m-wink-start 

Dual Voice Ports Receiving Clocking from the Line-In this scenario, the digital voice port has two 
reference clocks, one from the PBX and another from the CO, as shown in Figure: I'). Because the 
PLL can derive clocking from only one source, this case is more complex than the two preceding 
examples. 

Before looking at the details, consider the following as they pertain to the clocking method: 

- Looped-time clocking: The voice port takes the clock received on its Rx (receive) pair and 
regenerates it on its Tx (transmit) pair. While the port receives clocking, the port is not driving 
the PLL on the card but is "spoofing" (that is, fooling) the port so that the connected device has 
a viable clock and does not see slips (that is, loss of data bits). PBXs are not designed to accept 
slips on a TI or E I !in e, and such slips cause a PBX to drop the link into failure mode. While 
in looped-time mode, the router often sees slips, but because these are controlled slips, they 
usually do not force failures o f the router's voice port. 

- Slips: These messages indicate that the voice port is receiving clock inforrnation that is out of 
phase (out of synchronization). Because the router has only a single PLL, it can experience 
controlled slips while it receives clocking from two different time sources. The router can 
usually handle controlled slips because its single-PLL architecture anticipates them. 

Note Physical layer issues, such as bad cabling or faulty clocking references, can cause slips. 
Eliminate these slips by addressing the physical layer or clock reference problems. 

In the dual voice ports receiving clocking from the line scenario, the PLL derives clocking from the 
CO and puts the voice port connected to the PBX into looped-time mode. This is usually the best 
method because the CO provides an excellent clock source (and the PLL usually requires that the 
CO provide that source) anda PBX usually must receive clocking from the other voice port. 

Figure 19 Dual Et Ports lleceiving Clocking Frorn the line 

The following configuration sets up this clocking method : 

controller El 1/0 << description - connected to the CO 
framing crc4 
linecoding hdb3 
c l ock source l ine primary 
dsO-group timeslots 1 -15 type e&m-wink-start 
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controller E1 1 / 1 << description - conne';;·têã to the PBX 

framing crc4 
linecoding hdb3 
clock source line 
dsO-group timeslots 1-15 type e&m-wink-start 

Configuring Digilal Voice Ports 

The clock source Iine primary command tells the router to use this voice port to drive the PLL. Ali 
other voice ports configured as clock source Iine are then put into an implicit loop-timed mode. If 
the primary voice port fails or goes down, the other voice port instead receives the clock that drives 
the PLL. In this configuration, port 1/1 might see controlled slips, but these should not force it down. 
This method prevents the PBX from seeing slips. 

• Dual Voice Ports (One Receives Clocking and One Provides Clocking}-In this scenario, the digital 
voice hardware receives clocking for the PLL from E 1 O and uses this clock as a reference to clock 
EI 1 (see Figure 20). If controller El O fails, the PLL intemally generates the clock reference to 
drive EI 1. 

Figure 20 Dual E1 ports-One Receiving and One Providing Clocking 

The following configuration sets up this clocking method: 

contro11er E1 1/0 
framing crc4 
linecoding hdb3 
clock source line 
dsO-group timeslots 1-15 type e&m-wink-start 

controller E1 1 /1 
framing crc4 
linecoding hdb3 
clock source internal 
dsO-group timeslots 1-15 type e&m-wink-start 

Dual Voice Ports (Router Provides Both Clocks)-In this scenario, the router generates the clock for 
the PLL and, therefore, for both voice ports (see l1 gurL' 2 I). 

Figure21 Dual E1 Ports-both Clocks from the Router 
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The following configuration sets up this clocking method: 

controller E1 1/0 
framing crc4 
linecoding hdb3 
clock source internal 
dsO-group timeslots 1-15 type e&m-wink-start 

I 
controller E1 1/1 

framing esf 
linecoding bBzs 
clock source internal 
dsO-group timeslots 1-15 type e&m-wink-start 

Line Coding on Digital T1/E1 Voice Ports 

Conliguring Voice Ports 

Digital TI/E1 interfaces require that line encoding be configured to match that ofthe PBX or CO that is 
being connected to the voice port. Line encoding defines the type o f framing used on the line. 

TI line encoding methods include altemate mark inversion (AMI) and binary 8 zero substitution (B8ZS). 
AMI is used on oi der T 1 circuits and references signal transitions with a binary 1, or "mark." B8ZS, a 
more reliable method, is more popular and is recommended for PRI configurations as well. B8ZS 
encodes a sequence of eight zeros in a unique binary sequence to detect line-coding violations. 

Supported E! line encoding methods are AMI and high-density bipolar 3 (HDB3), which is a form of 
zero-suppression line coding. 

DSO Groups on Digital T1/E1 Voice Ports 

For digital voice ports, a single command, dsO-group, performs the following functions: 

• Defines the Tl/E1 channels for compressed voice calls. 

• Automatically creates a logical voice port. 

The numbering for the logical voice port created as a result ofthis command is 
controller:dsO-group-no, where controller is defined as the platform-specific address for a particular 
controller. On a Cisco 3640 router, for example, dsO-group 1 timeslots 1-24 type e&m-wink 
automatically creates the voice port 1/0:1 when issued in the configuration mode for controller 1/0. 
On a Cisco MC381 O universal concentrator, when you are in the configuration mode for controller 
O, the command dsO-group 1 timeslots 1-24 type e&m-wink creates logical voice port 0: I. 

To map individual DSOs, define additional DSO groups under the T 1 /E 1 controller, specifying 
different time slots. Defining additional DSO groups also creates individual DSO voice ports. 

Defines the emulated analog signaling method that the router uses to connect to the PBX or PSTN 

Most digital TI/E! connections used for switch-to-switch (or switch-to-router) trunks are E&M 
connections, but FXS and FXO connections are also supported. These are normally used to provide 
emulated-OPX (Off-Premises eXtension) from a PBX to remote stations. FXO ports connect to FXS 
ports . The FXO or FXS connection between the router and switch (CO or PBX) must use matching 
signaling, or calls cannot connect properly. Either ground start or loop start signaling is appropriate 
for these connections. Ground start provides better disconnect supervision to detect when a remote 
user has hung up the telephone, but ground start is not available on ali PBXs. 

Digital ground start differs from digital E&M because the A and B bits do not track each other as 
they do in digital E&M signaling (that is, A is not necessarily equal to B). When the CO delivers a 
call, it seizes a channel (goes off-hook) by setting the A bit to O. The CO equipment also simulates 
ringing by toggling the B bit. The terminating equipment goes off-hook when it is ready to answer 
the cal!. Digits are usually not delivered for incoming calls . 
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E&M connections can use one o f three different signaling types to acknowledge on-hook and 
off-hook states: wink start, immediate start, and delay start. E&M wink start is usually preferred, 
but not ali COs and PBXs can handle wink start signaling. The E&M connection between the router 
and switch (CO or PBX) must match the CO or PBX E&M signaling type, or calls cannot be 
connected properly. 

E&M signaling is norrnally used for trunks. It is norrnally the only way that a CO switch can provi de 
two-way dialing with Direct Inward Dialing (DID). In ali the E&M protocols, off-hook is indicated 
by A=B=l and on-hook is indicated by A=B=O (robbed-bit signaling). I f dia! pulse dialing is used, 
the A and B bits are pulsed to indicate the addressing digits. The are severa! further important 
subclasses o f E&M robbed-bit signaling: · 

- E&M Wink Start-Feature Group B 

In the original wink start handshaking protocol, the terrninating side responds to an off-hook 
from the originating side with a short wink (transition from on-hook to off-hook and back 
again). This wink tells the originating side that the terrninating side is ready to receive 
addressing digits. After receiving addressing digits, the terrninating side then goes off-hook for 
the duration ofthe cal!. The originating endpoint maintains off-hook for the duration ofthe cal!. 

- E&M Wink Start-Feature Group D 

In Feature Group D wink start with wink acknowledge handshaking protocol, the terrninating 
side responds to an off-hook from the originating side with a short wink (transition from 
on-hook to off-hook and back again) just as in the original wink start. This wink tells the 
originating side that the terrninating side is ready to receive addressing digits . After receiving 
addressing digits, the terrninating si de provides another wink ( called an acknowledgment wink) 
that te11s the originating side that the terrninating side has received the dialed digits. The 
terrninating side then goes off-hook to indicate connection. This last indication can be due to 
the ultimate ca11ed endpoint's having answered. The originating endpoint maintains an off-hook 
condition for the duration o f the cal!. 

- E&M Immediate Start 

In the immediate-start protocol, the originating side does not wait for a wink before sending 
addressing information. After receiving addressing digits, the terrninating side then goes 
off-hook for the duration o f the cal!. The originating endpoint maintains off-hook for the 
duration o f the cal!. 

Note Feature Group D is supported on Cisco AS5300 platforrns, and on Cisco 2600, 3600, and 7200 series 
with digital TI packet voice trunk network modules. Feature Group D is not supported on E! or 
analog voice ports . 
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Configuring Digital Voice Pons 

To configure controller settings for digital TI/E I voice ports, use 'tru;, followillg ·êommands beginning in 
global configuration mode: . .-

Command 

Step1 Cisco 7200 and 7500 series 

Router(config)# card type {tl I el} slot 

Step 2 Cisco 2600 and 3600 series, Cisco MC3810, and Cisco 7200 series 

Router(config)# controller {tl I el} slot/port 

Cisco AS5300 

Router(config)# controller {tl I el} number 

Cisco AS5800 

Router(config)# controller {tl I el} shelf/ slot / port 

Cisco 7500 series 

Router(config)# controller {tl I el} 
slot/port-adapter/slot 

Step3 T1 

Router(config-controller)# framing {sf I esf} 

E1 

Router(config-controller)# framing {crc4 I no-crc4} 
[australia] 

• Cisco lOS Voice, Vídeo, and Fa x Configuration Guide 
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Purpose 

Defines the card as T 1 or E 1 and stipulates the 
location. 

The keywords and arguments are as follows: 

tl I e l-Defines the type of card. 

• slot-A value from O to 5. 

Enters controller configuration mode. 

The keywords and arguments are as follows: 

• til el-The type ofcontroller. 

• slotlport-The backplane slot number and 
port number for the interface being 
configured. 

number-The network processo r module 
number; the rangeis from O to 2. 

• shelf/slot/port-Indicates the controller ports; 
the range for port is from O to 11 . 

Selects frame type for TI or E 1 tine . 

The keywords and arguments are as follows : 

T11ines 

sf-super frame 

esf-extended super frame 

E11ines 

crc4-Provides 4 bits of error protection. 

no-crc4-Disables crc4 . 

australia-(Optional ) Specifies the E1 frame 
type used in Australia . 

The default for T 1 is sf. 

The default for E I is crc4 . 
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Step4 

Command 

Router(config-controller)# clock source {line '1pri~ry 
I secondary) I internal) 

Step 5 T1 I ines 

Router(conf i g-con t roller)# linecode {ami I bBzs) 

Ellines 

Router(config-controller)# linecode {ami I hdb3) 

Conliguring Digital Voice Ports • 

Purpose 

Configures the clock source. 

The keywords and arguments are as follows: 

• line-Specifies that the PLL on this port 
derives clocking from the externai source to 
which the port is connected (generally the 
CO). 

• primary-(Optional) Specifies that the PLL 
on this port derives clocking from the externai 
source and puts the other port (generally 
connected to the PBX) into looped-time 
mode. Both ports are configured with Iine, but 
only the port connected to the externai source 
is configured with primary. 

• secondary-(Optional) Indicates a backup 
externai source for clocking i f the primary 
clocking shuts down. Configure the clock 
source line secondary command on the 
controller that has the next-best-known 
clocking. 

• internai-(Optional) Specifies that the clock 
is generated from the voice port's internai 
PLL. 

For more information about clock sources, see the 
··clock Sourccs on Digital TI / [/ Vnicc Ports'" 

SCCI ion nn pagc 6i\. 

The default is line. 

Specifies the line encoding to use. 

The keywords are as follows: 

• ami-Specifies the alternate mark inversion 
(AMI) line code type. (TI andE I) 

• b8zs-Specifies the binary 8 zero substitution 
(B8ZS) line code type. (TI only) 

• hdb3-Specifies the high-density bipolar 3 
(HDB3) line code type. (El only) 

The default for TI is ami. 

The default for E I is hdb3 . 

J 
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Step6 

Command 

Cisco 2600 and 3600 Series Routers and Cisco MC3810 Multiservice 
Concentrators-T1 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list type {e&m-delay-dial I e&m-fgd 
I e&m-immediate-start e&m-wink-start I ext-sig I 
fgd-eana I fxo-ground-start I fxo-loop-start I 

fxs-ground-start I fxs-loop-start} 

Cisco 2600 and 3600 Series Routers and Cisco MC3810 Multservice 
Concentrators-E1 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list type {e&m-delay-dial I 
e&m-immediate-start I e&m-melcas-delay I 
e&m-melcas-immed I e&m-melcas-wink I e&m-wink-start 
ext-sig I fgd-eana I fxo-ground-start I fxo-loop-start 
I fxo-melcas I fxs-ground-start I fxs-loop-start I 

fxs-melcas I r2-analog I r2-digital I r2-pulse} 

Cisco AS5300 Universal Access Servers-T1 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list [service {data I fax I voice}l 
[type {e&m-fgb I e&m-fgd I e&m-immediate-start I 

fxs•ground-start I fxs-loop-start I fgd-eana I fgd-os 
I rl-itu I sas-ground-start I sas-loop-start I none}l 

Cisco AS5300 Universal Access Servers-E1 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list type {nona I p7 I r2-analog 
r2-digital I r2-lsvl81-digital I r2-pulse} 

Cisco AS5800 Universal Access Servers-T1 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list type {e&m-fgb I e&m-fgd I 
e&m-immediate-start I fxs-ground-start I 
fxs-loop-start I fgd-eana I rl-itu I rl-modified I 

rl-turkey I sas-ground-start I sas-loop-start I none} 

Cisco AS5800 Universal Access Servers E1 Voice Ports 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list type {e&m-fgb I '- e&m-fgd I 
e&m-immediate-start I fxs-ground-start I 
fxs-loop-start I p7 I r2-analog I r2-digital 
r2-pulse I sas-ground-start I sas-loop-start none} 

Cisco 7200 and 7500 Series Series Routers T1 and E1 Voice Ports 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot-list type {e&m-delay I 
e&m-immediate I e&m-wink I fxs-ground-start I 

fxs-loop-start I fxo-ground-start I fxo-loop-start} 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Defines the T 1 channels for use by compressed 
voice calls and the signaling method that the 
router uses to connect to the PBX or CO. 

Note This step shows the basic syntax and 
signaling types available with the 
dsO-group command. For the complete 
syntax, see the Cisco lOS Voice, Video, 
and Fax Command Reference, 
Release 12.2. 

The keywords and arguments are as follows: 

dsO-group-no-Identifies the DSO group 
(number from O to 23, for TI, or from O to 30, 
for E!). 

timeslots times/ot-list-Specifíes the single 
time slot number, single range ofnumbers, or 
multiple ranges o f numbers separated by 
commas. For Tl!E1, allowable values are 
from 1 to 24. Examples are as follows: 

2, 3-5 

1, 7, 9 

- 1-12 

service--Indicates the type of calls to be 
handled by this DSO group-data, fax, or 
voice). 

type--Refers to the signaling type o f the 
telephony connection being made. Types 
include the following: 

- e&m-delay-dial-Specifies the 
originating endpoint that sends an 
off-hook signal and waits for the off-hook 
signal followed by an on-hook signal 
from the destination. 

- e&m-fgb-E & M Type II Feature 
Group B. 

- e&m-fgd-E & M Type 11 Feature 
Group D. 
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Command 

( 

Step7 Router(config - con troller)# no shutdown 

Configuring Digital Voice Pons • 

Purpose 

- e&m-immediate-start-E & M 
Immediate Start. 

- e&m-melcas-delay-E&M Mercury 
Exchange Limited Channel Associated 
Signaling (MELCAS) delay start 
signaling support. 

- e&m-melcas-immed-E&M MELCAS 
immediate start signaling support. 

- e&m-melcas-wink-E&M MELCAS 
wink start signaling support. 

- e&m-wink-start-The originating 
endpoint sends an off-hook signal and 
waits for a 

- ext-sig-For the specified channel, 
automatically generates the off-hook 
signal and stays in the off-hook state. 

- fgd-eana-Feature Group D Exchange 
Access North American. 

- fgd-os-Feature Group D Operator 
Services. 

- fxo-melcas-MELCAS Foreign 
Exchange Office signaling support. 

- fxs-melcas-MELCAS Foreign 
Exchange Station signaling support. 

- fxs-ground-start-FXS Ground Start. 

- fxs-Ioop-start-FXS Loop Start. 

- none-Null Signaling for Externai Call 
Contrai. 

- p7-Specifies the p7 switch type. 

- rl-itu-R I ITU 

- sas-ground-start-SAS Ground Start. 

- sas-loop-start-SAS Loop Start . 

The ri and r2 keywords refer to line signaling, 
based on intemational signaling standards. 

The ri itu keywords are based on signaling 
standards in countries besides the United States. 
An "ITU variant" means that there are multiple R I 
standards in a particular country but that Cisco 
supports the ITU variant . 

Activates the controller. 

Cisco lOS Voice, Vídeo, and Fax Co · 
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Configuring Basic Voice Port Parameters for Digital T1/E1 Voice Ports 

Step 1 

For FXO and FXS connections the default voice-port parameter values are often adequa te. However, for 
E&M connections, it is important to match the characteristics ofyour PBX, so voice port parameters 
may need to be reconfigured from their defaults. 

Each voice port that you address in digital voice port configuration is one ofthe logical voice ports that 
you created with the dsO-group command. 

Companding (from compression and expansion), used in Step 4 ofthe following table, is the part ofthe 
PCM process in which analog signal values are logically rounded to discrete scale-step values on a 
nonlinear scale. The decimal step number is then coded in its binary equivalent prior to transmission. 
The process is reversed at the receiving terminal using the same nonlinear scale. 

~ .. 
Note The commands, keywords, and arguments that you are able to use may differ slightly from those 

prescnted here, based on your platform, Cisco lOS release, and configuration. When in doubt, use 
Cisco lOS command help (command ?) to determine the syntax choices that are available. 

To configure basic parameters for digital Tl/EI voice ports, use the following commands beginning iP 
global configuration mode. 

Command 

Cisco 2600 and 3600 Series Routers 

Router(config)# voice-port slot/port:dsO-group-no 

Cisco MC3810 Multiseries Concentrators 

Router(config)# voice-port slot:dsO-group-no 

Cisco AS5300 Universal Access Server 

Router(config)# voice-port controller:dsO-group-no 

Cisco ASSBOO Universal Access Server 

Router(config)# voice-port 
shelf/slot/port:dsO-group-no 

Cisco 7200 Series Routers 

Router(config)# voice-port 
slot/port-adapter : dsO-group-no 

Cisco 7500 Series Routers 

Router(config)# voice-port 
slot / port-adapter/ slot:dsO-group-no 

Purpose 

Enters voice-port configuration mode. The 
arguments are defined as the following 

• s/ot-Specifies the router location where the 
network module (Cisco 2600, 3600, and 
MC3810) or voice port adapter (Cisco 
AS5300, AS5800, 7200, and 7500) is 
installed. This is the same number as the 
controller for the Tl/EI voice port. 

• port-Indicates the voice interface card 
location. 

• dsO-group-no-Specifies the logical voice 
port that was created with the dsO-group 
controller command. 

• controller-Indicates the controller for the 
TI /E I voice port. 

• shelf-Specifies the dia! shelf, which is 
always O. 

• port-adapter-Indicates the port adapter for 
the voice port. 

Step2 Router(config-voiceport)# type {1 I 2 I 3 I s} (E&M only) Specifies the type of E&M interface 
to which this voice port is connected. Se e l:t h k :'i 
for an explanation o f E&M types. 

The default is I . 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 
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Command 

Step3 Router(config-voiceport)# cptone locale 

Configuring Digital Voice Ports 

Purpose 

Selects a two-letter Iocale keyword for the voice 
call progress tones and other locale-specific 
parameters to be used on this voice port. Voice call 
progress tones include dia! tone, busy tone, and 
ringback tone, which vary with geographical 
region. 

Other parameters include ring cadence and 
compand type. Cisco routers comply with the 
IS03166 locale name standards; to see valid 
choices, enter a question mark (?) following the 
cptone command. 

The default is us. 

Step 4 Router (config-voiceport) # compand-type { u-law I a-law} (Cisco 2600 and 3600 series routers and 

Step 5 Cisco 2600 series and 3600 series 

Router(conf ig- voicepor t) # ring frequency {25 I 50} 

Cisco MC3810 

Router( config-voi ceport) # ring frequency {20 I 30} 

Cisco MC3810 multiservice concentrators only) 
Specifies the companding standard used. This 
command is used in cases when the DSP is not 
used, such as local cross-connects, and overwrites 
the compand-type value set by the cptone 
command. The keywords are as follows: 

• a-Iaw-Specifies the ITU-T PCM a-law 
companding standard used primarily in 
Euro~e. The default for E! is a-law. 

u-Iaw-Specifies the ITU-T PCM mu-law 
companding standard used in North America 
and Japan. The default for TI is u-law. 

Note Ifyou have a Cisco MC3810 multiservice 
concentrator or Cisco 3660 router, the 
compand-type a-Iaw command must be 
configured on the analog ports only. The 
Cisco 2660, 3620, and 3640 routers do not 
require the compand-type a-law 
command configured, however, i f you 
request a list of commands, the 
compand-type a-law command will 
display. 

(FXS only) Selects the ring frequency, in hertz, 
used on the FXS interface. This number must 
match the connected telephony equipment, and 
can be country-dependent. I f not set properly, the 
attached telephony device may not ring or it may 
buzz. 

The default is 25 on the Cisco 2600 and 3600 
series routers and 20 on the Cisco MC3810 
multiservice concentrators. 

t 
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Command 

Step& Router(config-voiceport)# ring number number 

Step7 Router(config-voiceport)# ring cadence ([patternOl 
pattern02 I pattern03 I pattern04 I patternOS I 
pattern06 I pattern07 I patternOB I pattern09 I 
patternlO I patternll I patternl2] [define pulse 
interval]} 

StepB Router(config-voiceport)# description string 

Step 9 Router (config-voiceport) # no shutdown 

Fine-Tuning Analog and Digital Voice Ports 

Configuring Voice Ports 

l 

Purpose 

(FXO only) Specifies the maximum number of 
rings to be detected before an incoming call is 
answered by the router. 

The default is 1. 

(FXS only) Specifies an existing pattem for ring, 
or defines a new one. Each pattem specifies a 
ring-pulse time and a ring-interval time. The 
keywords and arguments are as follows: 

patternOl through pattern12-Specifies 
preset ring cadence pattems. Enter ring 
cadence ? to see ring pattem explanations. 

define pulse interval-Specifies a 
user-defined pattem as follows: 

- pulseis a number (1 or 2 digits from 1 to 
50) specifying ring pulse (on) time in 
hundreds o f milliseconds. 

- interval is a number ( 1 or 2 digits from 1 
to 50) specifying ring interva1 (off) time 
in hundreds of milliseconds. 

The default is the pattem specified by the 
configured cptone locale command. 

Attaches a text string to the configuration that 
describes the connection for this voice port. This 
description appears in various disp1ays and is 
useful for tracking the purpose or use o f the voice 
port. The string argument is a character string 
from 1 to 255 characters in length. 

The default is that no description is attached to the 
configuration. 

Activates the voice port. 

Normally, default parameter values for voice ports are sufficient for most networks. Depending on the 
specifics o f your particular netWork, however, you may need to adjust certain parameters that are 
configured on voice ports. Collectively, these commands are referred to as voice port tuning commands. 

Mtli!H* 

~ .. 
Note The commands, keywords, and arguments that you are able to use may differ slightly from those 

presented here, based on your platform, Cisco lOS release, and configuration. When in doubt, use 
Cisco lOS command help (command ?) to determine the syntax choices that are available. 

• Cisco lOS Voice, Vídeo, and Fax Confíguratíon Guíde 

) 



I 

Conliguring Voice Ports 

--.. ..,. 
..... ~..., 

''\.. 

:t .. 63];·. \ 
Configuring Digital Voice Ports • 

· .... .. 
···-.. .. _,,...· 

The voice port tuning commands are grouped into these categories and explained in the following 
sections: 
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Full descriptions o f the commands in this section can be found in the Cisco lOS Voice, Video, and Fax 
Command Reference, Release 12.2. 

Auto Cut-Through Command 

Command 

The auto-cut-through command allows you to connect to PBXs that do not provide an M-lead response. 

To configure auto-cut-through, use the following command in voice-port configuration mode: 

Purpose 

Router(config-voiceport)# auto-cut-through (E&M only) Enables call completion on a router when a PBX 
does not provide an M-lead response . 

Bit Modification Commands for Digital Voice Ports 

The bit modification commands for digital voice ports modify sent or received bit patterns. Different 
versions ofE&M use different ABCD signaling bits to represent idle and seize. For example, North 
American CAS E&M represents idle as OXXX and seize as lXXX, where X indicates that the state of 
the BCD bits is ignored. In MELCAS E&M, idle is li O I and seize is O I O I . The commands in this section 
are provided to modify bit patterns to match particular E&M schemes. 

To manipulate bit patterns for digital voice ports, use the following commands as necessary, in voice-port 
configuration mode: 

.- '· 
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Step 1 

Step2 

Command 

Router(config-voiceport)# condition {tx-a-bit I 
tx-b-bit I tx-c-bit I tx-d-bit} {rx-a-bit I rx-b-bit 
rx-c-bit I rx-d-bit} {on I off I invert} 

Router(config-voiceport)# define {tx-bits I rx-bits} 
{seize 1 id1e} {oooo 1 ooo1 1 oo1o I oo11 I o1oo 1 

o1o1 1 0110 1 0111 1 1ooo 1 1001 1 1o1o 1 1011 1 11oo 
I 1101 1 1110 1 1111} 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Purpose 

Manipulates sent or received bit pattems to match 
expected pattems on a connected device . Repeat 
the command for each transmit and/or receive bit 
to be modified, but be careful not to destroy the 
information content o f the bit pattem. 

The default is that the signaling format is not 
manipulated (for ali transmit or receive A, B, C, 
and D bits). 

The keywords are as follows: 

on-Sets the bit to I permanently. 

off-Sets the bit to O permanently. 

invert-Changes the state to the opposite of 
the original transmit or receive state. 

Note The show voice port command reports at 
the protocol levei, and the show 
controller command reports at the driver 
levei. The driver is not notified o f any bit 
manipulation using the condition 
command. As a result, the show 
controller command output does not 
account for the bit conditioning. 

(Digital E I E&M voice ports on Cisco 2600 and 
3600 series routers and Cisco MC38l O 
multiservice concentrators only) Defines specific 
transmit or receive signal ing bits to match the bit 
pattems required by a connected device for North 
American E&M and E&M MELCAS voice 
signaling, i f pattems different from the preset 
defaul ts are required. 

Also specifies which bits a voice port monitors 
and which bits it ignores, i f pattems that are 
different from the defaults are required. 

See the define command for the default signaling 
pattems as defined in American National 
Standards Institute (ANSI) and code excited linear 
prediction compression (CEPT) standards. The 
keywords are as follows: 

tx-bits-Indicates the pattem applies to 
transmit signaling bits. 
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Command 

Router(config-voiceport)# ignore {rx-a-bit I rx-b-bit 
I rx-c-bit I rx-d-bit} 

Configwing Digital Voice Ports • 

Purpose 

• rx-bits-lndicates the pattern applies to 
receive signaling bits 

• seize-Indicates that the pattem represents 
line seizure. 

• idle-Indicates that the pattem represents an 
idle condition. 

• 0000 ... 1111-Represents the bit pattem to 
use. 

(Digital EI E&M voice ports on Cisco 2600 and 
3600 series routers and Cisco MC3810 
multiservice concentrators only) Configures the 
voice port to ignore the specified receive bit for 
North American E&M or E&M MELCAS, if 
patterns different from the defaults are required. 
See the command reference for the default 
signaling pattems as defined in ANSI and CEPT 
standards. 

Calling Number Outbound Commands 

On the Cisco AS5300 universal access server platform, ifTl CAS is configured with the Feature 
Group-D (FGD)-Exchange Access North American (FGD-EANA) signaling, the automatic number 
identification (ANI) can be sent for outgoing calls by using the calling-number outbound command. 

FGD-EANA is a FGD signaling protocol o f type EANA, which provides certain call services, such as 
emergency (USA 911) calls. ANI is an SS7 (Signaling System 7) feature in which a series of digits, 
analog or digital, are included in the call to identify the telephone number ofthe calling device. In other 
words, ANI identifies the number ofthe calling party. ANI digits are used for billing purposes by Internet 
service providers (ISPs), among other things. The commands in this section can be issued in voice-port 
or dial-peer mode, because the syntax is the same. 

To configure your digital TI/EI packet voice trunk network module to generate outbound ANI digits on 
a Cisco AS5300 universal access server, use the following commands in voice-port configuration mode: 
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Step1 

Step2 

Step3 

Command 

Router(config-voiceport)# calling-number outbound 
range stringl string2 

Router(config-voiceport)# calling-number outbound 
sequence [stringl] [string2] [string3] [string4] 
[string5] 

Router(config-voiceport)# calling-number outbound null 

Purpose 

(Cisco AS5300 universal access server only) 
Specifies ANI to be sent out when the T 1-CAS 
fgd-eana command is configured as signaling 
type. The stringl and string2 arguments are valid 
E.l64 telephone number strings. Both strings must 
be of the same length and cannot be more than 32 
digits long. 

Only the last four digits are used for specifying the 
range (stringl to string2) and for generating the 
sequence of ANI by rotating through the range 
until string2 is reached and then starting from 
string 1 again. I f strings are less than four digits in 
length, then entire strings are used. 

(Cisco AS5300 universal access server only) 
Specifies ANI to be sent out when the Tl-CAS 
fgd-eana command is configured as signaling 
type. This option configures a sequence o f discrete 
strings (string l ... string5) to be passed out as ANI 
for successive calls using the dia! peer or voice 
port. Limit is five (5) strings. Ali strings must be 
valid E.l64 numbers, up to 32 digits in length. 

(Cisco AS5300 universal access server only) 
Suppresses ANI. No ANI is passed when this 
voice port is selected. 

Disconnect Supervision Commands 

PBX and PSTN switches use severa! different methods to indicate that a call should be disconnected 
because one or both parties have hung up. The commands in this section are used to configure the router 
to recognize the type o f signaling in use by the PBX or PSTN switch connected to the voice port. These 
methods include the following: 

Battery reversal disconnect 

Battery denial disconnect 

Supervisory tone disconnect (STD) ) 

Battery reversal occurs when the connected switch changes the polarity o f the line in order to indica te 
changes in call state (such as off-hook or, in this case, call disconnect). This is the signaling Iooked for 
when the battery reversal command is enabled on the voice port, which is the default configuration. 

Battery denial (sometimes called power denial) occurs when the connected switch provides a short 
(approximately 600 ms) interruption o f !in e power to indica te a change in c ali state. This is the signaling 
looked for when the supervisory disconnect command is enabled on the voice port, which is the default 
configuration. 

Supervisory tone disconnect occurs when the connected switch provides a special tone to indicate a 
change in call state. Some PBXs and PSTN CO switches provi de a 600-millisecond interruption of Iine 
power as a supervisory disconnect, and others provide supervisory tone disconnect (STD). This is the 
signal that the router is Iooking for when the no supervisory disconnect command is configured on the 
voice port. 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Note In some circumstances, you can use the FXO Disconnect Supervision feature to enable analog FXO 

pons to monitor call progress tones for disconnect supervision that are returned from a PBX or from 
the PSTN. For more information, see the .. ,.\< l Supcn isPry Disrnnncrl Tnn c ( n1n111:11HI< . sc c1 inn 
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To change parameters related to disconnect supervision, use th1<_following commands as appropriate, in 
voice-port configuration mode: 

Command 

Step1 Router(config-voiceport)# no battery-reversal 

Step2 Router(config-voiceport)# no supervisory disconnect 

Step3 Router(config-voiceport)# disconnect-ack 

• Cisco lOS Voice, Video, and Fax Configuration Guide 

Purpose 

(Analog only) Enables battery reversal. The 
default is that battery reversal is enabled. 

• For FXO ports-Use the no battery-reversal 
command to configure a loop-start voice port 
not to disconnect when it detects a second 
battery reversal. The default is to disconnect 
when a second battery reversal is detected. 

This functionality is supported on 
Cisco MC3810 analog voice ports; on 
Cisco 1750, Cisco 2600 series, and 
Cisco 3600 series routers, only analog voice 
ports on VIC-2FXO cards are able to detect 
battery reversal. 

- Also use the no battery-reversal 
command when a connected FXO port 
does not support battery reversal 
detection. 

• For FXS ports-Use the no battery-reversal 
command to configure the voice port not to 
reverse battery when it connects calls . The 
default is to reverse battery when a cal! is 
connected, then retum to normal when the cal! 
is over, providing positive disconnect. 

See also the disconnect-ack command (Step 7). 

(FXO only) Enables the PBX or PSTN switch to 
provide STD. By default the supervisory 
disconnect command is enabled. 

(FXS only) Configures the voice port to retum an 
acknowledgment upon receipt of a disconnect 
signal. The FXS port removes !in e power i f the 
equipment on the FXS loop-start trunk 
disconnects first. This is the default. 

The no disconnect-ack command prevents the 
FXS port from responding to the on-hook 
disconnect with a remova! o f !in e power. 
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FXO Supervisory Disconnect T one Commands 

~ .. 

If the FXO supervisory disconnect tone is configured and a detectable tone from the PSTN or PBX is 
detected by the digital signal processor (DSP), the analog FXO port goes on-hook. This feature prevents 
an analog FXO port from remaining in an off-hook state after an incoming cal! is ended. FXO 
supervisory disconnect tone enables interoperability with PSTN and PBX systems whether or not they 
transmit supervisory tones. 

Note This feature applies only to analog FXO ports with loop-start signaling on the Cisco 2600 and 3600 
series routers and on Cisco MC381 O multiservice concentrators with high-performance compression 
modules (HCMs). 

~ .. 

To configure a voice port to detect incoming tones, you need to know the parameters ofthe tones 
expected from the PBX or PSTN. Then create a voice class that defines the tone detection parameters, 
and , finally, apply the voice class to the applicable analog FXO voice ports. This procedure configures 
the voice port to go on-hook when it detects the specified tones. The parameters ofthe tones need to be 
precisely specified to prevent unwanted disconnects due to detection o f nonsupervisory tones or noise. 

A supervisory disconnect tone is normally a dual tone consisting o f two frequencies ; however, tones of 
only one frequency can also be detected. Use caution ifyou configure voice ports to detect nondual 
tones, because unwanted disconnects can result from detection ofrandom tone frequencies . You can · 
configure a voice port to detecta tone with one on/offtime cycle, or you can configure it to detect tones 
in a cadence pattem with up to four on/off time cycles. 

Note In the following procedure, the following commands were not supported until Cisco lOS Release 
12.2(2)T: freq-max-deviation, freq-max-power, freq-min-power, freq-power-twist, and 
freq-max-delay . 

I I 
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Step1 

Step2 

Step3 

Step4 

Step 5 

Step& 

Step 7 

Step8 

Step9 

' ' '. "f.\: 
To create a voice class that defines the specific tone o r tones tmi>~''tlet'?.c_ted and 'then apply the voice class 
to the voice port, use the following commands beginning in giÕbal . ~~nJígúration mode: 

Command Purpose 

Router(config)# voice class dualtone tag Creates a voice class for defining one tone 
detection pattem. The range for the tag number is 
from l to 10000. The tag number must be uni que 
on the router. 

For more information about configuring voice 
classes, see the "Configuring Dial Plans, Dial 
Peers, and Digit Manipulation" chapter in this 
configuration guide. 

Router(config - voi ce- c lass)# freq -pair tone - id Specifies the two frequencies, in Hz, for a tone to 
frequ ency- 1 frequency-2 be detected (o r one frequency i f a nondual tone is 

to be detected). Ifthe tone to be detected contains 
only one frequency, enter O for frequency-2. The 
arguments are as follows: 

. tone-id-Ranges from I to 16. There is no 
default. . frequency-1 andfrequency-2- Ranges from 
300 to 3600, or you can enter O for 
frequency-2. There is no default. 

Note Repeat this command for each additional 
tone to be specified. 

Router(config-voiée-class)# freq-max-deviation Specifies the maximum frequency deviation that 
frequency will be detected, in Hz. The frequency argument 

ranges from 10 to 125. The default is 10. 

Router(config-voice-class)# freq-max-power dBmO Specifies the maximum tone power that will be 
detected, in dBmO. The dBmO argument ranges 
from O to 20. The default is 10. 

Router(config-voice-c l ass)# freq-min-power dBmO Specifies the minimum tone power that will be 
detected, in dBmO. The dBmO argument ranges 
from lO to 35. The default is 30 . 

Router(config-voice-c l ass)# freq-power - twist dBmO Specifies the power difference allowed between 
the two frequencies, in dBmO. The dBmO 
argument ranges from O to 15. The default is 6. 

Router(config -voice-clas s) # freq-max-delay time Specifies the timing difference allowed between 
the two frequencies, in I 0-millisecond increments. 
The time argument ranges from I O to I 00 (I 00 ms 
to I s) . The default is 20 (200 ms) . 

Router(config-voice-class)# cadenc e-min- on-time time Specifies the minimum tone on time that will be 
detected, in I 0-millisecond increments. The time 
argument ranges from O to I 00 (O ms to I s ). 

Rou t e r (conf i g-voice- c lass)# cadence-max- o ff-time ti me Specifies the maximum tone offtime that will be 
detected, in I 0-millisecond increments . The time 
argument ranges from O to 5000 (O ms to 50s). 
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Command 

Step10 Router(config-voice-class)# cadence-list cadence-id 
cycle-1-on-time cycle-1-off-time cycle-2 -on-time 
cy c1 e- 2 -off - time cycle - 3 - on-time c ycl e - 3-off - t i me 
c y cle-4-on-time cycle-4-off-time 

Step11 Router(config-voice-class)# cadence-variation time 

Step 12 Router (config-voice-class) # exit 

Step 13 Cisco 2600 and 3600 Series Routers 

Router(config)# voice-port slot / subunit / port 

Cisco MC3810 Multiservice Concentrators 

Router(config)# voice-port slot / port 

Step14 Router(conf ig-voiceport ) # supervisory disconnect 
dualtone {mid-call I pre-connect} voice-class tag 

Step15 Router( c onf i g -voiceport )# supervisory disconnect 
anytone 

Timeouts Commands 

-:_~"'---..... ~~:~ 
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Purpose 

(Optional) Specifies a tone cadence pattem to be 
detected. Specify an on time and offtime for each 
cycle o f the cadence pattern. 

The arguments are as follows: 

• cadence-id-Ranges from I to I O. There is no 
default. 

• cycle-N-on-time and 
cyc/e-N-off-time-Range from O to I 000 (O 
ms to I O s) . The default is O. 

(Optional) Specifies the maximum time that the 
tone onset can vary from the specified onset time 
and still be detected, in I 0-millisecond 
increments. The time argument ranges from O to 
200 (O ms to 2 s) . The default is O. 

Exits voice class configuration mode. 

Enters voice-port configuration mode. 

The arguments are as follows : 

• s/ot-Specifies the slot number where the 
voice network moduleis installed (Cisco 2600 
and Cisco 3600 series routers) or the router 
slot number where the analog voice module is 
installed (Cisco MC381 O multiservice 
concentrators) . 

• subunit-Specifies the voice interface card 
(VIC) where the voice port is located. 

• port-Identifies the analog voice-port 
number. 

Assigns an FXO supervisory disconnect tone 
voice class to the voice port. 

The keywords are as follows: 

• mid-caii-Specifies tone detection during the 
entire cal!. 

• pre-connect-Specifies tone detection only 
during call set-up. 

Configures the voice port to disconnect on receipt 
ofany tone. 

To change timeouts parameters, use the following commands as appropriate , in voice-port configuration 
mode: 

- ~ ··--· .. ·--~---__1....._ 
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Command 

Step1 Router(config-voiceport)# timeouts call-disconnect 
seconds 

Step2 Router(config-voiceport)# timeouts initial seconds 

Step3 

Step4 

Router(config-voiceport)# timeouts interdigit seconds 

Router(config-voiceport)# timeouts ringing {seconds I 
infinity} 

StepS Router(config-voiceport)# timeouts wait-release 
{seconds I infinity) 
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Purp~sé . 

Config\'rr-es ibe call disconnect timeout value in 
seconds. Valid entries range from O to 120. The 
default is 60. 

Sets the number o f seconds that the system waits 
between the caller input of the initial digit and the 
subsequent digit o f the dialed string. If the wait 
time expires before the destination is identrfied, a 
tone sounds and the call ends. The seconds 
argument is the initial timeout duration. A valid 
entry is an integer from O to 120. The default is 10. 

Configures the number o f seconds that the system 
waits after the caller has input the initial digit ora 
subsequent digit ofthe dialed string. Ifthe timeout 
ends before the destination is identified, a tone 
sounds and the call ends. This value is important 
when using variable-length dia! peer destination 
patterns (dia! plans). The seconds argument is the 
interdigit timeout wait time in seconds. A valid 
entry is an integer from O to 120. The default is 1 O. 

Specifies the duration that the voice port allows 
ringing to continue i f a call is not answered. 

The keyword and argument are as follows: 

• infinity-Indicates ringing should continue 
until the caller goes on hook. 

• seconds-Specifies the number o f seconds to 
allow ringing without answer. The range is 
from 5 to 60000. 

The default is 180. 

Specifies the duration that a voice port stays in the 
call-failure state while the Cisco device send8 
busy tone, reorder tone, or an out-of-service 
to the port. 

The keyword and argument are as follows: 

infinity-Indicates the voice port should l.•.ot 
be released as long as the call-failure stat~:­
remains. 

• seconds-Specifies the number o f seconds to 
allow before the call is released. The range is 
from 3 to 3600. 

The default is 30. 

) 



I 

( 

~ ......... . -.. , 
Configuring Voice Ports ···-· -·"""· '\ 

Configuring Digital Voice Ports 

Timing Commands 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Step 7 

Step 8 

Step9 

To change timing parameters, use the following commands as appropriate, in voice-port configuration 
mode: 

Command Purpose 

Router(config-voiceport)# timing clear-wait (E&M only) Specifies the minimum amount of 
milliseconds time between the inactive seizure signal and 

clearing o f the cal!. Valid entries for the 
milliseconds argument are from 200 to 
2000 milliseconds. The default is 400. 

Router(config-voiceport)# timing delay-duration (E&M only) Specifies the delay signal duration for 
milliseconds delay-dial signaling in milliseconds. Valid entries 

are from 100 to 5000. The default is 2000. 

Router(config - voiceport)# timing delay-start (E&M only) Specifies minimum delay time, in 
milliseconds milliseconds, from outgoing seizure to outdial 

address. Valid entries are from 20 to 2000. 

The default is 300 for the Cisco 3600 series 
routers, and !50 for the Cisco MC3810 
multiservice concentrators. 

Router(config-voiceport)# timing delay-with-integrity (Cisco MC3810 multiservice concentrators E&M 
milliseconds ports only) Specifies duration ofthe wink pulse for 

the delay dia! in milliseconds. Valid entries are 
from O to 5000. The default is O. 

Router(config - voiceport)# timing dial-pulse min-delay Specifies time, in milliseconds, between the 
milliseconds generation o f wink-like pulses when the type is 

pulse. Valid entries are from O to 5000. 

The default is 300 for the Cisco 3600 series 
routers, and 140 for the Cisco MC3810 
multiservice concentrators. 

Router(config-voiceport)# timing dialout-delay (Cisco MC38! O multiservice concentrators only) 
milliseconds Specifies dialout delay, in milliseconds, for the 

sending digit or cut-through on an FXO trunk or 
an E&M immediate trunk. Valid entries are from 
100 to 5000. The default is 300. 

Router(config - voiceport)# timing digit milliseconds Specifies the DTMF digit signal duration in 
milliseconds. Valid entries are from 50 to I 00. The 
default is 100. 

Rou t e r(config-voicepo r t)# timing guard-out (FXO ports only) Specifies the duration in 
mi ll isecond s milliseconds o f the guard-out period that prevents 

this port from seizing a remote FXS port before 
the remote port detects a disconnect signal. The 
range is from 300 to 3000. The default is 2000 . 

Rou t er (conf i g - voiceport)# timing hookflash-out Specifies the duration, in milliseconds, of the 
milli seconds hookflash. Valid entries are from 50 to 500. The 

default is 300. 

Cisco lOS Voice, Video, and Fax 
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Command Purpose 

Step 10 Router( config -vo i cep o rt)# timing intardigit Specifies the DTMF interdigit duration, in 
mill i sec onds milliseconds. Valid entries are from 50 to 500. The 

default is 100. 

Step 11 Rou ter( config - voiceport)# timing parcantbraak percent (Cisco MC3810 multiservice concentrators FXO 
and E&M ports only) Specifies the percentage of 
the break period for the dialing pulses, i f different 
from the default. The range is from 20 to 80. The 
default is 50. 

Step12 Rou t er( config-vo iceport)# timing pulsa (FXO and E&M only) Specifies the pulse dialing 
p ul s e s -per-second rate in pulses per second. Valid entries are from 1 O 

to 20. The default is 20. 

Step 13 Router(config-voiceport)# timing pulsa-digit (FXO only) Configures the pulse digit signal 
milliseconds duration. The range o f the pulse digit signal 

duration is from 1 O to 20. The default is 20. 

Step 14 Rou t er (config-voi c eport)# timing pulsa-intardigit (FXO and E&M only) Specifies pulse dialing 
interdigit timing in milliseconds. Valid entries are 
from 100 to 1000. The default is 500. 

Step 15 Router(config-voiceport)# timing wink-duration (E&M only) Specifies maximum wink-signal 
milliseconds duration, in milliseconds, for a wink-start signal. 

Valid entries are from 100 to 400. The default is 
200. 

Step 16 Rou ter( config - voiceport)# timing wink-wait (E&M only) Specifies maximum wink-wait 
milliseconds duration, in milliseconds, for a wink-start signal. 

Valid entries are from 100 to 5000. The default is 
200. 

DTMF Timer lnter-Digit Command for Cisco AS5300 Access Servers 

To configure the DTMF timer for Cisco AS5300 access servers, use the following commands beginning 
in global configuration mode: 

Step1 

Step2 

Command 

Router(config)# controllar Tl number 

Router(config)# ds O-group channel-number timeslots 
range typa signaling-type dtmf dnis 

Step3 Router(config)# cas - custom channel 

Step4 Router(conf - ctrl-cas)# dtmf-timer - inter-digit 
milliseconds 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Purpose 

Configures a TI controller and enters controller 
configuration mode. 

Configures channelized TI timeslots, which enables a 
Cisco AS5300 modem to answer and send an analog 
cal I. 

Customizes E 1 R2 signaling parameters for a 
particular E 1 channel group on a channelized E I !in e. 

Configures the DTMF inter-digit timer for a DSO 
group. 
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Verifying DTMF Timer lnter-Digit Command 

To verify the DTMF timer, use the following command in EXEC mode: 

Command Purpose 

Router# show running - config Displays the configuration information currently 
running on the terminal. 

Voice Activity Detection Commands Related to Voice-Port Configuration Mode 

Command 

In normal voice conversations, only one person speaks at a time. Today's circuit-switched telephone 
networks dedicate a bidirectional, 64 kbps channel for the duration of each conversation, regardless of 
whether anyone is speaking at the moment. This means that, in a normal voice conversation, at least 
50 percent ofthe bandwidth is wasted when one or both parties are silent. This figure can actually be 
much higher when normal pauses and breaks in conversation are taken into account. 

Packet-switched voice networks, on the other hand, can use this "wasted" bandwidth for other purposes 
when voice activity detection (VAD) is configured. VAD works by detecting the magnitude ofspeech in 
decibels and deciding when to cut offthe voice from being framed. VAD has some technological 
problems, however, which include the following: 

• General difficulties determining when speech ends 

• Clipped speech when VAD is slow to detect that speech is beginning again 

• Automatic disabling ofVAD when conversations take place in noisy surroundings 

VAD is configured on dial peers; by default it is enabled. For more information, see the "Configuring 
Dial Plans, Dial Peers, and Digit Manipulation" chapter in this configuration guide. Two parameters 
associated with VAD, music threshold and comfort noise, are configured on voice ports. 

IfVAD is enabled, use the following commands to adjust parameter values associated with VAD, 
beginning in voice-port configuration mode: 

Purpose 

Step1 Router(config-voiceport)# music-threshold number Specifies the mini mal decibel levei o f music 
played when calls are put on hold. The decibel 
levei affects how voice activity detection (VAD) 
treats the music data. Valid entries range from -70 
to -30. When used with VAD, ifthe levei is set too 
high, the remote end hears no music; ifit is set too 
low, there is unnecessary voice traffic. The default 
is -38. 

Step2 Router(conf ig -voiceport)# comfort-noise This parameter creates subtle background noise to 
fill silent gaps during calls when VAD is enabled 
on voice dia i peers. I f comfort noise is not 
generated, the resulting silence can fool the caller 
into thinking the call is disconnected instead of 
being merely idle. The default is that comfort 
noise is enabled. 

j Fls 
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Voice Quality Tuning Commands 

The commands in this section configure parameters to improve voice quality.'-Common ·voice quality 
issues include the following: 

• Delay in Voice Networks 

• Jitter Adjustment 

• Echo Adjustment 

Voice Levei Adjustment 

Delay in Voice Networks 

Jitter Adjustment 

Delay is the time it takes for voice packets to travei between two endpoints. Excessive delay can cause 
quality problems with real-time traffic such as voice. However, because ofthe speed ofnetwork links 
and the processing power o f intermediate devices, some delay is expected. 

When listening to speech, the human ear normally accepts up to about 150 ms o f delay without noticing 
delays. The ITU G.ll4 standard recommends no more than 150 ms of one-way delay for a normal voict" 
conversation. Once the delay exceeds 150 ms, a conversation is more like a "walkie-talkie" conversation 
in which one person must wait for the other to stop speaking before beginning to talk. 

You can measure delay fairly easily by using ping tests at various times ofthe day with different network 
traffic loads. I f network delay is excessive, it must be reduced for adequa te voice quality. 

Severa! different types of delay combine to make up the total end-to-end delay associated with voice 
calls: 

• Propagation delay-Amount o f time it takes the data to physically travei over the media. 

• Handling delay-Amount o f time it takes to process data by adding headers, taking samples, 
forming packets, etc. 

• Queuing delay-Amount of time lost due to congestion. 

• Variable delay or jitter-Amount o f time that causes the conversation to break and become 
unintelligible. Jitter is described in detail below. 

Propagation, handling, and queuing delay are not addressed by voice-port commands and fali outside the 
scope o f this chapter. 

Delay can cause unnatural starting and stopping o f conversations, but variable-length delays (also known 
as jitter) can cause a conversation to break and become unintelligible. Jitter is not usually a problem with 
PSTN calls because the bandwidth of calls is fixed and each call has a dedicated circuit for the duration 
of the cal!. However, in VoiP networks, data traffic might be bursty, and jitter from the packet network 
can become an issue. Especially during times ofnetwork congestion, packets from the same conversation 
can arrive at different interpacket intervals, disrupting the steady, even delivery needed for voice calls. 
Cisco voice gateways have built-in jitter buffering to compensa te for a certain amount of jitter; the 
playout-delay command can be used to adjust the jitter buffer. 

Normally, the defaults in effect are sufficient for most networks. However, a small playout delay from 
the jitter buffer can cause lost packets and choppy audio, and a large playout delay can cause 
unacceptably high overall end-to-end delay. 

Milj@M 
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Note Prior to Cisco lOS Release 12.1(5)T;playout délay was configured in voice-port configuration mode. 

Command 

For Cisco lOS Release 12.1 (5)T and latêr releáses, in most cases playout delay should be configured 
in dial-peer configuration mode on the VoiP dial peer that is on the receiving end ofthe voice traffic 
that is to be buffered. This dial peer senses network conditions and relays them to the DSPs, which 
adjust the jitter buffer as necessary. When multiple applications are configured on the gateway, 
playout delay should be configured in dial-peer configuration mode. When there are numerous dial 
peers to configure, it might be simpler to configure playout delay on a voice port. I f there are 
conflicting playout delay configurations on a voice port and also on a dia! peer, the dia! peer 
configuration takes precedence. 

To configure the playout delay jitter buffer, use the following commands beginning in dial-peer or 
voice-port configuration mode: 

Purpose 

Router(config-voiceport)# playout-delay mode {adaptive 
I fixed} 

Determines the mo de in which the j itter buffer will 
operate for calls on this voice port. 

The keywords are as follows : 

• adaptive-Adjusts the jitter buffer size and 
amount o f playout delay during a call based 
on current network conditions. 

• fixed-Defines the jitter buffer size as fixed 
so that the playout delay does not adjust 
during a cal!. A constant playout delay is 
added. 

The default is adaptive. 

'~ . 
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Command 

Router(config-voiceport)# playout-delay {nominal value 
I maximum value I minimum {default I low I high}} 

Purpose 

Tunes the playout buffer to accommodate packet 
jitter caused by switches in the WAN. 

The keywords and arguments are as follows: 

• nominal-Defines the amount ofplayout 
delay applied at the beginning o f a call by the 
jitter buffer in the gateway. In fixed mode, this 
is ais o the maximum size o f the j itter buffer 
throughout the call. 

• value-Specifies the range that depends on 
type ofDSP and configured codec complexity. 
For medium codec complexity, the range is 
from O to 150 ms. For high codec complexity 
and DSPs that do not support codec 
complexity, the range is from O to 250 ms. 

• maximum (adaptive mode only}-Specifies 
the jitter buffer's upper limit (80ms), or the 
highest value to which the adaptive delay is 
set. 

• minimum (adaptive mode only}-Specifies 
the jitter buffer's lower limit (1 O ms), or the 
lowest value to which the adaptive delay is 
set. 

• default-Specifies 40 ms. 

Echo Adjustment 

Echo is the sound ofyour own voice reverberating in the telephone receiver while you are talking. When 
timed properly, echo is not a problem in the conversation; however, if the echo interval exceeds 
approximately 25 milliseconds, it is distracting. Echo is controlled by echo cancellers. 

In the traditional telephony network, echo is generally caused by an impedance mismatch when the 
four-wire network is converted to the two-wire local loop. In voice packet-based networks, echo 
cancellers are built into the low-bit rate codecs and are operated on each DSP. 

By design, echo cancellers are limited by the total amount o f time they wait for the reflected speech to 
be received, which is known as an echo trai!. The echo trai! is normally 32 milliseconds. In Cisco ) 
System 's voice implementations, echo cancellers are enabled using the echo-cancel enable command, 
and echo trails are configured using the echo-cancel coverage command. 

To configure parameters related to the echo canceller, use the following commands beginning in 
voice-port configuration mode: 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Step1 

Step2 

Step3 

Command 

Router(config-voiceport)# echo-cancel enable 

Router(config-voiceport)# echo-cancel coverage {8 I 16 

I 24 I 32 l 

Router(config-voiceport)# non-linear 

Configuring Digilal Voice Ports • 

Purpose 

Enables the cancellation o f voice that is sent and 
received on the same interface. Echo cancellation 
coverage must also be configured. The default is 
that echo cancellation is enabled. 

Note Not valid for four-wire E&M interfaces. 
Use no echo-cancel enable to disable the 
feature. 

Adjusts the echo canceller by the specified number 
o f milliseconds. The default is 16. 

Enables nonlinear processing (residual echo 
suppression) in the echo canceler, which shuts off 
any signal ifno near-end speech is detected. Echo 
cancelling must be enabled for this feature. The 
default is that nonlinear processing is enabled . 

~--~ 
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Voice Levei Adjustment 

Command 

As much as possible, it is desirab le to achieve a uniform input decibel leve! to the packet voice network 
in arder to limit or eliminate any voice distortion dueto incorrect input and output decibel leveis. 
Adjustments to leveis may be required by the type of equipment connected to the network or by local 
country-specific conditions . 

Incorrect input or output leve is can cause echo, as can an impedance mismatch. Too much input gain can 
cause clipped o r fuzzy voice quality. I f the output levei is too high at the remate router's voice port, the 
local caller will hear echo. I f the local router's voice port input decibel leve! is too high, the remate si de 
wi 11 h e ar cl ipping. I f the local router's voice port input decibel levei is too low, or the remo te router's 
output levei is too low, the remate side voice can be distorted at a very low volume and DTMF may be 
missed. 

Use the input gain and output attenuation commands to adjust voice leveis, and the impedance 
command to set the impedance value to match that o f the voice circuit to which the voice port connects. 

To change parameters related to voice leveis, use the following commands as appropriate, in voice-port 
configuration mode: 

Purpose 

Step1 Router(config-voicepo rt)# input gain value Specifies, in decibels, the amount o f gain to be 
inserted at the receiver side of the interface, 
increasing or decreasing the signal. After an input 
gain setting is changed, the voice call must be 
disconnected and reestablished before the changes 
take effect. The value argument is any integer 
from -6 to 14. The default is O. 

Step2 Router(config - voicepo rt)# output attenuation value 

Step3 Router(config - v o iceport)# impedance {6 00c I 60 0r I 
90 0c I complexl I complex2} 

• Cisco lOS Voice, Vídeo, and Fa x Configuration Guide 
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Specifies the amount o f attenuation in decibt+: '.'. ·. 
the transmit si de o f the interface, decreasing th t 
signal. A system-wide loss plan can be 
implemented using the input gain and output 
attenuation commands. 

The default value for this command assumes that 
a standard transmission loss plan is in effect, 
meaning that normally there must be - 6 dB 
attenuation between phones. 

The value argument is any integer from -6 to 14. 
The default is O. 

Specifies the terminating impedance o f a voice 
port interface, which needs to match the 
specifications from the specific telephony system 
to which it is connected. 

600c-Specifies 600 ohms complex. 

600r- Specifies 600 ohms real. 

900c-Specifies 900 ohms complex. 

complexl-Specifies Complex I. 

complex2- Specifies Complex 2. 

The default is 600r. 
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Command Purpose 

Step4 Router{config-voiceport)# loss-plan {planl I plan2 I 
planS I plan6 I plan7 I plan8 I plan9} 

(Cisco MC3810 multiservice concentrators FXO 
or FXS analog voice ports only) Specifies the 
analog-to-digital gain offset loss plan. For 
definitions of each plan, see the Cisco lOS Voice, 
Video, and Fax Command Reference. The default 
is the planl keyword. 

Step5 Router{config-voiceport ) # idle-voltage {high I low} (Cisco MC3810 multiservice concentrators analog 
FXS ports only) Specifies the talk-battery 
(tip-to-ring) voltage condition when the port is 
idle. 

The keywords are as follows: 

• high-Specifies that the voltage is high 
(-48V). 

• low-Specifies that the voltage is low (-24V) 
and is the default. 

Verifying Analog and Digital Voice-Port Configurations 
After configuring the voice ports on your router, perform the following steps to verify proper operation: 

Step 1 Pick up the handset o f an attached telephony device and check for a dial tone. 

Step 2 I f you have dial tone, check for DTMF detection. If the dia! tone stops when you dial a digit, then the 
voice port is most likely configured properly. 

Step 3 To identify port numbers ofvoice interfaces installed in your router, use the show voice port summary 
command. For examples ofthe output, see the "show voice port summary Command Examples" section 
on page I 00 . 

Step 4 To verify voice-port parameter settings, use the show voice port command with the appropriate syntax 
from Tabl e 9. For sample output, see the ' 'show voice port Command Examples" section on page I O I. 

Tãble9 Show Voice Port Command Syntax 

Platform Voice Port Type Command Syntax 

Cisco 1750 Analog show voice port [slotlport I summary] 

Cisco 2600 series Analog show voice port [slot/port I summary] 
Cisco 3600 series Digital show voice port [slot/port:dsO-group-no I summary] 

Cisco MC3810 Analog show voice port [slot/port I summary] 

Digital show voice port [slot:dsO-group-no I summary] 

Cisco AS5300 Digital show voice-port contro//er:dsO-group-no 

Cisco AS5800 Digital show voice-port { shelf/slot/port:dsO-group-no} 

Cisco 7200 series Digital show voice port { slotlport-adapter:dsO-group-no } 

Cisco 7500 series Digital show voice port { slot/port-adapterls/ot:dsO-group-no } 



Configuring Voice Ports 
Verifying Analog anel Digital Voice-Port Configuralions 

StepS 

Step6 

Step 7 

Step 8 

Step9 

Step 10 

For digital T 1 /E 1 connections, to verify the codec complexity configuration, úse the show 
running-config command to display the current voice-card setting. Ifmedium complexity is specified, 
the codec complexity setting is not displayed. I f high complexity is specified, the setting codec 
complexity high is displayed. The foliowing example shows an excerpt from the command output when 
high complexity has been specified: 

Router# show running-config 

hostname router-alpha 

voice-card O 
codec complexity high 

For digital TI /E 1 connections, to verify that the controlier is up and that no a1arms have been reported, 
and to display information about clock sources and other controlier settings, use the show controller 
command. For output examples, see the "show controller Command Examples" section on page I 05. 

Router# show controller {tl I el} controller-number 

To disp1ay voice-channel configuration information for ali DSP channels, use the show voice dsp 
command. For output examples, see the "show voice dsp Command Examples" section on page I 06. 

Router# show voice dsp 

To verify the cali status for ali voice ports, use the show voice call summary command. For output 
examples, see the "show voice call summary Command Examples" section on page 107. 

Router# show voice call summary 

To display the contents ofthe active cali table, which shows ali ofthe calis currently connected through 
the router or concentrator, use the show call active voice command. For output examples, see the "show 
call active voice Command Example" section on page 107. 

Router# show call active voice 

To display the contents o f the c ali history table, use the show c ali history voice command. To limit the 
display to the last calls connected through this router, use the keyword last and define the number of 
calls to be displayed with the argument number. To limit the display to a shortened version o f the call 
history table, use the brief keyword. For output examples, see the "show call history voice Command 
Example'' section on page I 08. 

Router# show call history voice [last I number I brief] 

show voice port summary Command Examples 

In the following sections, output examples o f the foliowing types are shown: 

C1sco 3640 Routt:r Analog Vo1cc Port 

C1sco MC381 O Multiscrvice Concentrator Digital Vo1 cc Pon 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Cisco 3640 Router Analog Voice Port 

The following output is from a Cis~~ 3-640 router: 

Router# show voice port summary 
IN OUT 

PORT CH SIG-TYPE ADMIN OPER STATUS STATUS EC 

========== ======== ======== 
2/0/0 e&m-wnk up dorm idle idle y 

2/0/1 e&m-wnk up dorm idle idle y 

2/1/0 fxs-ls up dorm on-hook idle y 
2/1/1 fxs-ls up dorm on-hook idle y 

Cisco MC3810 Multiservice Concentrator Digital Voice Port 

The following output is from a Cisco MC381 O multiservice concentrator: 

Router# show voice port summary 
IN OUT 

PORT CH SIG-TYPE ADMIN OPER STATUS STATUS EC 
;:;;:;:;;:;;:;;:;;:;;:;;:;;:; =====:;;;:::= ======== 

0:17 18 fxo-ls down down idle on-hook y 

0:18 19 fxo-ls up dorm idle on-hook y 

0:19 20 fxo-ls up dorm idle on-hook y 

0:20 21 fxo-ls up dorm idle on-hook y 

0:21 22 fxo-ls up dorm idle on-hook y 

0:22 23 fxo-ls up dorm idle on-hook y 

0:23 24 e&m-imd up dorm idle idle y 

1/1 fxs-ls up dorm on-hook idle y 

1/2 fxs-ls up dorm on-hook idle y 

1/3 e&m-imd up dorm idle idle y 

1/4 e&m-imd up dorm idle idle y 

1/5 fxo-ls up dorm idle on-hook y 

1/6 fxo-ls up dorm idle on-hook y 

show voice port Command Examples 

In the following sections, output examples o f the following types are shown: 

Cisco 3600 Series Router Analog E&M Voice Port, page I O I 

Cisco 3600 Series Router Analog FXS Voice Port, page I 02 

Cisco 3600 Series Router Digital E&M Voice Port, page I 03 

Cisco AS5300 Universal Access Server TI CAS Voice Port, page I 03 

Cisco 7200 Series Routcr Digital E&M Voice Port, page I 04 

Cisco 3600 Series Router Analog E&M Voice Port 

The following output is from a Cisco 3600 series router analog E&M voice port: 

Router# show voice port 1/0/0 

E&M Slot is 1, Sub-unit is O, Port is O 
Type of VoicePort is E&M 
Operation State is unknown 
Administrative State is unknown 
The Interface Down Failure Cause is O 
Alias is NULL \\. 

. . iRõs ;:03i~-; 
Cisco lOS Voice, V1deo, and Fax Conf1gur 1 . 1de 
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Noise Regeneration is disabled 
Non Linear Processing is disabled 
Music On Hold Threshold is Set to O dBm 
In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation is disabled 
Echo Cancel Coverage is set to 16ms 
Connection Mede is Normal 
Connection Number is 
Initial Time Out is set to O s 
Interdigit Time Out is set to O s 
Analog Info Follows: 
Region Tone is set for northamerica 
Currently processing none 
Maintenance Mede Set to None (not in mtc mede) 
Number of signaling protocol errors are O 

Voice card specific Info Follows: 
Signal Type is wink-start 
Operation Type is 2-wire 
Impedance is set to 600r Ohm 
E&M Type is unknown 
Dial Type is dtmf 
In Seizure is inactive 
Out Seizure is inactive 
Digit Duration Timing is set to O ms 
InterDigit Duration Timing is set to O ms 
Pulse Rate Timing is set to O pulses/second 
InterDigit Pulse Duration Timing is set to O ms 
Clear Wait Duration Timing is set to O ms 
Wink Wait Duration Timing is set to O ms 
Wink Duration Timing is set to O ms 
Delay Start Timing is set to O ms 
Delay Duration Timing is set to O ms 

Cisco 3600 Series Router Analog FXS Voice Port 

The following output is from a Cisco 3600 series router analog FXS voice port: 

Router# ahow voice port 1/2 

Voice port 1/2 Slot is 1 , Port is 2 
Type of VoicePort is FXS 
Operation State is UP 
Administrative State is UP 
No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation i s enabled 
Echo Cancel Coverage is set to 8 ms 
Connection Mede is normal 
Connection Number is not set 
Initial Time Out i s set to 10 s 
Interdigit Time Out is set to 10 s 
Ceder Type is g729ar8 
Companding Type is u-law 
Voice Activ ity Detection is disabled 
Ringing Time Out is 180 s 
Wait Release Time Out is 30 s 
Nominal Playout Delay is 80 mill i seconds 

• Cisco lOS Voice, Vídeo, and Fax Conf iguration Guide 
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Maximum P1ayout De1ay is 160 mi11iseconds 

Ana1og Info Fo1lows: 
Region Tone is set for northamerica 
Currently processing Voice 
Maintenance Mede Set to None (not in mtc mode) 
Number of signaling protocol errors are O 
Impedance is set to 600r Ohm 
Analog interface A-D gain offset = -3 dB 
Analog interface D-A gain offset = -3 dB 
Voice card specific Info Follows: 
Signal Type is loopStart 
Ring Frequency is 20 Hz 
Hook Status is On Hook 
Ring Active Status is inactive 
Ring Ground Status is inactive 
Tip Ground Status is active 
Digit Duration Timing is set to 100 ms 
InterDigit Duration Timing is set to 100 ms 
Ring Cadence are [20 40) * 100 msec 

Verifying Analog and Digital Voice-Port Configuralions a 

InterDigit Pulse Duration Timing is set to 500 ms 

Cisco 3600 Series Router Digital E&M Voice Port 

The following output is from a Cisco 3600 series router digital E&M voice port: 

Router# ahow voice port 1/0:1 

receEive and transMit Slot is 1, Sub-unit is O, Port is 1 
Type of VoicePort is E&M 
Operation State is DORMANT 
Administrative State is UP 
No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
Music On Hold Threshold is Set to -38 dBm 
In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cance11ation is enab1ed 
Echo Cance1 Coverage is set to 8 ms 
Connection Mode is normal 
Connection Number is not set 
Initial Time Out is set to 10 s 
Interdigit Time Out is set to 10 s 
Region Tone is set for US 

Cisco AS5300 Universal Access Server T1 CAS Voice Port 

The following output is from a Cisco AS5300 universal access server TI CAS voice port: 

Router# show voice port 

DSO Group 1:0 - 1:0 
Type of VoicePort is CAS 
Operation State is DORMANT 
Administrative State is UP 
No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
Music On Hold Threshold is Se t to -38 dBm 

Cisco lOS Voice, Vídeo, and Fax 
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In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation is enabled 
Echo Cancel Coverage is set to 8 ms 
Playout-delay Mode is set to default 
Playout-delay Nominal is set to 60 ms 
Playout-delay Maximum is set to 200 ms 
Connection Mode is normal 
Connection Number is not set 
Initial Time Out is set to 10 s 
Interdigit Time Out is set to 10 s 
Call-Disconnect Time Out is set to 60 s 
Ringing Time Out is set to 180 s 
Companding Type is u-law 
Region Tone is set for US 
Wait Release Time Out is 30 s 
Station name None, Station number None 

Voice card specific Info Follows : 

DSO channel specific status info: 
IN OUT 

PORT CH SIG-TYPE OPER STATUS STATUS 

Cisco 7200 Series Router Digital E&M Voice Port 

TIP RING 

The following output is from a Cisco 7200 series router digital E&M voice port: 

Router# ehow voice port 1/0:1 

Configwing Voice Ports 

receEive and transMit Slot is 1, Sub-unit is O, Port is 1 << voice - port 1/0:1 

Type of VoicePort is E&M 

Operation State is DORMANT 

Administrative State is UP 

No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
Music On Hold Threshold is Set to -38 dBm 
In Gain is Set to O dB 

Out Attenuation is Set to O dB 

Echo Cancellation is enabled 

Echo Cancel Coverage is set to 8 ms 
Connection Mode is normal 
Connection Number is not set 
Initial Time Out is set to 10 s 

Interdigit Time Out is set to 10 s 

Region Tone is set for US 
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show controller Command Examples 

In the following sections, output examples o f the following types are shown: 

Cisco 3600 Series Router TI Controller, page 105 

Cisco MC381 O Multiscrvicc Concentrator E I Controller, pagc I 05 

Cisco AS5800 Unt vc rsal Access Serve r TI Controller, page I 05 

Cisco 3600 Series Router T1 Controller 

The following output is from a Cisco 3600 series router with a TI controller: 

Router# ahow contro11er T1 1/1/0 

T1 1/0/0 is up. 
Applique type is Channelized T1 
Cablelength is long gain36 Odb 
No alarms detected . 
alarm-trigger is not set 
Framing is ESF, Line Code is BBZS, Clock Source is Line. 
Data in current interval (180 seconds elapsed) : 

O Line Code Violations, O Path Code Violations 
O Slip Secs, O Fr Loss Secs, O Line Err Seca, O Degraded Mins 
O Errored Secs, O Bursty Err Secs, O Severely Err Secs, O Unavail Seca 

Cisco MC3810 Multiservice Concentrator E1 Controller 

The following output is from a Cisco MC3810 multiservice concentrator with anEl controller: 

Router# ahow contro11er B1 1/0 

E1 1/0 is up. 
Applique type is Channelized E1 
Cablelength is short 133 
Description : E1 WIC card Alpha 
No alarms detected . 
Framing is CRC4 , Line Code is HDB3, Clock Source is Line Primary . 
Data in current interval (1 seconds elapsed) : 

O Line Code Violations, O Path Code Violations 
O Slip Secs , O Fr Loss Secs, O Line Err Secs, O Degraded Mins 
O Errored Secs, O Buraty Err Secs, O Severely _Err Secs, O Unavail Secs 

Cisco AS5800 Universal Access Server T1 Controller 

The following output is from a Cisco AS5800 universal access server with a TI controller: 

Rout e r# ahow contro1ler t1 2 

T1 2 is up . 
No alarms detected . 
Version info of alot O: HW: 2, Firmware : 16, PLD Rev: 0 

Manufacture Cookie Info: 
EEPROM Type Ox 0001 , EEPROM Version OxOl, Board ID Ox 4 2 , 
Board Hardware Version 1.0 , Item Number 73·221 7 ·4, 
Board Revision AO, Serial Number 064 67 665, 
PLD/ ISP Version 0.0, Manufacture Date 14-Nov- 1997 . 

Framing is ESF, Line Code is BBZS, Clock Source is Internal . 

I 

I 
I 
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Data in current interval (269 seconds elapsed): 
O Line Code Violations, O Path Code Violations 

o Slip Secs, o Fr Loss Secs, o Line Err Secs, o Degraded Mins 
O Errored Secs, O Bursty Err Secs, O Severely Err Secs, O Unavail Secs 

show voice dsp Command Examples 

The following output is from a Cisco 3640 router when a digital voice port is configured: 

Router# show voice dsp 

TYPE DSP CH CODEC VERS STATE STATE 

C549 010 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 011 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 012 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 013 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 014 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 015 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

Router# show voice dsp 

3. 3 busy 
.8 busy 

busy 
busy 

3. 3 busy 
.8 busy 

busy 
busy 

3. 3 busy 
.8 busy 

busy 
busy 

3. 3 busy 
.8 busy 

busy 
busy 

3.3 busy 
. 8 busy 

busy 
busy 

3.3 busy 
. 8 busy 

busy 
busy 

idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 

TYPE DSP CH CODEC VERS STATE STATE 

C549 007 00 {medium} 3 . 3 IDLE idle 
.13 

C549 008 00 {medium} 3.3 IDLE idle 
. 13 

C549 009 00 {medium} 3 . 3 IDLE idle 
.13 

C549 010 00 {medium} 3.3 IDLE idle 
.13 

C549 011 00 {medium} 3.3 IDLE idle 
.13 

C549 012 00 {medium} 3 . 3 IDLE idle 
.13 

C542 001 01 g711ulaw 3.3 IDLE idle 
.13 

C542 002 01 g711ulaw 3.3 IDLE idle 
.13 

C542 003 01 g711alaw 3.3 IDLE idle 
.13 

C542 004 01 g711ulaw 3.3 IDLE idle 
. 13 
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RST AI PORT 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 

RST AI PORT 

o o 1/0: 1 

o o 1/0: 1 

o o 1/0: 1 

o o 1/0: 1 

o o 1/0: 1 

o o 1/0: 1 

o o 2/0/0 

o o 2/0/1 

o o 2/1/0 

o o 2/1/ 1 

TS ABORT 

1 

7 

13 
20 

2 
8 

14 
21 

3 

9 
15 
22 

4 

10 
17 
23 

5 
11 
18 
24 

6 
12 
19 
25 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

TS ABORT 

4 o 

5 o 

6 o 

7 o 

8 o 

9 o 

o 

o 

o 

o 

TX/RX-PAK-CNT 

67400/85384 
67566/83623 
65675/81851 
65530/83610 
66820/84799 
5 9028/66946 
65591/81084 
66336/82739 
5 9036/65245 
65826/81950 
6560 t/ 80733 
6 557"' / 83532 
67655/82974 
65647/82088 
6 6366/80894 
66339/82628 
6 8439/84677 
6 5664/81737 
6 5607/81820 
6 5589/83889 
66889/83331 
6 5690/81700 
6 6422/82099 
6 5566/83852 

TX/RX-PAK-CNT 

0/0 

0/0 

0/0 

0/0 

0/0 

0/0 

512/519 

505/502 

28756/28966 

834/838 

) 
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I show voice call summary Command Examples 

I 

In the following sections, output examples o f the following types are shown: 

Cisco MC3R I O Multiservice Concentrator Analog Voice Port 

Cisco 3600 Scncs Routcr Digital Voicc Port 

Cisco MC3810 Multiservice Concentrator Analog Voice Port 

The following output is from a Cisco MC3810 multiservice concentrator: 

Router# show voice ca11 summary 

PORT CODEC VAD VTSP STATE VPM STATE 

1/1 g729r8 y S_CONNECT FXSLS_CONNECT 
1/2 FXSLS_ONHOOK 
1/3 
1/4 
1/5 
1/6 

Cisco 3600 Series Router Digital Voice Port 

EM_ONHOOK 
EM ONHOOK 
FXOLS_ONHOOK 
FXOLS_ONHOOK 

The following output is from a Cisco 3600 series router: 

Router# show voice ca11 summary 

PORT CODEC VAD VTSP STATE VPM STATE 

========= ======== --- ===================== ======================== 
1/015 . 1 g729r8 y s - CONNECT s - TSP_ CONNECT 
1/015.2 g729r8 y s CONNECT s -TSP -CONNECT -
1/015.3 g729r8 y s - CONNECT s -TSP -CONNECT 
1/015.4 g729r8 y s - CONNECT s TSP - CONNECT 
1 / 015 . 5 g729r8 y s - CONNECT s TSP -CONNECT 
1/ 015.6 g729r8 y s CONNECT s TSP - CONNECT -
l / 015.7 g729r8 y s CONNECT s TSP - CONNECT -
1/015.8 g729r8 y s - CONNECT s -TSP - CONNECT 
1/015.9 g729r8 y s CONNECT s - TSP - CONNECT -
1/ 015 . 10 g729r8 y s CONNECT s TSP - CONNECT -
1 / 015. 11 g729r8 y s CONNECT s -TSP CONNECT -
1/015 . 12 g729r8 y s - CONNECT s -TSP - CONNECT 

show call active voice Command Example 

The following output is from a Cisco 7200 series router: 

Router# show ca11 active voice 

GENERIC : 
SetupTi me-94523 746 ms 
Index-448 
Pee r Address-##73 072 

PeerSubAddress• 
Peerid-70000 

Pee r ifindex-3 7 

Cisco lOS Voice, 
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Logical!flndex=O 
ConnectTime=94524043 
DisconectTime=94546241 
CallOrigin=l 

ChargedUnits=O 
InfoType=2 
TransmitPackets=6251 
TransmitBytes=125020 
ReceivePackets=3300 
ReceiveBytes=66000 
VOIP : 
Connectionld[Ox142E62FB Ox5C6705AF OxO Ox385722BO] 
RemoteiPAddress=171 . 68.235.18 

RemoteUDPPort=16580 

RoundTripDelay=29 ms 

SelectedQoS=best-effort 
tx_DtmfRelay=inband-voice 
SessionProtocol=cisco 
SessionTarget=ipv4:171.68.235.18 
OnTimeRvPlayout=63690 
GapFillWithSilence=O ms 

GapFillWithPrediction=lBO ms 

GapFillWithlnterpolation=O ms 
GapFillWithRedundancy=O ms 
HiWaterPlayoutDelay=70 ms 
LoWaterPlayoutDelay=30 ms 
ReceiveDelay=40 ms 
LostPackets=O ms 

EarlyPackets=l ms 

LatePackets=lB ms 

VAD = disabled 

CoderTypeRate=g729r8 

CodecBytes=20 

cvVoiPCallHistoryicpif=O 
SignalingType=cas 

show call history voice Command Example 

The following output is from a Cisco 7200 series router: 

Router# show call history voice 

GENERIC : 
SetupTime=94893250 ms 
Index=450 
Pee r Addre ss=##52258 

PeerSubAddress= 
Peer ld=S OOOO 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Peerifindex=35 
Logicalifindex=O 
DisconnectCause=lO 

DisconnectText=normal call clearing . 

ConnectTime=94893780 
DisconectTime=95015500 
CallOrigin=l 

ChargedUnits=O 
InfoType=2 
TransmitPackets=32258 
TransmitBytes=645160 
ReceivePackets=20061 
ReceiveBytes=401220 
VOIP: 
Connectionld[Ox142E62FB Ox5C670583 OxO Ox388F851C) 
RemoteiPAddress=171.68.235.18 

RemoteUDPPort=16552 

RoundTripDelay=23 ms 

SelectedQoS=best-effort 
tx_DtmfRelay=inband-voice 
SessionProtocol=cisco 
SessionTarget=ipv4:171.68.235.18 
OnTimeRvPlayout=398000 
GapFillWithSilence=O ms 

GapFillWithPrediction=1440 ms 

GapFillWithlnterpolation=O ms 
GapFillWithRedundancy=O ms 
HiWaterPlayoutDelay=97 ms 
LoWaterPlayoutDelay=30 ms 
ReceiveDelay=49 ms 
LostPackets=l ms 
EarlyPackets=l ms 

La tePackets =132 ms 

VAD = disabled 

CoderTypeRate=g729r8 

CodecBytes=20 
cvVoiPCallHistoryicpif=O 

I 
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Troubleshooting Analog and Digital Voice Port Configurations ·~ 
-~ · ~l· G . , 

!v) ' 
The following sections will assist in analyzing and troubleshooting voice port problems.: 

• Troubleshooting Chart, page I I O rr:. _) 
Vo1cc Port Testing Cummands. page 112 

T roubleshooting Chart 

Tabk I O lists some problems you might encounter after configuring voice ports and has some suggested 
remedies . 

Tilble 10 üoubleshooting Voice Port Conlígurations 

Problem Suggested Action 

No connectivity 

No connectivity 

No connectivity 

Ping the associated IP address to confirm connectivity. If you 
cannot successfully ping your destination, refer to the Cisco lOS 
IP Configuration Guide. 

Enter the show controller t1 or show controller el command 
with the controller number for the voice port you are 
troubleshooting. This will tell you: 

• I f the controller is up. I f it is not, use the no shutdown 
command to make it active. 

• Whether alarms have been reported. 

• What parameter values have been set for the controller 
(framing, clock source, line code, cable length). I f these 
values do not mate h those o f the telephony connection you 
are making, reconfigure the controller. 

See the "show control ler Command Examples" section on 
page I 05 for output. 

Enter the show voice port command with the voice port number 
that you are troubleshooting, which will te li you: 

• I f the voice port is up . I f it is not, use the no shutdown 
command to make it active. 

) 

• What parameter values have been set for the voice port, ) 
including default values (these do not appear in the output for 
the show running-config command). I f these values do not 
mate h those o f the telephony connection you are making, 
reconfigure the voice port. 

See the 's how vo1ce port Co mmand Examples" section on 
page I O I for sample output. 

Telephony device buzzes or does Use the show voice port command to confi rm that ring frequency 
not ring is configured correctly. lt must match the connected telephony 

equipment and may be country-dependent. 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 

l ittihl•l 
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lãble TO Tioub/eshooting Voice Port Configurations (continued) 

Problem 

Distorted speech 

Music on hold is not heard 

Background noise is not heard 

Long pauses occur in 
conversation; like speaking on a 
walkie-talkie 

Jerky or choppy speech 

Clipped or fuzzy speech 

Clipped speech 

Volume too low or missed DTMF 

Echo interval is greater than 25 ms 
(sounds like a separate voice) 

Too much echo 

Suggested Action J 
Use the show voice port command to confirm' t~e .cptone 
keyword setting (also called region tone) is US . . , 

Setting a wrong cptone could result in faulty voice reproduction 
during analog-to-digital or digital-to-analog conversions. 

Reduce the music-threshold levei. 

Enable the comfort-noise command. 

Overall delay is probably excessive; the standard for adequare 
voice quality is 150 ms one-way transit delay. Measure delay by 
using ping tests at various times ofthe day with different network 
traffic loads. I f delay must be reduced, areas to examine include 
propagation delay o f signals between the sending and receiving 
endpoints, voice encoding delay, and the voice packetization time 
for various VoiP codecs. 

Variable delay, or jitter, is being introduced by congestion in the 
packet network. Two possible remedies are to: 

. Reduce the amount of congestion in your packet network . 
Pings between VoiP endpoints will give. an idea o f the 
round-trip delay o f a link, which should never exceed 300 ms. 
Network queuing and dropped packets should also be 
examined. . Increase the size of the jitter buffer with the playout-delay 
command. (See the "Jitter Adjustment" section on pagc 94.) 

Reduce input gain. (See the "Voice Levei Adjustment" section on 
pagc 98.) 

Reduce the input levei at the listener's router. (See the "Voicc 
Levei Adjustment" section on page 98.) 

Increase speaker's output levei or listener's input levei. (See the 
"V01ce Levei Adjustment" section on page 98.) 

Configure the echo-cancel enable command and increase the 
value for the echo-cancel coverage keyword. (See the "Echo 
Adjustment" scction on page 96.) 

Reduce the output levei at the speaker 's voice port. (See the 
" V01ce Levei AdJUStmcnt" scction on page 98.) 

Cisco lOS Voice, Video, and Fax 

CP . 
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V o ice Port T esting Commands 

These commands allow you to force voice ports into specific states for testing. They re_quire the \}Se ()( 

Cisco lOS Release 12.0(7)XK or 12.1 (2)T ora !ater release, and they apply only to Cis.é'o 2600 and 3600' 
series routers, and to Cisco MC381 O multiservice concentrators. The following types of ~oice-.1\~ests 
are covered: · '\:-'t)\J 

• Detector-Related Function Test~ , page 112 .,) 

Loopback Function Tests, page I 14 

• Tone lnjection Tests, page I 15 

Relay-Related Function Tests, pagc I 16 

Fax/Voice Mode Tests, page I 16 

Detector-Related Function T ests 

Using the test voice port detector command, you are able to force a particular detector into an on or off 
state, perform tests on the detector, and then retum the detector to its original state. 

To configure this feature, use the following commands in privileged EXEC mode: 

Command 

Step 1 Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# teat voice port slot/subunit/port detector 
{m-lead I battery-reveraal I loop-current I ring I 

tip-ground I ring-ground I ring-trip} {on I off} 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# teat voice port slot/port:dsO-group detector 
{m-lead I battery-reveraal I loop-current I ring I 

tip-ground I ring-ground I ring-trip} {on I off} 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# teat voice port slot/port detector {m-lead 
battery-reveraal I loop-current I ring I tip-ground I 

ring-ground I ring-trip} {on I off} 

ltl'IUI 
• Cisco lOS Voice, Video, and Fax Configuration Guide 

Purpose 

Identifies the voice port you want to test. Enter a 
keyword for the detector under test and specify 
whether to force it to the on or off state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a detector is in the 
forced state. 

) 



Configw-ing Voice Ports 

Step2 

Command 
Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot:dsO-group detector 
{m-lead I battery-reversal I loop-current I ring 
tip-ground I ring-ground I ring-trip} {on I off} 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# test voice port slot/subunit/port detector 
{m-lead I battery-reversal I loop-current I ring I 

tip-ground I ring-ground I ring-trip} disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 
Router# test voice port slot / port:dsO-group detector 
{m-lead I battery-reversal I loop-current I ring I 

tip-ground I ring-ground I ring-trip} disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 
Router# test voice port slot / port detector {m-lead I 
battery-reversal I loop-current I ring I tip-ground I 

ring-ground I ring-trip} disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot:dsO-group detector 
{m-lead I battery-reveraal I loop-current I ring 
tip-ground I ring-ground I ring-trip} disable 

Troubleshooting Analog and ~iglíill !~~~!'~figurations • 
·----., \ 

1.:!D~ '\ \ 
Purpose _J 

·· ... 

ldentifies the voice port on which you want to end 
the test. Enter a keyword for the detector under 
test and the keyword disable to end the forced 
state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a detector is in the 
forced state. 
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O···-. 

~:9 ') Loopback Function T ests 

To establish Joopbacks on a voice port, use the following commands in privileged EXEC mode: 
\\.. ' 

Step1 

Step2 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# teat voice port slot/subunit/port loopback 
{local I network} 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 
Router# teat voice port slot/port:dsO-group loopback 
{local I network} 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 
Router# teat voice port slot/port detector loopback 
{local I network} 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot:dsO-group loopback {local 
I network} 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# teat voice port slot/subunit/port loopback 
diaable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 
Router# teat voice port slot/port:dsO-group loopback 
diaable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 
Router# teat voice port slot/port detector loopback 
disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot:dsO-group loopback 
disable 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 

l flt§UI 

'·, 
Purpose 

Identifies the voice port you want to test and enters 
a keyword for the loopback direction. 

Note A call must be established on the voice 
port under test. 

Identifies the voice port on which you want to end 
the test and enters the keyword disable to end the 
loopbaek. 

) 

) 
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T one lnjection T ests 

To inject a test tone i~tó ·a voice port, use the following commands in privileged EXEC mode: 

Step1 

StepZ 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# test voice port slot/subunit/port inject-tone 
{local I network} {1000hz I 2000hz I 200hz I 3000hz I 

300hz I 3200hz I 3400hz I 500hz I quiet} 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 
Router# test voice port slot/port :dsO-group 
inject-tone {local I network} {1000hz I 2000hz I 200hz 
I 3000hz I 300hz I 3200hz I 3400hz I 500hz I quiet} 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 
Router# test voice port slot/port detector inject-tone 
{local I network} {1000hz I 2000hz I 200hz I 3000hz I 

300hz I 3200hz I 3400hz I 500hz I quiet} 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot:dsO-group inject-tone 
{local I network) {1000hz I 2000hz I 200hz I 3000hz 
300hz I 3200hz I 3400hz I 500hz I quiet} 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# test voice port slot/subunit/port inject-tone 
disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 
Router# test voice port slot/port:dsO-group 
inject-tone disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 
Router# test voice port slot/port detector inject-tone 
disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot:dsO-group inject-tone 
disable 

Purpose 

Identifies the voice port you want to test and enter 
keywords for the direction to send the test tone and 
for the frequency o f the test tone. 

Note A call must be established on the voice 
port under test. 

ldentifies the voice port on which you want to end 
the test and enter the keyword disable to end the 
test tone. 

Note The disable keyword is available only i f a 
test condition is already activated. 

i . i 
1Fis: -€ t: 1 O l_ I --- _ _Q__J____,_ l 
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Relay-Related Function Tests 

To test relay-related functions on a voice port, use the following commands in privileged EJ:CEC mode: 

Command 

Step 1 Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit/port relay 
{e-lead I loop I ring-ground I battery-reversal 
power-denial I ring I tip-ground} (on I off} 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port:dsO-group relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} {on I off} 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} {on I off} 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group relay {e-lead 
loop I ring-ground I battery-reversal I power-denial 
ring I tip-ground} {on I off} 

Step 2 Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit/port relay 
{e -lead I loop I ring-ground I battery-reversal 
power-denial I ring I tip-ground} disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port:dsO-group relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group relay {e-lead 
loop I ring-ground I battery-reversal I power-denial 
ring I tip-ground} disable 

FaxNoice Mode Tests 

Purpose 

Identifies the voice port you want to test. Enter a 
keyword for the relay under test and specify 
whether to force it to the on or off state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a relay is in the 
forced state. 

Identifies the voice port on which you want to end 
the test. Enter a keyword for the relay under test, 
and the keyword disable to end the forced state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a relay is in the 
forced state. 

The test voice port switch fax command forces a voice port into fax mode for testing. After you enter 
this command, you can use the show voice call or show voice call summary command to check whether 
the voice port is able to opera te in fax mode. I f no fax data is detected by the voice port, the voice port 
remains in fax mode for 30 seconds and then reverts automatically to voice mode. 

The disable keyword ends the forced mode switch; however, the fax mode ends automatically after 
30 seconds. The disable keyword is available only while the voice port is in fax mode. 

• Cisco lOS Voice, Video, and Fax Configuralion Guide 
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Step 1 

Step2 
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Troubleshooting Analog and Digital Voice Port Configurations • 

I \ 

To force a voice port into\{axi.Qode and retum it to voice mode, use the following commands in 
privileged EXEC mode: ''~.., .:. 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# teat voice port slot/subunit/port awitch fax 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Purpose 

ldentifies the voice port you want to test. Enter the 
keyword fax to force the voice port into fax mode. 

Router# test voice port slot/port:dsO-group awitch fax 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 
Router# teat voice port slot/port detector awitch fax 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# teat voice port slot:dsO-group awitch fax 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 
Router# teat voice port slot/subunit/port awitch 
diaable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 
Router# teat voice port slot/port:dsO-group switch 
diaable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector switch 
disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 
Router# test voice port slot : dsO-group awitch disable 

Identifies the voice port on which you want to end 
the test. Enter the keyword disable to retum the 
voice port to voice mode. 

Cisco lOS Voice, 

Doe: 

,. 
" · 



( 



f 

{ 

• 

Cisco SNMP Object Navigator /.,,,~~;,~ :·:~ -~ '- . Page 1 of 3 

CISCO SYSHMS -
TECHNICAL SUPPORT 

SNMP Object Navigator 

((~~~0 
Hom1 ~ 1\LoggeJrlri Profile I Contacts & Feedback I Site Hei~ 
~ \'-. :~-- •• ' '

1
1! Select a Lo ca tion í Language 

Technical Support 

SNMP Object Navigator 

HOME TRANSLATE/BROWSE SEARCH VIEW& 
DOWNLOAD 

MIBS 

MIB 
SUPPORTIN 
SOFlWARE 

Here is a list of MIBs that is supported by c3745-ik9s-mz.12.2-15.T. 

CJS.C.O-QLLC.Ql:-..Ml6 
ÇJSCO:.QU.EIJ~Mlli 
ÇISC.0-F5..SB.B-M_lli 
CJ.S.CQ:.8_UM Q.N:..M!f?. 
CISCQ:.S._Q.lJ,.C-Mlli 
ÇiS.CQ~NAPSiiO~:M!.~ 
ÇISCO-STUf\!:_Mif?. 
CISCO-SY.S.LOG-.MJ.6 
CISCO-TCP:MIB 
CISCO-\i.O..lCE-ANA_LQG-lF-MIB 
CISCO-VOICE-COMMON:.Dl~L~ON_TROL-MJ.B 
CISCO-VOICE-ENABLED-LINK-MIB_ 
Q.S.CO-VOIÇE-FR_:PIAL-CONTROL-MIEl. 
CISCO-YPDN-MG_MT -EXT -MIB 
ETHERLIKE-MIB 
EVENT-MIB 
IMA-MIB 
MSDP-MIB 
XGCP-M!f?_ 
CISCO-IPSEC-FLOW-MONJTOK.Mill 
ÇjSCO-VOICE-DIAL-CONTROL: Mlf?. 
CISCO-VOICE-IF-MIB 
Ç_ISCO-VPPN-MGMT -M.L6 
DIAL_:ÇONTROL-MIEl. 
DLSW-MlE:l. 
ÇNTIJY-MIB 
EXPRESSION-M!_6 
!:JÇ-RMON-Mj_6 
IF-MIB 
[to.l_T:.S.~ RV -G1J_~_f3t.HU;_~_Q:Mill 
lyJ'{l..E.-STD-MIEl. 
CISCQ:.ENTITY-VÇ_~_QQFST_YPE-OIQ_-M!.B 
S_l'oJ.ME:N OilflCAT I 0.1'-J.:-Ml!à 
IPJ O RW68.Q-r'{llli 
CIQÇQ-ENTIT_Y -A~;l_EI_-MIB 
Ç I.S_CQ.::J.P Sç:Ç : MI~ 

C.LS.ÇO-SIP-UA-Mm 
CIS.ÇQ:.i.E.S.Ç_G:-_EO.!JC.Y:.M61?_: MI.E 
CI.S.C_Q-MQBILE.:lJ='cMl8 
Ct.SÇO-PlM-MIB 
Ç I SCO-SAA-APM-M I B 
CISCO-PRODl.JCTS-MIB 
ÇISCQ-BGP4-MIB 
CI$CO-IETF-NA_T-MIB 
CISCO-PPPOE-MIB 
MIP-MIB 
CISCO-ATM-PVCTRAP-EXTN-MIB 
CISCO-IETF-IP-FORWARD-MIB 

Search: 

Search Ali Cisco.com 

Feedback 1 Help 

Related Tools 

I6c Ca~-QQ~o 

I.f'....C_Ca s_g_OJ,JJlü' 

MJB.J.Q_c_a.!Qr 

r ·.,.._._-""' ... ~ ........ .... .__ .... _"' ~ ..,.,.___~, 

: RC!S no 03í2005 - t'~v 

Gf 

I CP MI - CORREIO~ ' 
http :/ /www.cisco.com/cgi-bin/Support/Mibbrowser/mibinfo.pl?im=c3 745-ik9s-mL 12.2-1 ~- I&si=Search 2217/4003 

(s~ 3~~ 
l-
I 
~Doe­I . . -'--~-.. .:::::===-----.~ ... ~ ·- · .... -~- ... ""----· 



Cisco SNMP Object Navigator 

CISCQ-IETF-IP-MII;l 
IPMRQL.Uf:_-_$10-MIB 
INT-SE;RV-MIB 
ISDN-MIB 
LAN-EMULATION-CLIENT -MIB 
OLD-CISÇO-CHASSIS-MIB 
OLD-CI$C0-CPU-MIB 
OLD-CISCO-INTERFACES-MJB 
OLD-CISCO-IP-MIB 
OLD-CI$CO-MEMORY -MIB 
OL[)-CISCO-SYSTEM-MII;l 
OLD-CISCO-TCP-MIB 
OLD-CISCO-TS-MIB 
PIM-MI~ 

RFC1213: MIB 
RFC123HY.1LB 
RFC 12Q_:3_-M18 
RFÇ_1_~ 1 Q:Ml8 
RFC1.31á l:-MI8 
RFC 1382-1\1!1_!3 
RFÇ 14Q(HVll~ 
Rf=CJ4Q_l_:Ml8 
ATM..-:1'118 
BGP4::.MJ8 
BRI[)(?j:~-MIB 

C 1$ÇQ_:_6ÇÇE_$$_:J~J:!'i.MQH:Ml6 
CISÇQ~AL,E.S.~MJ8 
ÇI~CQ:_AIM:_J;XI:Ml~ 
Ç J.sÇQ_-:.6_$1;-M I _6 
Cl_SC_9_:-_ _6$Il.J..N:Mi_!2 
C lsC_Q_:_f:il1LK:fll,LI\I!l__6 
8EC_l5_9_5:M!S 
ÇJsC0.:.6l!S-MI6 
RMOl'J:::MJ6 
RMQN2: M1_6 
Rs_-232.:-_Mill 
BSVE:M!6 
S_MQN:MIB 
s_t-IA::.SJ2i,._ç_:Mlfl 
s~_MP_:fR6_M_i;WQRIS::M16 
sNME:.l68_ÇJ;T -MJS 
S N ME'_:_IJ.;?M_:MH2 
CLsco~C.6i,._l:l::llsiOR'L-ML6 
CtsCO: C_AE: MLEl 
CISÇ_O:CJd.E:MJ8 
CLScQ~Ç QMERE..S.SJ.Qt':!:.SEB~ I_Ç_I;_:_A.!2AJ?IÇR -MJ6 
C.lS_CO-CQW'JG_:_ç QEY.:.M!J3 
ÇISÇQ:_CQ_f:-JE.l0.::MAN.:MJ6 
C I S ÇQ-_P I ~l,. -_ÇQ_NlBQl-.:-10 LB 
C)$ÇO-Dl,.Ç$1[{-MIB 
CISÇ_Q-_Ol-SW:_E) <l:l\1!1_!3 
CISCQ-Dl,.SW-1\1!18 
CISÇO-DSPU-MIB 
CISCO-ENVMON-MIB 
CISCO-FLASH-MIB 
CISCO-FRAME-RELAY-MIB 
CISCO-FTE'_-Ç),,_! ÇNJ -M16 
CISCQ-_t:i :323: TC-MIB 
CISCO-HSRP-EXT-MIB 
CISCO-HSRP-MIB 
CISCO-IETF-ATM2-PVCTRAP-MIB 
CISCO-IMAGE-MIB 
SNMP-VACM-MIB 
SNMPv2-MIB 
SOURCE-ROUTING-MIB 
TCP-MIB 
UDP-MIB 
OLD-CISCO -FLAS H-M IB 

Page 2 of 

---· 

) 

http ://www.c isco.com/cgi-bin/Support/Mibbrowser/mibinfo.pl?im=c3 745-ik9s-mz.l2.2-15.T &si=Search 22/7/200 



[ 

• 

Cisco SNMP Object Navigator 

Ç_l S ÇQ_~ \,t_I,P., N_ -lE_B_6l-E~ R E;!,.A TlQN $!:! I P -tvl l B 
GLS..CO::.VL.AN_-MI;_M6.ER.$HJP-Mt6 
Cl S_CO..: \ll!:.-M I B 
ClS_CQ::.C.t,J>.S..$_:1?6SJ~D.-OOS-_M I_B 
C.LS_ÇQ-JP_-SI6l:M16 
CI S.CQ-IPMRO_L.JJI;::.MLS 
Ç IS.Ç0 -1 S.Q N~_MJJ2 
CIS_C_O..:: !..EC:P~J A:Y.C_C-MI8 
C!S.CO.:!.. r;::C: EXT:MIE3 
CJ~CQ::.l,._Ç_Ç~MIB 

G!S_CO:kE~:I\118 
Ç !S._Ç_O:.M EM QBY.:POOk: MJS 
CISCQ-PING-1\ilJ!;l 
CISC9-P_RQÇESS_-_MJ6 
ÇI.$ÇQ-ICSU_P_S_U::.ML6 
ÇJSÇQ:IS_P~_U-IF:M L~ 
CJ~_9..:_Sil\_C_~M&K.EB-M I 8 
CJS.CQ:P_QP-1'l_GMLMH2 
C I .SCQ:_çALL::8EE1J.C6IJ9_~_:JY1.lE3 
CLS..CO_::CAS-!E.:M 1B 
CI.SC.O..::.CJRC ULT:.!t:JIEBF 6CE.:ML6. 
C.LSCO.:.D.S.E'.:MGMI:Mlfl 
Ç_L!iCQ:.NIE'.:MIB 
CLS_CQ.:Y_Q!Ç.f_:f.>-IM.:DIAL:C_QNTROL::.MJJi 

'· . \ , _ 
-... ' ..... ~ 

Page 3 of 3 

BUSINESS INDUSTRIES & SOLUTIONS I NETWORKING SOLUTIONS & PROVISIONED SERVICES I PRODUCTS & SERVICE: 
TECHNOLOGIES I ORDERING I TECHNICAL SUPPORT I LEARNING & EVENTS I PARTNERS & RESELLERS I ABQUT CISCC 
Home I Logged In I Profile I Contacts & Feedback I Site Help 
© 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices, Privacy Statement, and Trademarks of Cisco Systems, lnc 

fi~ as·~~·;· õ 3í2õü5~~;-,~7-
i CPMI · CORREIO' 

http ://www.cisco.com/cgi-bin/Support/Mibbrowser/mibinfo .pl?im=c3 745 -ik9s -mz . 12 . 2 - ~ ~ T &s i=Searc~ c ~21y200 
r-I s:..-~')_ 4 
Doe: _ _ _ I 


